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1 INTRODUCTION 

Every software developer, from the individual amateur to 
the largest enterprise, dreams of giving rise to a “killer 
application (commonly shortened to killer app) that is so 
useful or desirable that it proves the value of some under-
lying technology”1. Whether the ‘killer app’ provides 
financial benefits either to the developer or the hardware 
platform vendor is beside the point. The important thing 
is the professional or social component: a true ‘killer app’ 
radically alters some form of human activity, either by 
creating an activity that did not exist before, or by im-
proving the performance of an activity so dramatically 
that its practitioners view it as a revolutionary change. 
The first set of ‘killer apps’ so named, the early spread-
sheet programs VisiCalc and Lotus 1-2-3, certainly revo-
lutionized finance, accounting, engineering and many 
other professional disciplines. These programs, in fact, 
engendered the pursuit of the dream referred to above. 
The title of the talk is not “How to create a killer app in 
Civil Engineering” but “What makes and doesn't make a 
killer app in Civil Engineering.” Forecasting is always a 
tough art. Given the wide range of human activities, it is 
even tougher to predict what tool will radically alter one 
such activity. Retrospective appraisal is much easier: you 
just need to evaluate what happened and attempt to trace 
from causes to consequences. Furthermore, because of the 
rarity of ‘killer apps’ generally, and in civil engineering 
particularly, it is not possible to treat the subject in any 
generic way; it can only be treated by evaluating exam-
ples and attempting to generalize from them. 
This talk will examine two themes that took up a major 
share of my professional concerns. One quickly devel-
oped into a ‘killer app’, perhaps not of the same scope as 
spreadsheets, but making a significant change in one as-
pect of civil engineering2 practice. The other, which actu-
ally occupied a much larger part of my working life, 
never led to any kind of substantial change in the tools 

 

                                                

1  Definition from Wikipedia, another “killer app’ 
2  Both of the themes covered deal with structural engineering 

design activities. I follow US practice of treating structural 
engineering as part of the broader profession of civil engi-
neering. 

engineers use. I, and a few of my students, have often 
wondered about this disparity. This talk gives me the op-
portunity for making a comparative evaluation between 
them. 
 
 
2 THEME 1: STRUCTURAL ANALYSIS 

Setting #1: Fall 1961, University of Illinois. 
I had defended my Ph. D. dissertation just before the se-
mester began and was wondering what to do next. Ex-
perimental structural dynamics, the topic of my disserta-
tion, held no interest. I had written a number of special-
ized frame analysis programs as a consultant and even 
written a proposal to IBM for a general analysis program 
but there was no response. Then I got hold of Professor 
Charles Miller’s report on COGO (1). That was it! I wrote 
Professor Miller, saying that I wanted to provide for 
structural engineers what he had provided to surveyors: a 
general problem-solving capability for the domain, in-
voked by terms that a professional in the field would use 
in giving instructions to a colleague3. In short order, 
Charlie Miller wrote back inviting me to MIT for the 
1962 – 1963 academic year. With the concurrence of my 
department head, Professor Nathan M. Newmark, I ac-
cepted the invitation and started to formulate ideas. 
 
The basis 

Structural analysis is used to determine the internal forces 
and displacements in a structure due to applied loads or 
other environmental effects by the application of equilib-
rium, continuity and constitutive laws. The field was in-
augurated by Galileo and has expanded ever since. Analy-

 
3  Younger people need to be reminded that in that period, and 

long after, commands, choices and decisions were invariably 
communicated to programs coded as integers. Looking at the 
echo-print of the output, a user could not determine what 
commands, etc., he or she used without consulting the pro-
gram’s user manual. For example, in one of the most popular 
finite element analysis programs, well into the 1980’s, the 
user specified elastic analysis by setting the input parameter 
ISOLV to 1.  
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sis has always been one of the most labor- and skill-
intensive aspects of structural design. Structural engineers 
have compensated for this fact in many ways: designing 
structures that were easy to analyze, e. g., statically de-
terminate beams and trusses that could be analyzed by 
laws of equilibrium alone; embracing simplified analysis 
methods, particularly graphic statics and Williot-Mohr 
diagrams for determining forces and displacements, re-
spectively, in trusses; specialization, e. g., consulting 
firms specializing in movable, arch or suspension bridges; 
and developing approximate and iterative solution meth-
ods, such as moment distribution4. 
The majority of existing matrix analysis programs at the 
time was geared to very large problems in aerospace and 
defense that required extremely large computing re-
sources. Thus, the NASA frame analysis program could 
analyze very large structures for that time, of the order of 
hundreds of nodes, using an IBM 7090 and twelve tape 
drives for temporary storage. The trouble was that in or-
der to solve a three-bar truss the program still needed all 
twelve tape drives. Very general matrix analysis programs 
were also becoming available (3, 4). The chokepoint was 
the amount of input: every matrix element had to be pre-
computed manually and keypunched separately. This was 
judged to be the appropriate level of human - computer 
interaction at the time5. 
Smaller programs for the small computers of the time 
were emerging, but they tended to be highly specialized6. 
Many of these faithfully implemented existing methods 
such as the slope-deflection method (2). These programs 
also tended to contain idiosyncratic provisions particular 
to the design office they originated from7; consequently, 
program exchange among the civil engineering firms pio-
neering computer use at the time was more myth than 
practice. 
 
The run-up 

As I prepared for our move to Cambridge, Massachusetts, 
with my wife Norma and three small children, I thought 
that I had identified all the principal requirements for the 
tool I was to build: 

 

                                                

4  When I was an undergraduate in Civil Engineering in the 
early 1950’s, our instructors repeatedly emphasized that our 
employability in the field was going to be determined solely 
by the speed with which we could do moment distribution. 

5  Then called man-machine interaction; as late as 1967, a dis-
tinguished colleague insisted that entering the 36 elements of 
a 6x6 transformation matrix from local to global coordinates 
was the proper way for the user to define the relationship be-
tween the two coordinate systems. 

6  The Illinois Highway Department, for example, had separate 
programs for three- and four-span continuous girder bridges; 
the department did not build other types of continuous 
bridges. 

7  The program I wrote in 1957 for the analysis and detailing of 
reinforced concrete bridge piers set the maximum spacing of 
stirrups in the columns to 12 inches, even in areas of low 
shear. My supervisor insisted that this was necessary so that 
ironworkers tying the reinforcing bars into cages could climb 
up on the stirrups they had tied previously. With the adoption 
of pre-tied rebar cages erected as units, this heuristic provi-
sion is no longer needed. 

1. a problem-oriented textual input language patterned 
after COGO 

2. flexibility in problem size, so that the solution of small 
problems would not be penalized by the program’s 
capability of solving very large problems  

3. complete generality in handling various framed struc-
ture types, e. g., frames or trusses and 

4. complete generality of methods. 
It did not occur to me that I may not have had all the 
knowledge and tools at my disposal for accomplishing my 
objectives. I soon found out that my knowledge was 
sorely lacking, but I also found the source of the knowl-
edge I needed. The IBM sales representative at the Uni-
versity of Illinois arranged for me a faculty summer in-
ternship at the IBM Development Laboratory in Pough-
keepsie, New York, on the way to Cambridge. There I fell 
under the tutelage of Dr. Frank H. Branin, Jr., an out-
standing mathematician as well as the author of ETABS, 
an early general-purpose analyzer for RLC electrical net-
works. From the first half of his expertise I learned the 
topological formulation of network analysis. Matching the 
nodal method of network analysis to the stiffness method 
of structural analysis (then also called the displacement 
method) and thereby generalizing it took less than a week. 
Matching the mesh method to the flexibility (force) 
method took considerably longer, until I realized the con-
ceptual analogy between the spanning tree of a network 
and the statically determinate primary structure8 (5). 
From the other half of Frank’s vast expertise, I learned 
dynamic memory allocation and many other tools for de-
veloping large-scale programs. 
 
The process 

On arrival to MIT in September 1962, I quickly realized 
that Charlie Miller was so engaged in his new position as 
department head that any active collaboration with him 
was out of the question. However, I met the partners 
Charlie had selected for me. We found that we were very 
compatible and we quickly made the task allocations that 
held up for the year. I laid out the processing of the prob-
lem-oriented input9, the overall process for the stiffness 
method, the provisions for the five structure types we 
were to support (planar trusses, frames and grids and 
space trusses and frames) and the dynamic memory allo-
cation scheme. Bob Logcher, a recent Ph. D. who was as 
anxious to break new grounds as I was, undertook several 
of the major system tasks, including the decoding of the 
command language and the management of backup stor-
age. Ken Reinschmidt, an IBM graduate fellow in the 
Computer Center eager to move up from being a user 
consultant, undertook the bulk of the equation forming, 
solution and back-substitution tasks within the dynamic 
memory allocation environment. Leon Wang, another 
graduate student, wrote the member-related routines. At 
mid-year, we were joined by another fresh Ph. D., Sam P. 

 
8  Younger people will wonder about the emphasis on the flexi-

bility method, now almost totally ignored – the explanation 
will follow shortly. 

9  Using the despised integer codes until Bob Logcher was ready 
to map the user commands into them. 
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Mauch, who quickly became the chief debugger10. My 
wife Norma’s contribution was the program’s name: she 
thought that the word STRESS had the proper ring to it; 
mapping STRuctural Engineering System Solver to the 
acronym was an evening’s effort. 
We progressed remarkably fast, given the two to three 
debug opportunities a day available at that time and the 
fact that Charlie had asked me to teach a course both se-
mesters I was at MIT. Getting the dynamic memory allo-
cation working gave us the most satisfaction11. The over-
all program turned out to be quite different from COGO: 
instead of being a command language with individually 
executable commands (e. g., LOCATE POINT, ADJUST 
TRAVERSE), it was a data description language (e. g., 
JOINT COORDINATES, MEMBER PROPERTIES) 
with one “executable” command, SOLVE, at the end. 
We felt that we had satisfied the first three requirements I 
have set for myself. The fourth, complete generality of 
methods was another story. The original STRESS had a 
command, METHOD STIFFNESS, and I had expected 
that many other methods (flexibility, moment distribution, 
column analogy, method of joints, etc., etc.) would be 
added in time. Chris Holley, my mentor at MIT, con-
vinced us that many of these methods were crutches of 
the past and did not need to be perpetuated. Thus, stiff-
ness was the only method implemented and the command 
itself was soon dropped12. 
We got many things right, but also some things wrong 
and there were many things we just didn’t know about. 
One bad decision was the choice of the notorious “β an-
gle” for fully defining the orientation of the member 
cross-section in space. A significant flaw was that the 
program assumed that only one member connected any 
two joints, but did not check for this. This condition could 
be detected, however, by the presence of large residuals 
loads at joints that were supposed to be free to displace13. 
Bandwidth or infill minimization, frontal solving, etc., 
etc. were all unknown at the time. 
 
A glimpse of the future 

In the spring of 1963 MIT embarked on Project MAC, an 
early experiment in timesharing. Bob Logcher and I went 
to see what this was about. When we asked what Project 

 

                                                

10  Sam was so impatient with the slow FORTRAN compilers of 
the day that he preferred to work with binary patches directly. 
Unfortunately, he sometimes neglected to update the FOR-
TRAN source code to reflect the patches. For many years, the 
most commonly used version of STRESS produced erroneous 
results for sloping members connected to a support by a hinge 
and carrying member loads. Although it was Sam who pro-
duced the original formulation (21), he never transcribed one 
of his correction patches into the source code.  

11  This was at least six years before the first paged memory 
computer became available. 

12  Everywhere but at the University of Illinois, where the ver-
sion of STRESS implemented in the Civil Engineering Sys-
tems Lab had a rule: “if userid = sjf then a missing METHOD 
STIFFNESS command is a fatal error, else ignore its ab-
sence.” 

13  The detection was made easy by my decision that when the 
user requested PRINT REACTIONS, a full backsubstitution 
was made and residuals at all joints were printed out. 

MAC was going to be used for, Fred Corbato, the project 
director, said it was for rapid debugging of programs that 
could then run in the background. Bob and I looked at 
each other as we walked out. In a week, Bob had an inter-
active version of STRESS running14. That was our first 
glimpse of the “second computer revolution” to come. 
 
The outcome 

My family and I returned to Illinois in the summer but I 
was back in the fall to complete the editing of the manuals 
(6, 7) and to conduct a week-long workshop on STRESS. 
The reaction of the practitioners attending was most posi-
tive and the program’s fame began to spread rapidly. Bill 
LeMessurier, a prominent Boston structural engineer15, 
described STRESS as a brilliant but patient graduate stu-
dent unstintingly executing any analysis task you posed. 
The following year STRESS achieved the Wikipedia 
definition of a ‘killer app.’ IBM was marketing a new 
small computer, the 1120, to the engineering community. 
A number of engineering firms affiliated with the CEPA 
(Civil Engineering Program Applications) user group said 
that they would buy or lease the computer only if it sup-
ported STRESS. Thus was the IBM 1120 STRESS born16 
and thus was a first generation of structural engineers 
introduced to matrix structural analysis. 
 
The legacy 

By 1963, the MIT Civil Engineering Department had em-
barked on the ambitious ICES (Integrated Civil Engineer-
ing System) mega-project (8). Under Bob Logcher’s lead-
ership, STRESS metamorphosed into STRUDL (STRuc-
tural Design Language), with many notable additions, 
expansions and generalizations (9). Some of these did not 
survive beyond the MIT environment, among them an 
elegant PRELIMINARY ANALYSIS capability17. Even-
tually, STRUDL became just another finite element 
analysis tool, and the geometric modeling and graphic 
user interface capabilities of these tools have rendered the 
problem-oriented textual input unnecessary. 
Of the many experiences related to STRESS, I will briefly 
relate two.  
Around 1964, I received a request from Fazlur Khan to 
assist the team at the architectural firm of Skidmore, 
Owings and Merrill (SOM) in the analysis of the structure 
that became the John Hancock Tower in Chicago. In his 
writings, Fazlur always referred to my role as assisting in 

 
14  In fact, the interactive program was much simpler than the 

batch one because the latter continued checking the input after 
a fatal error was encountered in order to maximize the value 
gained from each run.  

15  Subsequently Bill gained considerable notoriety with his de-
sign and retrofit of the CityCorp building in New York. 

16  IBM, of course, took the easy way out and adopted the pro-
gram written the previous summer by an MIT undergraduate, 
Dick Goodman. On the small computer, dynamic allocation 
was out: there was room only for three 6x6 matrices, all else 
was done by bookkeeping. Unfortunately, the 1120 version 
propagated the bug created by Sam Mauch’s impatience. 

17  Eventually, the maintenance and updating of STRUDL de-
volved from MIT to Georgia Tech, under the leadership of 
Leroy Emkin. 
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the design (10). I did no such thing. By the time I had 
modified my version of STRESS to accept two-thirds of 
the height of one quadrant of the building, Fazlur’s team 
had proceeded through the design using a graded series of 
increasingly more detailed two- and three-dimensional 
models, so that the STRESS run was just a final verifica-
tion of the team’s design process. Approximately 20 
members out of the more than 900 had to be resized as a 
result of the STRESS space frame analysis. What made 
the event memorable was that a prominent structural en-
gineer gave a speech in Chicago saying “Steve Fenves’ 
program says the tower will stand up, I say it will not.” I 
knew that that engineer only had a space truss program to 
back up his claim, but I could not get the SOM partners to 
put up $600 to rerun the analysis as a space truss and ver-
ify the engineer’s claim18. 
In the early 1970’s, I received a letter from the Florida 
state engineering licensing board. On the Professional 
Engineer exam, candidates were presented with a one-
story one-bay frame and told to analyze it. One candidate 
wrote out the STRESS input and stated that the results of 
this provided the answer sought. The board wanted my 
opinion on whether the candidate should be passed. I 
wrote back that it depended on what they wanted to test 
for: if they were only after concepts, the candidate’s reply 
sufficed; if they wanted to test the candidate proficiency 
in producing the results and, possibly, evaluating them for 
reasonableness, then the candidate failed. I never received 
a reply from the board. 
In retrospect, I take a great deal of pride in what we ac-
complished and what our work fostered, even though we 
did not receive any financial rewards from it. On the other 
hand, it is sobering to reflect that my most significant 
contribution to the profession was made when I was 32 
years old. 
 
 
3 THEME 2: STANDARDS PROCESSING 

Setting #2: Summer 1965, National University of Mexico.  
My family and I had gone to Mexico for the summer for 
me to teach a couple courses at the National University 
and to complete the manuscript of Computer Methods in 
Civil Engineering (11). In preparing the book I could in-
clude many notable names in the chapters on numerical 
methods: Newton (1642 – 1727), Lagrange (1736 – 
1813), Gauss (1777 – 1855), etc., but there was a dearth 
of precedents to present in the chapter on logical methods 
I wanted to include. Then I got hold of a paper on tabular 
decision logic, commonly referred to as decision tables 
(12). That was it! It was a good first step towards model-
ing the often complex chain of reasoning in both engi-
neering and information processing. In my first paper on 
the topic, I illustrated decision tables by modeling a small 
set of provisions from the AISC Specification (13). 
 
 

 

                                                

18  As an indication of the rapid progression of the state-of-art, a 
few years later STRUDL could analyze the entire Sears 
Tower as a unit without recourse to symmetry and superposi-
tion. 

The basis 

“Design according to the code” is a misunderstood, yet 
frequently maligned process. Buildings must provide for 
the life and safety of their occupants; since antiquity 
building codes have been used as society’s policing 
mechanism to that purpose19. The term “building code” 
itself is misunderstood, particularly in the U. S., where the 
enactment and enforcement of the legally binding build-
ing codes are the responsibility of individual jurisdictions. 
In the U. S., since the early part of the 20th century a 
three-tier structure has evolved to assist the municipalities 
in this task. First, standards development organizations, 
often sponsored by professional societies, develop design 
standards or design specifications for common materials 
or building types20. Second, model code organizations 
evaluate, edit and compile this information in the form of 
model codes ready for adoption. Third, jurisdictions adopt 
all or parts of the model codes, with or without local 
amendments. 
That is the legal aspect. The professional aspect, embod-
ied in the design standards and design specifications, is 
much more interesting. In the dispersed and discontinuous 
industry that civil engineers serve, there is little memory 
within individual organizations. Here, the standards and 
specifications serve essentially as the “collective mem-
ory” for the profession as a whole of what worked in the 
past and, even more significantly, what has not worked21. 
The standards and specifications are also the primary out-
let of research in structural behavior. This role was most 
convincingly argued by Chester P. Siess, a former chair-
man of the American Concrete Institute building code 
committee, where he characterized research, standards 
and practice as three node of a graph, with the major flow 
of knowledge going from research into the standards and 
hence affecting practice22 (14). 
Thus, “design according to the code” means ascertaining 
that (1) the requirements and limitations presented in the 
design standards and specifications are applicable to the 
structure or part being designed and (2) the applicable 
provisions are satisfied by the design. The first, interest-
ing, part of this process is to select key requirements and 
convert the inequalities to assignments of values to key 
parameters. The second, manifestly dull, part is the proc-
essing of all other applicable requirements to ascertain 
that they too are satisfied. The costly part is the discovery 
that some requirements are violated, indicating that the 
key requirements have not been properly chosen and that 
the structure or part of it has to be redesigned, reanalyzed 
and rechecked. The first part requires experience and ex-
pertise. The second part is much more routine, but in 

 
19  The earliest building code, part of the 282 laws promulgated 

by Hammurabi (ca. 1810 BCE – 1750 BCE), prescribed harsh 
punishments to builders if their buildings’ collapse caused 
deaths. 

20  The initial design standards were vehemently denounced by 
the leading engineers of the period as infringements on the 
designers’ professional responsibility to their clients. 

21  After every major disaster, natural or man-made, every af-
fected standards development organization empanels a group 
of experts to identify flaws in their standards and recommend 
remedies. 

22  Following ACI practice, Siess uses the term building code to 
mean design specification. 
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terms of total billable hours in a design office it is likely 
to be of the same order of magnitude as analysis. 
By the mid-1960’s, there were many small programs for 
the design and partial standards conformance checking of 
structural components. They all tended to be highly idio-
syncratic to the mode of operation of particular design 
offices. Furthermore, they all relied on individual inter-
pretation of the governing standard’s provisions. Most 
importantly, none of the standards development organiza-
tions had made any accommodations for the trend of in-
terpreting and coding the standards provisions into com-
puter programs. 
 
The run-up 

Unlike in the first scenario, I had no immediate plans for 
further work in standards processing. However, my paper 
came to the attention of Theodore (Ted) Higgins, the Di-
rector for Research of the American Institute of Steel 
Construction (AISC). Ted invited me to attend a meeting 
where several software vendors made proposals for an 
“electronic version” of the then forthcoming 7th Edition of 
the AISC Specification. For me it was “déjà vu all over:” 
every potential vendor firm proposed to provide its own 
engineering interpretation of the standard’s provisions 
and to hard-code that interpretation into one or more 
computer programs. There was no way for either AISC or 
the user community to ascertain that the programs thus 
crafted correctly and fully implemented the Specifica-
tion’s provisions. 
After the meeting I made a counterproposal to AISC to: 
(1) have us formally represent the AISC Specification 
provisions in the form of decision tables; (2) have the 
Committee on Specifications authenticate that the repre-
sentation is complete and correct; and then (3) let anyone 
who wishes to do so, whether user or software vendor, 
code programs from the formal representation. Ted Hig-
gins was greatly concerned that our analysis would reveal 
overlaps, contradictions and omissions in the Specifica-
tion, but he saw the potential and was sufficiently in-
trigued to have AISC fund us for the first step. 
 
The process 

The project staff consisted of my senior colleague, Ed 
Gaylord23, two graduate students and me. Our routine was 
that the students would draft one or more decision tables 
covering a provision, I would check these for logic and 
consistency, and then we would jointly go to see Ed. Our 
questions to him were invariably of the form: “Why is the 
following combination of conditions not covered?” “Be-
cause we don’t do that!” was Ed’s immediate answer. 
Then we asked whether that was because that combina-
tion was: (1) physically not realizable; (2) bad practice to 
be discouraged; or (3) to be proscribed by the Specifica-
tion. Ed would provide the reasoning and we would fill in 
the tables accordingly. Thus, slowly, we elucidated and 
completed the individual decision tables and thereby sig-

 

                                                

23  Ed was a professor of the old school: a popular teacher, my 
mentor when I started teaching, the author of a widely used 
steel design textbook and a member of the AISC Committee 
on Specifications; but he had not done research previously. 

nificantly clarified the contents and scope of the Specifi-
cation. Ted Higgins’ concerns turned out to be un-
founded. We found very few overlaps, inconsistencies 
and overt omissions; however, the boundaries of what 
was covered and what was not were frequently not spelled 
out precisely. 
Linkages between tables representing related provisions 
turned out to be cumbersome, therefore we recast all the 
tables so that each table produced values for only one 
variable, like a function, and we linked the tables into a 
network, lower-level tables producing values for ingredi-
ents to higher-level tables. Because of the way that the 
organization of the Specification evolved since its first 
edition in 192424, the linkages jumped haphazardly from 
section to section. The recursive program we wrote that 
executed the network frequently had to recurse six and at 
times even eight levels deep25 (15). Thus it became clear 
that organization of the Specification was as much an 
issue as the completeness of the individual provisions. 
 
The outcome 

The initial acceptance came about through a lucky coinci-
dence. When I was asked to present our work to the 
Committee on Specifications, I brought along transparen-
cies of several of the tables. First I had to sit through a 
committee meeting, where the committee debated how a 
certain provision would be expanded. As I was given the 
floor, I projected the decision table for the provision in 
question, which I just happened to have with me, on the 
screen. I showed how the committee’s discussion resulted 
in one rule being split in two with an added condition, 
producing two different actions. Then I asked whether 
they were sure that this was the only rule affected by the 
new condition. “Oh, yeah!” came the exclamation. The 
committee went back into session and made another 
change, previously overlooked. Our funding for a second 
study was assured. But the idea of the committee authen-
ticating our representation never got off the ground, for 
two reasons. One, we did not do a complete job: a lot of 
textual, descriptive material in the Specification did not 
lend itself to a decision table format and we simply ig-
nored it. Two, we presented to the committee a new rep-
resentation that was very different from the text they were 
used to, and they were not ready to act on it. 
A number of colleagues produced similar decision table 
formulations for other standards. There is evidence that a 
number of software developers used our formulation in 
developing their applications26. The follow-up study 
looked at ways that the Specification as a whole may be 

 
24  In manual processing, this would be equivalent to interrupting 

the processing of a provision, leaving a bookmark and pro-
ceeding to process the provision specifying a missing ingredi-
ent only to interrupt that, leaving a second bookmark, etc., un-
til one can return to the last bookmark, resume processing 
there, etc., till at the end one could ascertain whether the ini-
tial provision is satisfied.  

25  The first edition carried an endorsement from Herbert Hoo-
ver, then Secretary of Commerce. 

26  There is also anecdotal evidence that after some lectures in 
the graduate steel design course the students would check out 
our report from the library in order to understand what the 
lecture was about. 
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organized in a more logical fashion (16). Thus emerged 
the eventual three-tier model of the Specification: (1) 
trees of descriptors defining the organization; (2) data 
networks for relating and sequencing interrelated re-
quirements and determinations; and (3) decision tables for 
expressing individual requirements and determinations 
(17, 18, 19). 
The reorganization study recommended that a reorganiza-
tion of the Specification be undertaken only in conjunc-
tion with a major change in the design philosophy embod-
ied in the Specification. Such a change came about a few 
years later with the introduction of the Load and Resis-
tance Factor Design (LRFD) philosophy and the accom-
panying rationalization of component behavior models. 
We worked with the LRFD development team lead by 
Ted Galambos, providing draft decision tables and sug-
gesting draft organizations. Upon completion, Galambos’ 
study was turned over to the AISC Committee on Specifi-
cations, which charged nine existing Task Committees 
with converting the study into nine chapters of a new edi-
tion of the Specification. When the draft chapters came in, 
there was pandemonium: the organization and style of 
presentation of each chapter, reflecting the long history of 
each Task Committee, was radically different. Eventually, 
the committee appointed me as editor and, after many 
iterations, a new, logically and consistently organized and 
expressed LRFD Specification emerged27. 
There was one more attempt at an electronic version that 
could be sanctioned by AISC, with Bill McGuire, another 
senior member of the Committee on Specifications, as the 
domain expert (20). The program development tools had 
improved considerably. We produced an interactive ver-
sion to be used by the committee for editing and tracing 
the consequences of proposed changes, a tutorial version 
with affected conditions, rules and actions highlighted as 
the reasoning progressed, and a production version gen-
erator which could compile user-selected sets of decision 
tables into C++ code. Unfortunately, legal issues over in-
tellectual property prevented deployment of the tools. 
Thus, the Committee on Specifications did not have to 
make a decision on whether it would authenticate our 
representation28. 
 
The legacy 

No ‘killer app’ emerged from this work, not even a con-
ventional application. The legacy is very small. True, a 
well-crafted Specification emerged and survived several 
major revisions. I am still chairing the Editorial Task 
Committee of the AISC Committee on Specifications, and 
just this year I received the AISC Lifetime Achievement 
Award. 
 
 
 

 

                                                

27  With thanks to Kincho Law for producing the various itera-
tions on an unreliable daisy-wheel printer. 

28  My sense, unsubstantiated, is that many members of the 
Committee would have extensively exercised the tutorial ver-
sion, but that the Committee as a whole would still not have 
provided an endorsement. 

4 COMPARISON AND CONCLUSION 

I have often wondered about the reasons for the discrep-
ancy between the two narratives above, but I still do not 
have a clear answer. As I said, the amount of time de-
voted to the two processes in a design office is of the 
same order of magnitude. However, one used to be the 
reserved province of highly esteemed analysts. Analysis 
programs that followed STRESS have democratized the 
profession, largely reducing the specialization factor 
among offices as well as among engineers within these 
offices, while at the same time enabling engineers to 
model structural behavior much more extensively than the 
linear behavior model in the original STRESS formula-
tion29. The second process was and still is much more 
dispersed within structural engineering practice, and there 
are far fewer identifiable experts. 
A second factor may be related to the structural engi-
neers’ education. From their sophomore year on, students 
know the difference between design and analysis. Fur-
thermore, by their junior year most of them also “know” 
that they don’t like analysis. Even though analysis courses 
have completely changed from teaching approximate 
methods to the current formal ones, students avoid doing 
either kind of analysis as much as possible and are only 
pleased to relegate this work to a machine. In contrast, 
design courses tend to concentrate on global measures of 
structural behavior and may cover standards processing 
only in a tangential fashion. It may be that students don’t 
get a chance to discover that they don’t like standards 
processing. 
Finally, I believe that the distinction has to do with the 
formalism of the subject or, more precisely, the degree to 
which the subject can be formalized. The early days of 
computer analysis gave rise to the discipline of computa-
tional mechanics, just as the early days of computer 
graphics gave rise to computational geometry and the 
early file manipulation programs to database theory. The 
processing of standards, by contrast, is rooted in the 
highly empirical world of observations of what has 
worked and what has not. Even with the current move 
towards performance-based standards, the subject does 
not have the formalism or rigor that has, so far, made it a 
discipline30. 
To the dreamers who wish to parlay their engineering 
research into the next ‘killer app’ I have a simple advice: 
unless your research creates or contributes to a solid sci-
ence-based discipline, you have no reason to expect that it 
will result in a ‘killer app.’ In this respect, engineering 
seems to be different from data processing and entertain-
ment, where such a precondition does not seem to be pre-
sent. 

 
29  The best accolade I ever received came from a senior col-

league some years ago, when suddenly at a formal dinner he 
asked me what I would like to see written on my epitaph. I 
said that I had no idea, and asked him what epitaph he would 
write. He responded “You have made the cost of analysis 
immaterial in making design decisions.” I gratefully accepted 
that. 

30  I am an Honorary Member of the Executive Council of the 
International Association for Computational Mechanics; there 
is no comparable organization or honor in standards process-
ing. 
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PRODUCT MODEL BASED COLLABORATION 

R. J. Scherer 
Technische Universität Dresden, Institute of Construction Informatics, Dresden, Germany 

ABSTRACT: In collaborative design, we can distinguish between synchronous and asynchronous methods of collabora-
tive working. Both are important and complementary in AEC. We will show that an explicit product model and a multi-
layered system, with components linked together by an information logistics system, are the necessary prerequisites to 
effectively tackle the complexity of the information flow for asynchronous collaborative working. The information flow 
requires well-grounded model-based coordination to enable transparent and guided discussion and decision-making 
processes. The corresponding product model management services are identified and discussed. These are (1) model 
view extraction, (2) mapping to design specific models, (3) backward mapping after the design session, (4) identifica-
tion of design changes through matching, (5) reintegration of extracted and changed models and (6) merging of the 
mutual design changes and identification of conflicts.  
 
 
1 INTRODUCTION 

Collaboration can be supported by methods to improve 
the exchange of information, the communication, or the 
coordination of two or more persons cooperating in intra- 
or inter-enterprise teams. Collaboration is goal-oriented 
and hence the coordination of activities and intentions of 
all persons involved is the main objective of the support-
ing actions. This includes also tracking the fulfilment of 
past activities and the conflicts arising from them. Hence, 
conflict management is an important issue of collabora-
tive work (Scherer et al 1997). 
In the past, collaboration support was mainly focused on 
the improvement of communication including multi-
media representation forms, like video-conferencing, 
drawings, virtual reality and diagrams and complemented 
through coordinated formalized common workflows. Un-
til recently, the retrieval of the right information, the set-
up and continuous adaptation of the workflow according 
to the evolving work process and in particular to the work 
content had to be done by the persons themselves through 
interpretation of the communicated information. This was 
not only time-consuming but also led to misinterpreta-
tions (i.e. different interpretations due to the different 
perceptions of the involved persons), and often resulted in 
bad coordination or even discoordination. 
Product models available today provide the advantage to 
better evaluate the contents of the collaboration issue and 
thereby deduce various coordination-related supportive 
means. They provide for representing the information 
content in a formalized way, which allows the computer 
(program) to interpret properly the information (avoiding 
different interpretation by different programs), to reason 
about it by logic or by algorithmic reasoning methods, 
and to activate related workflow patterns. Since nowadays 
product models are well developed and applied in various 

domains of design but they are in a very early stage with 
regard to the production process and in a similar, slightly 
more advanced state in the domain of facilities manage-
ment (IAI 2006), we will concentrate our further consid-
erations on the design domain. 
 
 
2 COLLABORATIVE TEAMWORK 

In distributed teamwork, we have to distinguish between 
two main ways of collaborative working, namely(Scherer 
2004): 

- synchronous collaborative teamwork, and 
- asynchronous collaborative teamwork. 

Synchronous collaborative teamwork means that all 
members of a team are working on the same product at 
the same time and exchanging their expert knowledge 
simultaneously for problem solving. This is a relatively 
rare case in AEC practice. Such collaborative work is 
mostly employed to search for a new innovative design 
solution or for the solution of very complex problems. 
The complexity of a design problem and/or the degree of 
novelty calls for personal communication, discussion and 
inspiration among the team members. Communication 
happens in the “human world”. 
Asynchronous collaborative work means that expert 
knowledge from all team members is necessary and they 
may work at the same time on the some product compo-
nent, but it is sufficient that they provide their contribu-
tions without direct and immediate communication with 
other team members. Communication can occur via com-
puter in a formalized way, by exchanging ideas and sug-
gestions such as the inherent knowledge in written, 
graphical and multi-media representation, or nowadays in 
product model data form. When communication takes 



place asynchronously in the “computer world”, it does not 
necessarily mean that the team members do not inspire 
each other but that inspiration may happen on a lower 
level than by synchronous working. Asynchronous work-
ing is sufficient for most routine design tasks, which is the 
bulk of design work carried out in the AEC domain. Usu-
ally, the design process in AEC requires that different 
experts develop their work in parallel but independently, 
using roundtable meetings at specific discrete points in 
time to coordinate their work as illustrated in Fig. 2.1 
(Scherer 1997 et al, Katranuschkov 2001). Today such 
round-table meetings are carried out as physical meetings 
or as video conferences. The latter only works satisfacto-
rily if minor technical problems have to be solved. 
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Asynchronous collaborative teamwork provides an envi-
ronment that enables concentrated and efficient work of 
all team members. It protects team members from perma-
nent communication requests so that every designer con-
centrates on his/her own specific tasks but at the same 
time will be informed and keeps track of others’ solutions 
and informs the others about his/her decisions in a timely 
fashion, individually deciding upon when and how to 
spend time on keeping track. The shortcoming of asyn-
chronous teamwork is that the coordination between the 
coordination points is weak. Hence, that coordination has 
to be done more often and preferably all designers should 
take part in it. A requirement that often can not be ful-
filled on such a quality level. 
The main difference between synchronous and asynchro-
nous work is that in the first case communication among 
team members takes place predominantly in the “human 
communication world” whereas in the second case it oc-
curs in the “computer communication world”, via infor-
mation and knowledge represented in semantically highly 
structured data, as provided by product models. Modern 
computer communication is understood as the representa-
tion of information and knowledge in data structures on 
high semantic level, and not as the application of com-
puters and networks transferring only low-structured text 
and multi-media data, or even pixel files. The goal is to 
increase the quality of the computer-communicated in-
formation, its expressiveness and its granularity, and 
hence the retrieval of the actually needed information 
pieces. Computer communication does not require the 
experts to communicate with each other at the same time 
because the information content is now stored and can be 
retrieved – repeatedly – later on, with any appropriate 
time-shift by each team member depending on his/her 
specific needs to share knowledge and data. Therefore, 
computer communication can be considered a one-sided 
communication on demand. 
However, communication and coordination via computer 
is only one of the two major aspects that are necessary to 
make asynchronous collaborative working happen. The 
second aspect is the management of the time-stretched 
discussion process. This can be carried out manually, in a 
very time-consuming way by a person, e.g. the team 
leader, or with the help of organizational collaboration 
tools supporting him. Such tools can remarkably reduce 
the organizational workload on the team leader and at the 
same time minimise errors that might occur by overlook-
ing or misunderstanding something. They will also reduce 
the workload on every team member who searches for the 

information required to make his contributions to the right 
problems at the right time. Common teamwork or discus-
sion panel tools can be beneficially applied and are al-
ready widely used in practice (Schulz 1996, Weisberg 
2001). However, the development of specific tools for 
AEC based upon a common conflict management system 
as outlined below has the potential to enhance strongly 
collaboration as such tools can be tailored to the specific 
culture of the domain. 
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Figure 2.1. Asynchronous collaborative teamwork with manda-
tory coordination points. 
 
 
3 THE COORDINATION PROCESS 

The collaboration processes can be described by coordi-
nation scenarios. Fig. 2.1 shows the standard coordination 
scenario with common coordination points that are man-
datory for all. It is typical for today’s roundtable meetings 
where all accumulated conflicts and open issues are dis-
cussed and solved at once, or at least solutions and dead-
lines are agreed upon. This means that conflicts have to 
be managed explicitly by the team members – individu-
ally, or by a central responsible person, the project man-
ager or a specialised conflict or risk manager. The latter 
was practised e.g. by the British Airport Authority (BAA) 
for the design and construction of the fast subway connec-
tion from Heathrow Airport to central London as well as 
for Terminal V of Heathrow Airport (John Gill 1998, 
2002). Basically, conflict management is performed with 
the help of evolving to-do lists, or in a more elaborated 
form by risk lists (open issues) and contingency plans 
(solution strategies expressed by a workflow containing 
the first tasks at least), using paper, spread sheets or spe-
cialised data management systems (Fig. 3.1). In all cases, 
the cognitive work is solely done by humans. However, if 
the computer were able to understand and reason about 
the content, valuable parts of this work could be taken 
over by the computer, namely the definition of problems, 
the set-up of solution workflows – but not the solution 
content –, and the management of the solution workflow. 
 
 
 
 
 
Figure 3.1. Complementing the common data model with a con-
flict management system. 
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This demands a workflow system, a conflict repository 
and a conflict management system. With these three IT 
components, we would be able to disband the constraints 
of common mandatory coordination points, substituting 
them by more flexible coordination lines aligned with the 
evolving model data (Fig. 3.2), and the product model 
will become the basis of a real building information man-
agement system. In such a system, coordination will be 
individualized. Each team member can decide upon when 
and what he wants to coordinate with the help of the sys-
tem and hence, via the system, with all other team mem-
bers over time-stretched coordination lines.  
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Figure 3.2. Disbanding common to individual co-ordination 
points thanks to the conflict management system. 
 
Going more into detail and taking into account more seri-
ous and complex conflict problems that may be not solv-
able solely by formalized information exchange, we will 
finally come up with the coordination scenario shown in 
Fig. 3.3 where mandatory coordination points still exist 
but with considerably longer time spans between them in 
comparison to the traditional scenario from Fig. 3.1. They 
are introduced to consolidate the common data model and 
in addition to benefit from eye-to-eye communication, i.e. 
synchronous collaboration on demand. Between these 
coordination points, non eye-to-eye collaboration proce-
dures of asynchronous working are applied to benefit 
from the individualized coordination process, where sce-
narios for individual work and close teamwork are shown. 
 
 
 
 
 
 

Figure 3.3. Hybrid local and global co-ordination points accord-
ing to the kind of working (conflict system avoided for conven-
ience). 
 
 
4 COORDINATION SUPPORT 

From the scenarios above (Fig. 3.1 – Fig. 3.3) the re-
quirements on the product model and the coordination 
supporting IT services can be drawn. The first supporting 
service would be to provide the designer with the infor-
mation of all his design modifications he has to inform 
other designers about, and to classify them into (1) prob-
lematic modifications and (2) normal modifications that 
have just to be approved. Both these are conflicts, but the 
first ones are identified as expected conflicts, whereas the 
second are only potential conflicts. They have to be re-
corded in a checklist or, as suggested above, in a conflict 
repository. Until today this has to be done by hand, which 
is a highly time-consuming task. Therefore, the designer 
usually prefers to draw all his modifications in a separate 

file, which is then sent either to all other designers for 
approval or to the design team coordinator, typically the 
architect, who does the approval on behalf of the other 
designers and only requests additional approvals from 
them on demand. 
This task may be taken over by one or several computer 
services. These services must first find out all modifica-
tion done in a design session. Secondly, they have to clas-
sify the design modifications into three classes, namely 
the two above-mentioned classes “for approval”, and an 
“approval free” class. The latter comprises design modifi-
cations that are only in the responsibility of the designer 
himself. This is the case for instance by the design of the 
reinforcement in a RC element. A further support would 
be, if not all modifications for approval have to be sent to 
everybody, but are classified according to the designers 
who have to approve the modifications. This would be 
also very helpful in the case when a design coordinator is 
doing the approvals on behalf of the other designers, in 
order to reduce error or avoid overlooking something. 
Precise checklists can be very helpful here as well, reduc-
ing errors to zero and reducing time for the check. 

data

conflicts

data

conflicts

In cases when more than one designer has to approve a 
design modification, a workflow must be set up. How-
ever, even in the case of one designer there is already a 
workflow, namely with the one worktask “approval”. 
When a real conflict occurs, i.e. when the approval is not 
positive and the design modification is rejected, a conflict 
procedure has to be set up. This is a workflow containing 
at least one worktask for the original designer with the 
request of a design change, complemented with a change 
proposal. It is conceivable that several cycles of proposals 
and approvals may follow that cannot be all defined in 
advance, but are evolving, i.e. we do have an evolving 
workflow. It is also a recursive workflow that has to be 
monitored by the design coordinator to ensure that it 
comes to an end. Each design modification to be ap-
proved by another designer is a potential design conflict, 
and due to its recursive, non-foreseeable duration, it is a 
potential risk for the design process as well. Therefore, it 
is reasonable to handle serious design conflicts as design 
risks. This kind of working has been proven by BAA for 
the fast subway connection (Gill 1998) and the Terminal 
V of the Heathrow Airport (Gill 2002). Such risks may 
influence the overall workflow seriously. Therefore, the 
monitoring of design risks and the optimal merging of the 
related consecutive workflows in the overall design proc-
ess have to be supported by appropriate risk management 
methods as we develop in an ongoing research project 
(Sharmak et al. 2007). 
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In the last years, we developed a procedure that does not 
require a separate approval file but merges the modifica-
tions directly in the common product model (Weise 
2006). This strategy was selected in order to (1) circum-
vent locking of parts of the model during a check-out, i.e. 
during a so-called long transaction, and (2) avoid dead-
locks due to not having a valid product model or diverg-
ing evolving conflicts. Thereby it is important that there 
exists only one common model, which is binding for all 
designers and which is complemented by a separate con-
flict repository that contains the above-defined conflicts 
resulting from parallel working and design alternatives, 
here also formulated as conflicts. Thus, each designer has 



a sound ground and can individually inform himself about 
open design issues, i.e. open conflicts and design alterna-
tives, stored in the conflict repository. 
However, a consistent common data model cannot be 
achieved by simply checking-in the modified shared 
model data that was checked out and modified by the de-
signer for and during his design session. At first changes 
of the data has to be classified in (1) design modifications 
and (2) alterations done by the design tools. The latter has 
to be taken into account because it would not be possible 
to implement totally error-free product model interfaces. 
An interface is not only the technical implementation of 
the product model classes but contains also a model map-
ping from the external (common) data model to the inter-
nal one. Even if external and internal models are based on 
the same data schema, they may show different versions. 
Therefore, the service has to identify design tool altera-
tions and correct them. These automatic corrections have 
to be shown to the designer for approval (Fig. 4.1, top 
level). 

Common Model
k

automatically
adapted
changes

i+1

changes
i

visual
inspection

modified
adapted
changes

i+1

modified
adapted
changes

i+n

Common Model
K+1

approved

visual
inspection

visual
inspection

Common Model
k-1

Common Model
k

automatically
adapted
changes

i+1

changes
i

visual
inspection

modified
adapted
changes

i+1

modified
adapted
changes

i+n

Common Model
K+1

approved

visual
inspection

visual
inspection

Common Model
k-1

 
Figure 4.1. Visual inspection cycles in the context of model 
merging. 
 
The approved design modifications are merged in the 
common data model in the next step. In order to achieve 
consistency, several modifications are necessary (1) due 
to the propagation of design modification into the com-
mon model, and (2) due to the fact that the common 
model was modified several times by other designers 
since the check-out, as indicated in Fig. 3.2. All automati-
cally generated modifications done to achieve consistency 
and all open conflicts where a unique solution can be 
generated have to be presented to the designer for ap-
proval, or for finding an alternative solution. This can 
lead to approval cycles as indicated by the lower level on 
Fig. 4.1, before the modified data set is merged in the 
common product model and the remaining conflicts are 
stored in the conflict repository. 
 
 
 

5 PRODUCT MODEL MANAGEMENT METHODS 

Product data management has to provide several impor-
tant functions for cooperative work as discussed in the 
previous chapter. Their availability and quality is essen-
tial for the value of collaborative working because they 
should warrant the consistency of the data for the typical 
long transactions in AEC without data locks. Thus, we 
have to deal with check-out/check-in cycles where the 
same data can be modified asynchronously and in paral-
lel, changes have to be properly tracked and managed, 
and users have to be notified in accordance with their 
roles. Such functions must also be appropriately synchro-
nised with other information management services, e.g. 
organised around a dedicated project portal. We argue 
that they may be provided by one or more third-party 
vendors as web services and may not be tightly integrated 
with any particular Model Server. Thus, instead of devel-
oping a new mode-based project environment we aim to 
provide these functions as a set of basic product data 
management services. 

 
Figure 5.1. Generalised cooperation scenario to support long 
transactions. 
 
Each design session, starting with a check-out activity and 
ending with a check-in activity comprises up to 6 func-
tions including the coordination step with the other de-
signers (Scherer et al 1997b). They correspond to the 7 
activities of the generalized cooperation scenario shown 
on Fig. 5.1, except for activity 3, which is the design 
modification carried out by the designer with his special-
ised design tool. 

1. Model view extraction: 
Msi = extractView (Mi , viewDef (Mi)) 

2. Mapping of the model view Msi to the discipline-
specific, in most cases proprietary model Si, which is 
an instantiation of the data model S: 
Si = map (Msi , mappingDef (M, S)) 

3. Modification by the user of Si to Si+1 via some legacy 
application, which can be expressed abstractly as: 
Si+1 = userModify (Si , useApplication (A , Si)) 

4. Backward mapping of Si+1 to Msi+1, i.e.:  
Msi+1 = map (Si+1, mappingDef (S , M)) 

5. Matching of Msi and Msi+1 to find the differences: 
ΔMsi+1,i = match (Msi , Msi+1) 

6. Reintegration of ΔMsi+1,i into the model: 
Mi+1 = reintegrate (Mi , ΔMsi+1,i) 

7. Merging of the final consistent model Mi+1 with the 
data of other users that may concurrently have 
changed the model, to obtain a new stable model state, 
i.e. 
Mi+c = merge (Mi+1, Mi+2, … , Mi+k), 
with k = the number of concurrently changed checked 
out models. 

The essence of these functions is shortly explained in the 
following sections. They can be offered by a product data 
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management system or as dedicated services, which can 
be flexibly orchestrated and integrated into existing col-
laboration systems such as today’s Web-based project 
environments. 
 
5.1 Model view extraction 

Model View Extraction is the first step in the generalized 
collaboration scenario shown on Fig. 5.1. To be usefully 
applied, a model view should (1) be easily definable with 
as few as possible formal statements, (2) allow for ade-
quate (run-time) flexibility on instance and attribute level 
and (3) provide adequate constructs for subsequent rein-
tegration of the data into the originating model. To meet 
these requirements, a Generalised Model Subset Defini-
tion Schema (GMSD) has been developed (Weise et. al. 
2003). It is a neutral definition format for EXPRESS-
based models comprised of two subparts, which are al-
most independent of each other with regard to the data but 
are strongly inter-related in the overall process. These two 
parts are: (1) object selection, and (2) view definition. The 
first is purely focused on the selection of object instances, 
such as all objects belonging to storey 2 using set theory 
as baseline. The second is intended for post-processing 
(filtering, projection, folding) of the selected data in ac-
cordance with the specific partial model view, such as 
only class column and only attribute height. Fig. 5.2 
shows the top-level entities of the GMSD schema and 
illustrates the envisaged method of its use in a run-time 
model server environment. More details on GMSD are 
provided in (Weise et al. 2003) and (Weise 2006), along 
with references to other related efforts such as the PMQL 
language developed by Adachi (Adachi 2002). 

 
Figure 5.2. Top-level entities of the GMSD schema (left) and its 
principal use in a model server environment (right). 
 
5.2 Model mapping 

Model Mapping is needed by the transformation of the 
data from one model schema to another. Typically, this 
would happen in the transition from/to an agreed shared 
model or model view to/from the proprietary model of the 
application the user works with (Figure 5.1). The overall 
mapping process consists of four steps: (1) Detection of 
schema overlaps, (2) Detection of inter-schema conflicts, 
(3) Definition of the inter-schema correspondences with 
the help of formal mapping specifications, and (4) Use of 
appropriate mapping methods for the actual trans-
formations on entity instance level at run-time. 
Mapping patterns allow understanding the mapping task 
better and to formalize what and how has to be mapped in 
each particular case. By examining the theoretical back-
ground of object-oriented modelling the following types 
of mapping patterns can be identified: (1) Unconditional 

class level mapping patterns, depicting the most general 
high-level mappings, (2) Conditional instance level map-
ping patterns, including logical conditions to select the set 
of instances to map from the full set of instances in the 
source model, and (3) Attribute level mapping patterns, 
specifying how an attribute with a given data type should 
be mapped. For each of these categories, several sub-
cases have been identified in (Katranuschkov 2001). Ex-
amples on attribute level include simple equivalence, set 
equivalence, functional equivalence, transitive mapping, 
inverse transitive mapping, functional generative map-
ping, and so on. 
All mapping patterns can be defined by means of the de-
veloped formal mapping language CSML (Katranuschkov 
2001) or by another suitable specification language such 
as VML (Amor 1997). Performing the mappings is typi-
cally done with the help of a Mapping Engine. In general, 
this is a difficult task but there exist several known sup-
port tools that can be drawn up to tackle the issue (Katra-
nuschkov 2001, Weise et al. 2004). 
 
5.3 User modifications on the model view 

User modifications on the model view can hardly be ac-
complished as reusable generic services. They represent 
an essential part of the actual value-adding work of each 
designer in the development and iterative detailing of the 
design solution. With common software tools the user 
works on his sub model and makes changes in that model 
in accordance to his field of activity, e.g. on the architec-
ture or the HVAC systems of the designed building. This 
work often leads to inconsistencies between the separate 
used model views, especially if two or more users make 
parallel changes to the design. 
Whilst this subtask of the overall cooperation process 
cannot be supported by any generic product data man-
agement methods, it can be well aligned in the scenario 
and consequently its integration with the other services 
can be generalised within a common framework. 
 
5.4 Backward mapping 

Backward mapping is needed to translate the application 
data representing the changed design state back into the 
data schema of the shared model in order to create a new 
model view that can then be matched with its initial ver-
sion created in the first step of the cooperative work proc-
ess, i.e. Model View extraction (Fig. 5.1). 
In principle, there is no difference between this step and 
the forward mapping outlined in section 5.2 above. Some 
mapping languages as e.g. CSML require for that step a 
separate mapping specification whereas others, such as 
VML, claim to be capable of directly specifying bi-
directional mapping. However, in both cases the mapping 
process is basically the same. It requires the same map-
ping tools and has the same position in the overall sce-
nario. Moreover, the same mapping service can be used 
for both the forward and the backward mapping tasks. 
If not an explicit mapping to/from the specific design 
model is made but an implicit one, encapsulated in the 
design tool, a model normalization has to be carried out 
(Weise 2006) in order to flatten the alteration of the de-
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sign tool and to prepare the shared data model for match-
ing. 
 
5.5 Model matching 

Model matching has to deal with the identification of the 
changes made by the user in his design session with the 
help of one or more design tools (Fig 5.1). This may be 
done by a dedicated client application but a much more 
natural implementation is a server-side procedure. 
In our approach, matching exploits the object structure 
without considering its semantic meaning (Weise et al. 
2004). Hence, it can be applied to different data models 
and different engineering tasks. It does not require nor 
involve specific engineering knowledge. 
Comparison of the model data of the old and new model 
versions begins with the identification of pairs of poten-
tially matching objects, established by using their unique 
identifiers or some other key value. However, identifiers 
may not always be available for all objects due to short-
comings in the data model, e.g. most of the resource ob-
jects in IFC do not have identifiers or the identifiers are 
not properly implemented in IFC interfaces. Such uniden-
tifiable objects may be shared via references from differ-
ent identifiable objects. The general complexity of this 
problem is shown in (Spinner 1989) where a fully generic 
tree-matching algorithm is shown to be NP-complete. 
Therefore, we have developed a pragmatic algorithm that 
provides a simple scalable way for finding matching data 
objects. Its essence is in the iterative generation of corre-
sponding object pairs by evaluating equivalent references 
of already validated object pairs. The first set of valid 
object pairs is built by unambiguously definable object 
pairs. Any new found object pair is then validated in a 
following iteration cycle, depending on its weighting fac-
tor derived from the type of the reference responsible for 
its creation. Attribute values are only used if ambiguities 
of aggregated references do not allow the generation of 
new object pairs. To avoid costly evaluation of attribute 
values a hash code is used indicating identical references. 
In this way, the pairwise comparison of objects can be 
significantly reduced. 
Fig. 5.3 illustrates the outlined procedure. Before starting 
any comparison of objects the set VP of validated object 
pairs and the set UO of unidentifiable objects are initially 
created using available unique identifiers. After that, the 
object pairs of VP are compared as shown on the right 
side of the figure for {A1, A2}. Using their equivalent 
references has_material, a new object pair can be as-
sumed for the objects E1 and G2 of UO. 

 
Figure 5.3. Schematic presentation of the model mapping proc-
ess. 

A weighting factor indicating the quality of this assump-
tion is then applied according to the reference type of 
has_material and added to the newly created object pair, 
which is then placed in the set AP containing all such 
derived matching pairs. After comparison of all object 
pairs of VP, the highest weighted object pairs of AP are 
moved from AP (and UO) to VP and a new iteration cycle 
is started. Now the weighting factors of the new created 
object pairs can be combined with the weighting factors 
of already validated object pairs from which they have 
been deduced, thereby allowing for a global ordering. 
More details on the developed algorithm along with an 
overview of related efforts are provided in (Weise 2006). 
 
5.6 Model re-integration 

Reintegration of the changed model data is always neces-
sary when model views are used, as shown in the general-
ized collaboration scenario in Fig. 5.4. Model view ex-
traction creates a model view by removing data objects, 
cutting off or reducing references, filtering attributes etc. 
Reintegration means to invert the process, i.e. to add in a 
consistent way removed data objects, restore cut-off or 
reduced references and re-create filtered out attributes 
considering all related design changes. In other words, the 
design changes altering cut-off parts of the product model 
have to be propagated into the common model. This de-
mands automatic adaption and propagation of design 
changes, which have to be approved by the designer (Fig. 
4.1) This is strongly dependent on the model view defini-
tion achieved via GMSD, the results of the model com-
parison and the adopted version management. 
Figure 5.4 illustrates the reintegration process on an ex-
ample, assuming that by applying a GMSD-based ex-
tractView( ) operation to a given model some objects and 
attributes will be removed. For object O1 this results in a 
new version OS1 in which the simple reference ‘a’ is re-
moved and the aggregated reference ‘b’ is downsized by 
one element. This object is then modified externally by 
some user application to OS2 which differs from OS1 in 
the aggregated reference ‘b’, downsized by another ele-
ment, and the simple references ‘c’ and ‘d’. The reintegra-
tion process adds all objects and attributes from O1 that 
have been removed according to the model view defini-
tion. In this particular case, this will recreate the 
cut/downsized references ‘a’ and ‘b’. However, it will 
take care not to add objects/attributes that have been 
modified by the used application. 

 
Figure 5.4. Example of the re-integration process. 
 
Whilst this procedure is quite clear and more or less the 
same for various different scenarios, there exist several 
detailed problems that have to be dealt with. They can be 
sub-divided into: (1) structural problems (1:m version 
relationships for reference attributes, n:1 version relation-
ships, change of the object type in a version relationship), 
and (2) semantic problems. The latter cannot be resolved 
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solely by generic server-side procedures but require do-
main knowledge and respective user interaction. They 
occur typically when a change to a model view requires 
propagation of changes to another part of the overall 
model in order to restore consistency. In such cases, data 
consistency must be evaluated by all involved actors dur-
ing a final merging process (Weise et al 2004; Weise 
2006). 
 
5.7 Model merging 

Model Merging has to deal with the consistency of con-
currently changed data that exist in two or more shared 
models. It should be performed at a commonly agreed 
coordination point in cooperation of all involved users in 
order to reduce complexity. The aim is to provide a pro-
cedure by which modifications can be reconciled and ap-
propriately adjusted to a consistent new model state, 
marking the beginning of a new collaboration cycle. 
The method developed (Weise 2006) is based on a com-
monly agreed data model Mi as shown in Fig. 5.3. All 
changes carried out by the participating designers are rep-
resented as delta values. Conflicts on attribute, object and 
object topology levels are resolved in an automatic way 
based upon predefined rules, such as (1) an object is de-
leted if it was deleted by all designers, (2) an object is 
deleted if it was deleted by one designer and no other de-
signer changed it in any way, (3) an object that was 
changed by only one designer and not modified by any 
other designer is integrated with these changes, (4) if an 
object is changed by two designers, all the attributes 
changed are integrated. 
It is obvious that a commonly acceptable data model can-
not be achieved automatically. Hence alterations that are 
not in line with a designer’s intention hold potential con-
flicts and need inspection cycles as outlined in Fig. 4.1. 
Remaining conflicts have to be stored in the conflict re-
pository and resolved later on in collaborative workflows. 
Not all designers need to be involved for all conflicts but 
based upon resolution workflows, their authorization and 
the modifications they have carried out, the conflict set 
can be portioned into sub-sets of mutually involved 2, 3 
and so on designers. Starting phase of these evolving 
workflows can be automatically set up and propagated to 
the individual work lists of each designer. In the scenario 
sketched in Fig. 5.3, designer A and B had carried out 
currently design modification. However due to authoriza-
tion demands designer T has to be involved in the co-
ordination process, here solved through a pre-merging 
step. 

Mi M(i+1).A

Designer T 
Designer A 

Designer S 

M(i+1).S

Mi+2

Reconciliation 
upon agreement 
b/n A , S and T

Mi M(i+1).A

Designer T 
Designer A 

Designer S 

M(i+1).S

Mi+2

Reconciliation 
upon agreement 
b/n A , S and T

 
Figure 5.5. Schematic presentation of the model merging proc-
ess. 

6 ARCHITECTURE OF A COLLABORATION SYS-
TEM 

In the previous chapter, we identified various basic meth-
ods that are needed for efficient product model based col-
laboration. These methods can be best implemented in the 
form of software services, exploiting the flexibility, 
adaptability and extensibility of the modern Service-
Oriented Architecture (SOA) approach, in the spirit of a 
model-based IT environment (Carter 2007). App-
ropriately orchestrated, the services can be used for a va-
riety of complex AEC tasks, especially in conjunction 
with the IDM approach of using Building Information 
Models (Wix 2005). 
Various platform configurations can be envisaged for the 
realisation of such orchestration and coherent service use 
– from low-level “classical” client-server architectures 
(Scherer 1995) with their typical bottleneck problems to 
dedicated multi-server systems (Scherer 1998), project 
portals (Scherer 2000, Katranuschkov 2001), P2P sys-
tems, and modern Grid-based architectures at the high 
end. However, due to the nature of construction projects, 
typically performed by ad hoc created virtual organisa-
tions, the Grid-based approach is considered the one pro-
viding greatest benefits (Turk et al. 2006). Fig. 6.1 below 
shows the suggested principal architecture of a grid-based 
service-oriented platform. It is comprised of four layers to 
which an external client application layer is “plugged in” 
at the front end, and an external data storage layer is inter-
linked at the back end. 
In principle, it should be possible to plug in any kind of 
client applications to the platform using one and the same 
approach. However, greatest advantages and most consis-
tent integrated use of the collaboration services can be 
achieved by using a Workflow or Process Management 
Client that provides for direct goal-oriented support of the 
discussed collaboration scenarios. The principal function-
ality of such a client is outlined in the next chapter. 

 
Figure 6.1. Principal System Architecture. 
 
“Plugging-in” of all external applications to the platform 
is realised with the help of the services on the Generic 
Application Services Layer, which act as proxies to the 
external applications, thereby enabling their interoperabil-
ity with the “deeper” platform services via high-level 
WSDL-based interfaces. 
The Middleware Service Layer ensures the basic operabil-
ity of the platform by a set of services ensuring the ade-
quate use of the underlying Grid technology, based e.g. 
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on Globus or Unicore. Via these services, the connection 
of the client applications to the layer of (distributed) core 
semantic services of the platform can be established and 
efficiently managed. These Core Services include in par-
ticular the product model management methods described 
in Chapter 5, but can also be extended by dedicated 
document management, process management and espe-
cially conflict management services (Gehre et al 2007). 
They are responsible for the proper management, interpre-
tation and processing of the shared project data on the 
Project Data Storage Layer, as well as for their external 
links to further data sources such as regulations, best 
practice cases and templates, local organisational knowl-
edge bases etc. 
This stepwise delegation of tasks between the service 
layers considerably reduces the complexity of the overall 
platform and improves its manageability, maintainability 
and extensibility. However, this alone is not sufficient for 
achievement of adequate semantic interoperability as re-
quired by any more sophisticated data management meth-
ods. For that purpose, a high level, environment wide 
process-centred ontology framework encompassing all 
entities of the IT system is suggested. It can provide the 
necessary semantic proxies of the entities in the “real” 
AEC environment, which allows to capture semantic 
meta-data about all “things” in the environment in a co-
herent way, and appropriately delegate detailed process-
ing tasks to the specialised collaboration services using 
high-level concepts defined e.g. in the OWL language and 
communicated via WSDL interfaces, SPARQL queries or 
other suitable methods (Gehre et al. 2007). 
A successful prototype of such process-centred environ-
ment ontology has been realised recently in the EU pro-
ject InteliGrid (Gehre et al. 2006, Gehre et al. 2007). 
 
 
7 WORKFLOW MANAGEMENT SYSTEM 

For an efficient error-prone quality-controlled design 
process, the work of the members of a distributed virtual 
team must be organized in terms of worktasks (Wasser-
fuhr & Scherer 1997). Worktasks are globally identifiable 
(like other objects of the environment) and linked to actor 
roles (e.g. architect, structural engineer, etc.), to the re-
quired input (documents, product data), to the expected or 
delivered output (documents/views of the product 
model/single objects of the product model), and to the 
time schedule of a project. 
Tasks are grouped into different levels as shown in Fig. 
7.1 starting from project level and ending on the Internet 
level: 

- Services are typically web services. 
- Activities include one or more services. They are car-

ried out by one person with one role. They can be 
modelled as business process objects (Gehre 2007). 

- Worktasks consist of one or more activities. They are 
carried out by one or more persons owning different 
roles. 

- Workflows include one or more worktasks. Several 
workflows of the same type may be performed in one 
project. The workflows themselves can be derived 
from process patterns defined by means of a process 

ontology and then respectively adapted and configured 
e.g. by the project manager. They may be applicable 
for the whole project (cross-company) or company 
specific (Katranuschkov et al. 2006). 

- Process Patterns consist of one or more workflows 
that are company-specific instantiations of process 
modules but are generic from the company’s point of 
view. 

- Process Modules are company-independent descrip-
tions of work and consist of one or more process pat-
terns (Keller 2007). 

- Process Module Chains consist of one or more proc-
ess patterns and are project-specific. 

- Service packages consist of one or more process mod-
ule chains and structure the project process as value 
chains. 

During the overall work process, the process management 
system continuously updates the work lists for the differ-
ent users, which contain exactly those worktasks that are 
relevant for that user. 
The user indicates that he wants to start the execution of a 
task by activating the corresponding worktask in his work 
list. Then the system provides him with a list of all rele-
vant documents , shared data models and the correspond-
ing tools, from which he can select a document, a shared 
data model or an appropriate tool – e.g. CAD, a structural 
analysis tool, or an office application. When the user fin-
ishes a worktask, he assigns the results to the process 
management tool, which then updates the status of all 
possible follow-up worktasks for all other users. 

 
Figure 7.1. Hierarchical sub-structuring of value chains down 
the web services. 
 
Each worktask can change its state during its life cycle. 
Initially, a task is either suspended or ready for execution. 
A task is suspended if it requires additional data to be 
executable, e.g. the calculation of loads may be suspended 
because data about the building geometry and the location 
of building elements is missing. As soon as all required 
input data is available, a task is marked as ready-
ForExecution. If the user actually starts it, the internal 
operation fetchForUnify( ) is performed, ensuring exclu-
sive access to this task and changing its state to inExecu-
tion. Then, the user may switch the state between in-
Execution and interrupted, as often as he needs to. 
The workflow system can be configured to check whether 
a user performs tasks simultaneously, and to provide a 
notice, if this happens. When a task is finished, the results 
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are linked to that task and the state becomes finished. All 
tasks, which are not finished, can be aborted. Abortion 
can also be performed for the whole workflow that in-
cludes the task. 
For a dynamic set-up of workflows, activities, and work-
tasks as well as their refinement on demand during run-
time, a tool named Process Wizard was designed to sup-
port project managers in the coordination of actors 
(Wasserfuhr & Scherer 1997). A process definition meth-
odology was later developed to achieve a parametric de-
scription of worktask patterns, based on workflow tem-
plates as described above. Fig. 7.2 shows a screenshot of 
an example session with the Process Wizard. Each task of 
a user role is modelled as a worktask (a node in the proc-
ess network) and the dependencies are represented as ar-
rows. The main window (1) of the Process Wizard shows 
the worktasks. By selecting a worktask, the properties of 
that worktask can be modified in a separate window (2). 
For each worktask, the users and roles can be specified by 
selecting them from overview lists that are interrelated 
according to a defined actor matrix (3). 

1

2

3

 
Figure 7.2. Process Management Tool taken from the ToCEE 
Environment. 
 
 
8 CONCLUSIONS 

More than 15 years of research on collaborative engineer-
ing have clearly revealed that a high human-machine in-
teraction in the sharing of work is important to tackle the 
complexity. The machine has to take over cognitive parts 
of the co-ordination and collaboration work but still has to 
remain in the position of an assistant. Many decision sup-
ports, if not ultimately all may be taken over by the ma-
chine and decision-making can be prepared but ultimately 
it has to be approved by the end-user to whom the support 
is finally directed. A high level of formalization of the co-
ordination and the content of co-ordination are necessary 
in order to provide the machine with generic methods and 
services, applicable and adaptable to the various design 
situations. Only a high-semantic presentation level, on 
which all the achieved results were built in the past, has 
led to an ever-growing product and process model, nowa-
days called building information model in the scope of 
buildingsmart (IAI 2006), which is sometimes hard to 
manage as the STEP model has already revealed. The 
strict modularization of the IFC model, the smart version 

management with a separate platform and extended model 
versioning like 2x.3, i.e. platform version 2, extended 
model, version 3 may considerably help postpone this 
problem further to the future. However, descriptive inter-
operability as propagated by the IAI is limited. The re-
ported methods are based upon functional interoperability 
and underpin the big advantages received. Still more 
flexibility is needed and the ongoing research in applying 
ontologies for data as well as service interoperability have 
proved that ontologies are a promising methodology to 
widen our scope in particular to more independent and 
distributed data models as well as distributed data sources 
and distributed functionality in form of web services, Grid 
and P2P technologies. However logic reasoning ─ attrac-
tive as this may be at the first glance ─ is strongly limited 
to the necessary computer power and the state of the art of 
algorithms. Hybrid ontologies with a strong part of se-
mantically described knowledge, pre-evaluated in pat-
terns, may be one of the pragmatic answers to that topic. 
Our recent research results in the scope of the EU project 
InteliGrid (Gehre 2006) may be considered a proof of the 
concept. 
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TOMORROW'S WORKDAY: SPONTANEOUS, CREATIVE, AND RELIABLE 

Martin Fischer 
Department of Civil and Environmental Engineering and (by Courtesy) Computer Science, Stanford University, USA 

ABSTRACT: Through several scenarios, this paper shows how a construction project manager might spend a workday 
in the future. The particular tasks addressed include participating in a design review meeting, preparing the construc-
tion input to an engineering issue, tracking the schedule, budget, and environmental performance on a project under 
construction, dealing with organizational issues around innovative methods, and maintaining the company’s intelligent 
production planning and control system. Through these examples, the paper also tries to show that the combination of 
lean production methods and virtual design and construction tools should not only lead to reliable workflow, but should 
also enable and leverage the ingenuity, spontaneity, and creativity of designers, engineers, and builders. 
KEYWORDS: virtual design and construction, lean construction, future scenarios. 
 
 
1 THAI FOOD, ANYONE? 

Greg eased his feet into the foot massage device in his 
car. He reflected on the workday that was winding down. 
Meanwhile his car was also locating Thai restaurants that 
were highly rated and where he had not yet eaten as well 
as friends that were nearby and who might be interested 
in dinner in the next hour or so. Things had changed quite 
a bit since the beginning of the 21st century when virtual 
design and construction, digital prototyping, and lean 
production methods started to make an impact in engi-
neering and construction practice. Those days seemed like 
the Wild West now. Not only could he get his feet mas-
saged while driving instead of needing them to speed up 
and slow down, he could also contribute his expertise and 
creative ideas to projects in all phases much more produc-
tively and with much more spontaneity than possible then. 
In those days new ideas were often anathema for project 
managers because all too often new ideas meant that the 
project scope could not be delivered reliably within the 
given schedule and budget. Therefore, it was not uncom-
mon for clients to receive completed facilities later than 
expected with less functionality than could have been 
possible at a higher cost than budgeted. Furthermore, 
buildings were a major contributor to the high CO2 emis-
sions and other pollution that plagued the planet. Since 
then, computer-based modeling, simulation, analysis, 
visualization, and collaboration methods sure had made a 
difference because he could evaluate more options more 
quickly and comprehensively than anybody thought pos-
sible at the time. 
He had just left a design review meeting for a new school. 
Compared to the Wild West days this meeting had been 
dramatically more productive. 95% of the meeting time 
had been focused on the most important project issues. 
Many more issues than possible before were covered in 
one hour, with 90% of the issues resolved during the 

meeting. This was possible because 100% of the stake-
holders that needed to participate in the design review 
were present to review the 52 design options – some in 
their fifth version – against the 22 most important life 
cycle design criteria and compare the proposed designs 
against twelve recent projects with a similar scope and 
evaluation criteria. It was also possible because this re-
view meeting had been well planned in the context of the 
entire project to resolve the critical issues that would 
unlock the next phase and level of detail in designing the 
school and its life cycle. The information basis for the 
decisions that had to be made was sound with 80% of the 
analyses required for the 22 criteria based on formal, vali-
dated models that could be represented, simulated, ana-
lyzed, visualized, compared, and coordinated with well-
founded computational methods. The priorities for the 
various stakeholders in terms of the 22 criteria and the 
impact of each design option on these criteria were trans-
parent. His assignment for the next two days on this pro-
ject was clear: Greg needed to determine how a new ma-
terial the structural engineer thought about using for part 
of the structural system would impact the construction 
and operations phases. He would need to review the as-
sumptions behind the cost estimating and production 
planning data he had been given carefully and compare 
them to the assumptions in their estimating and planning 
systems, and he would need to obtain and validate the 
environmental and social performance data from the ma-
terial manufacturer and other parties in the material’s 
supply chain. These were essential data for the computer 
simulations he would run to assess the life cycle perform-
ance of the material in the context of the structure and 
determine the cost and management attention needed to 
incorporate this proposed change into the existing organi-
zation and schedule of the project. He wasn’t sure 
whether the potential life cycle benefits would outweigh 
the cost and efforts to incorporate the new material in the 
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design of the facility and its delivery process and organi-
zation, but he would find out soon enough. 
 
 
2 GREG’S WORKDAY 

Throughout the day Greg had participated in an alliance 
meeting for a new project, prepared the construction input 
to an engineering issue, tracked the schedule, budget, and 
environmental performance on a project under construc-
tion, dealt with organization issues around innovative 
methods, and maintained their intelligent production 
planning and control system. 
 
2.1 Setting up project alliances 

In the past, the many parties that needed to provide exper-
tise for a project would join a project in a rather sequen-
tial fashion. Important expertise for and commitment to a 
course of action would often not be available until late in 
a project when the time, budget, and will to make changes 
to a project’s design to improve its life cycle performance 
had all but vanished. Fast track was a preferred method to 
orchestrate projects. Fast track provided the illusion that 
owners could decide late on important features of a facil-
ity to take advantage of new technologies, e.g., a better 
medical device, or to address market opportunities, e.g., 
strong demand for a particular product, but could still 
open the facility early enough to enhance their market 
position. While fast track worked sometimes it often also 
led to large budget and schedule overruns and missed 
opportunities from the early, consistent, and constant ho-
listic consideration of important facility life cycle con-
cerns that was now the norm. It took a few years for own-
ers and their design, construction, and facility manage-
ment service providers to gain trust in the virtual design 
and construction process where the facility and its life 
cycle are built in the computer as often and for as many 
perspectives as necessary to enable all the important pro-
ject stakeholders to make reliable commitments. As more 
and more project concerns could be modeled with com-
puter-based methods it became increasingly possible and 
necessary to engage the stakeholders that were in a posi-
tion to commit to a specific life cycle performance during 
the design phase of a project to fully leverage the benefits 
of building and using a facility digitally first. At the alli-
ance meeting, the key team members had agreed on the 
important elements of the new building, which was criti-
cal to enable a creative and focused multi-disciplinary 
conceptual design process. The important functional re-
quirements had also been reviewed and described for-
mally, and the team had agreed on how to predict the ex-
pected performance of a proposed design against these 
requirements. Finally, systems and responsibilities for 
information management and communication were estab-
lished. 
 
2.2 Multi-disciplinary, concurrent conceptual design 

First thing in the morning, he had participated in a con-
ceptual design review session. The owner of a health care 
facility needed to decide how much parking to build and 

how to build it. Public and private transportation was 
blending together with autonomous cars becoming more 
widespread. It was expected that in about five to ten years 
the amount of parking needed would go down signifi-
cantly as the number of autonomous vehicles increased, 
which would then function like a highly flexible public 
transportation system, sort of like public taxis. Further-
more, the regional master plan showed a mass transit sta-
tion nearby to be built in about ten years. Therefore, the 
owner wanted to explore different options for bringing 
patients and visitors to the facility, including a “tempo-
rary” large parking garage with a service life of about ten 
years with different options for recycling and reusing the 
components of the structure, a more permanent large 
parking structure, and a permanent small parking garage 
coupled with a range of transportation options. The main 
other participants were the architect, the structural engi-
neer, the energy provider, and, of course, the owner. The 
main criteria included minimizing monetary life cycle 
costs, maximizing life cycle energy performance, mini-
mizing CO2 emissions, minimizing patient and visitor 
time in the system, and maximizing the productivity of 
the healthcare staff. Since most comparable data was 
available for a permanent structure, the permanent struc-
ture became the “defending champion” or baseline option. 
In preparation for this meeting the participants had cre-
ated 3D building information models for each of the op-
tions linked to the processes needed to create and operate 
each option. Greg had compared the proposed baseline 
option against ten similar projects the firm had completed 
recently and developed the analysis method to determine 
the impact of the construction phase of the options on 
each performance metric. Greg’s staff had combined and 
coordinated the models and related analyses prior to the 
meeting, and their performance against the metrics had 
been predicted through formal computer-based analyses. 
During the meeting the team 

- considered the assumptions that had been made for the 
various analyses, 

- assessed the major uncertainties (such as the likely 
demand for pre-owned structural components in about 
five to ten years),  

- established the ripple consequences of the various op-
tions on other key elements of the facility (such as lo-
cation and size of the main lobby), 

- refined the parking element in the product breakdown 
structure, 

- discussed design strategies, tasks, milestones, and de-
cision points to develop the parking concept further, 

- connected the resolution of the parking approach into 
other key design decisions so that the related tasks and 
decisions could be managed better, and 

- evaluated the impact of each option on the project and 
owner organizations and processes to establish, e.g., 
the necessary management capacity and attention for 
each option. 

Because of its positive impact on patient throughput and 
staff productivity and the relatively good environmental 
performance due to the potential to reuse the components 
of the structure, the “temporary” structure looked like the 
way to go. The team decided to keep the small structure 
and public transit option open as well. 
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2.3 Constructibility input 

Later in the morning he had been asked to provide con-
structability input on a project that was in early design 
development. The architect and structural engineer 
wanted constructability feedback before they finalized the 
layout of the spaces and structural system. Since the 
structure of the building was in concrete, he considered 
the detailing, procurement, and field assembly or con-
struction that would be required for the various options. 
He considered the potential for prefabrication, the oppor-
tunity to work in parallel with other trades or even incor-
porate some of the work of other trades with the concrete 
structure, and thought about how future modifications to 
the building could be made easier with a particular layout 
and corresponding structural system. He had simulated 
the life cycle performance of several layout options, struc-
tural materials and spans from a construction perspective 
which enabled him to provide input to the design team on 
the key parameters that affect the cost and value of a par-
ticular building layout. 
 
2.4 Tracking project performance 

In the afternoon, he spent some time virtually visiting 
three construction sites to track their performance. He 
could see the performance of all his jobs on the dashboard 
“minute-by-minute”, but he still liked checking in person-
ally with the sites so that ideas and concerns from the site 
staff and workers could be addressed quickly. Even as 
late as 2007 most construction professionals thought that 
it wasn’t feasible and didn’t make sense to track field 
work in great detail and in real time. However, the de-
sign-fabricate-assemble method coupled with better traf-
fic management systems that led to more predictable 
transportation times made components and subassemblies 
available on site with far greater reliability, higher qual-
ity, and lower cost than was thought possible at the time. 
Now, based on the project’s building information model 
and production steps and data from the company’s ERP 
system, computer tools generated and updated a master 
list of all tasks that needed to be carried out on a project. 
Field workers (assemblers) now received instructions 
from their work straight from the computer-based plan-
ning systems linked to the project’s master schedule and 
latest design information. They also documented the work 
with pictures that were automatically indexed by time and 
location. Updating of schedules was almost automated 
now thanks to advancements in computer vision and data 
mining methods. Aggregation of the production data into 
historic cost data, payment applications, and feedback to 
the field crews was now easy to do, all because the level 
of detail and organization of the digital production infor-
mation matched the actual work much more closely than 
in the past. 
He was proud that this system he had implemented was 
not used to police the field crews, but instead empowered 
them and made them more productive. Foremen would, 
e.g., pull all the field deliveries from the various fabrica-
tion facilities to the site when needed. They also tracked 
the on-time performance of the deliveries from the manu-
facturers so that they knew how much site inventory they 
should have on hand for a particular manufacturer. Fur-

thermore, dimensional control was now much easier and 
precise with direct links between coordinates in 3D CAD 
models and points and positions on site indoors and out-
doors. This cut down significantly on installation errors 
and enabled the crews to carry out much of the quality 
control as they worked, which eliminated many of the 
time-consuming, difficult-to-schedule, and imprecise QC 
tasks that had been the norm not so long ago. 
During the virtual site tour, Greg not only reviewed the 
latest production data such as production rates, schedule 
performance (including variance from scheduled installa-
tion times and durations), inventory on site, workable 
backlog, supplier performance, and on-time performance 
of the other contractors and reviewed visual simulations 
of the next day’s work with the site staff, he also listened 
to concerns and ideas of the workers. One of the workers 
had an idea for a better design of a field operation with 
potentially better ergonomics. Greg promised to run a 
detailed computer simulation over the next two days and 
share the initial findings from the simulation during the 
next virtual site visit to determine whether a trial imple-
mentation of the new operations design should be 
planned. 
 
2.5 Managing organizations to leverage innovations 

A few months ago, the foreman in one of their prefabrica-
tion facilities had had an idea for an improvement in the 
fabrication process. The improvement had required the 
development of a customized tool and the implementation 
of adjustments on the shop floor. It also required addi-
tional data management steps. Now that the improved 
process was running reliably in the factory, Greg needed 
to turn his attention towards educating their information 
supply chain about the new fabrication capability. The 
structural engineers they worked with were particularly 
critical since they were in the best position to influence 
the structural design so that the new capability would be 
leveraged to the fullest. Also, it would help the com-
pany’s detailing and fabrication efforts significantly if the 
structural engineers would expose additional load data 
with the structural design objects they passed along in the 
information supply chain. Such organization and process 
changes were difficult enough to manage internally; ex-
ternal changes required even more care and attention. 
Getting ready for the meeting with one of the structural 
engineers, he had prepared production data and simula-
tions of the old and new process that he hoped would 
convince the engineer to consider the changes in the de-
sign process and information model that would streamline 
the digital and physical making of structural components. 
Greg was also prepared to increase the fee for the struc-
tural engineer if he would prepare and share the informa-
tion needed. 
In addition to managing the organizational changes neces-
sary for the implementation of the innovative fabrication 
process, Greg was also planning a pilot project to test the 
feasibility of a small device that would be added to the 
field information system each worker had to detect and 
track near misses, i.e., situations that almost resulted in 
accidents, which had been an elusive goal so far and 
could lead to a breakthrough in safety management. 
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2.6 Maintaining intelligent systems 

Finally, the last major task of the day for Greg had been 
the maintenance of the company’s intelligent production 
planning and control system. The fabrication innovation 
had required changes in the company’s product and work 
breakdown structures, the implementation of new soft-
ware links between the respective product and process 
elements in these breakdown structures, the adjustment of 
the user interfaces(UI) for the detailers, fabrication plan-
ners, and shop floor managers, and the collection of new 
performance data. After several months these adjustments 
and the data were available, and it was time to go live 
with the information system that supported the new proc-
ess. Greg did the final review of the UI, work and infor-
mation flow, and data with the affected stakeholders and 
gave the OK for the final steps needed to go live. He also 
asked one of his assistants to prepare the educational ma-
terials needed to train the stakeholders in the use of the 
new method. 
 
 
3 SO WHAT? 

As Greg’s car pulled up to the Thai restaurant it had 
found, Greg noticed the college classmate he hadn’t seen 
in a while that the car had found as a willing dinner com-
panion. He got out of the car and waved to her. He 
couldn’t wait to tell her about all the great performance 
improvements his company had identified, piloted, and 
rolled out across their own and their project organizations 
since they had last spoken to each other. Now Greg was 
even more excited about dinner, since Stephanie worked 
for a large developer, owner, and operator of R&D facili-
ties. Waiting for Stephanie he noticed the packed parking 
lot of the restaurant. They must have good food, he 
thought. He also noticed a sign that offered a 10% dis-
count for patrons not requiring a parking space. With 
denser urban developments space was at a premium eve-
rywhere. He was glad that he had already made the switch 
to the autonomous public cars that had become available 
on a commercial basis last year. As he was waiting for 
Stephanie, the car he had used drove off to pick up an-
other passenger. He started to wonder whether the small 
parking structure coupled with a well-organized and cus-
tomized public transport option wouldn’t be the better 
option for the healthcare facility he had worked on earlier 
in the day. 
As he and Stephanie settled at the bar in the bustling Thai 
restaurant to wait for two other colleagues, he explained 
to her that they had just completed construction on three 
different $250M projects (a museum, a mixed use devel-
opment, and a light industry facility) in 6 months each. 
While doing so, their firm’s ideas and practices and early 
and ongoing collaboration with the rest of the team con-
tributed an 8% reduction in life cycle costs for these fa-
cilities and a 6.5% reduction in CO2 emissions over simi-
lar facilities built in the last 10 years. He knew these fig-
ures because his firm not only fabricated and assembled 
part of the building; it also coordinated the virtual and 
physical making processes. Several years ago they had 
formalized and implemented an integrated product-
organization-process (or building component, re-

sources/stakeholders, task) modeling approach to support 
the management and coordination of the virtual and 
physical project phases with an eye on the overall life 
cycle performance of the buildings they worked on (Fig-
ure 1). This approach provided a digital roadmap and 
documentation for the project at its many levels of detail 
and the “hooks” to the many company-specific data sets 
the various stakeholders had and needed to use for their 
work. Hence, he could plan, track, and show how the 
scope and schedule and the project impact (first cost, life 
cycle cost, value to the building user, etc.) evolved over 
time through the ideas, tasks, and collaboration of the 
various project team members. In addition to delivering 
the completed building his company now also handed 
over a detailed, accurate as-built building information 
model that provided the basis for the operation of build-
ings, including facility management, repurposing of a 
building, reconstruction, etc. In some cases, they had even 
continued their involvement into the operations phase. In 
other cases, their well-established work methods and clear 
communication tools had enabled the company to hire 
crews with less experience made up of newly arrived im-
migrants that had been displaced in their home countries 
due to the rise in productivity in agriculture. He felt that 
the construction industry in general and his company in 
particular served society well also in this way. 
These performance improvements and his company’s 
expanded service offerings and more competitive market 
position were enabled by research that provides the theo-
retical foundation for the virtual design and construction 
methods that formed the backbone of generating and 
evaluating ideas and design options through integrated 
engineering of a project’s product, organization, and 
processes across levels of detail, project phases, and dis-
ciplines. Before, it was difficult to understand and make 
transparent the functional requirements of the main pro-
ject stakeholders, in particular the future building users, to 
adjust these requirements as the project evolved, and to 
evaluate the design options against these requirements. 
Now, he could explain the project decisions, and the de-
sign process engaged the project stakeholders much more 
actively. The better computational methods with the bet-
ter organized project information and the more engaged 
stakeholders led to much shorter latency in responding to 
questions and making decisions, which increased the en-
tire project velocity and productivity and minimized 
wasted human and technical resources. 
Getting here had required significant attention to the work 
processes of the company and its partners on projects, the 
information systems that support these processes, and the 
formal knowledge basis that enables the rapid and cost-
effective construction phase. It also required creating an 
organization that was not only geared towards providing 
maximum customer value – to use an overused phrase 
from the early part of the century – but also to learning 
from project to project and with a mindset for innovation. 
Innovations could come from anywhere on the planet; in 
fact the safety device he was about to pilot had been put 
together by an inventor in Slovenia. He felt confident that 
his company was well-equipped to compete in this world 
of high customer expectations and constant innovation, 
since it had a well-organized set of processes and tools 
that made it relatively easy to assess the opportunity pre-



sented by an innovative material or method. It also en-
abled the company to maximize the impact of the exper-
tise and creativity of its engineers and managers on its 
projects. This had been a huge factor in attracting and 
retaining top level employees, who saw working at this 
firm as a way to build on their knowledge of materials, 
design, fabrication, and assembly methods, and tools for 
coordination and communication. 

 
Figure 1. Proposed focus for the work of construction engineers 
and managers in the future to minimize the cost and maximize 
the value of facilities over all life cycle phases. 
 
 
4 CLOSING THOUGHTS 

Professionals today already do almost all the work de-
scribed in the scenarios above; however, in most cases 
without the support of formal, computer-based models, 
without explicit and public metrics, and without a sched-
ule that orchestrates stakeholders, decisions, and informa-
tion flows as best as possible so that appropriate topics 
and decisions are addressed at the appropriate level of 
detail and with the right level of effort over the course of 
a project. The scenarios assume the availability of perva-
sive computing resources and information devices and an 
infrastructure that connects people and their devices on 
demand to available information and computing systems. 
The methods Greg uses to carry out his work for the day 
already exist in most parts in a few innovative companies 
on pilot projects or in research laboratories. Hence, I 
worry that my descriptions of how Greg will work are too 
conservative. Nevertheless, the definition, development, 
testing, and widespread implementation of the suggested 
work methods is perfectly feasible – and I believe highly 
desirable and necessary – but will require significant at-
tention from executives and project managers and engi-
neers. It will also require significant research to develop 
the foundation for the representations and mechanisms 
that will enable project participants to build appropriate 
models of a facility’s components and systems and the 
organization and processes that conceive, create, and op-
erate facilities quickly and with enough accuracy to guide 
project decisions and direction. 
Current attention to lean production methods combined 
with virtual design and construction tools is leading to 
more reliable workflows and less costly project execution 
(in terms of initial costs, time, life cycle cost, waste, envi-
ronmental impact, etc.). I believe that this is a great im-
provement and of enormous value to the construction 
industry and to society. This in itself is, of course, already 

a wonderful contribution of computer-integrated construc-
tion. However, just working in predictable ways and re-
liably executing projects does not fully excite me on a 
human level, even as good as it will be for the bottom line 
of companies and professionals. Therefore, I suggest that 
a truly exciting set of tools and processes should not only 
lead to reliable and predictable workflows, but should 
also enable and benefit from the ingenuity, spontaneity, 
and creativity of its users, i.e., the designers, engineers, 
and managers who shape the built environment we all 
depend on through their work and decisions every day. 
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ABSTRACT: In today’s communication intensive environment the rapidly changing nature of work, learning, and play 
is driven by more and more collaboration, globalization, digital media, interactive devices and spaces, mobility, and 
convergence of virtual and physical spaces and places. The people and their knowledge are the key corporate asset. 
Managing, transferring, and reusing knowledge can lead to greater competitive advantage, improved products, and 
more effective teamwork. The most effective means of knowledge creation and transfer from experts to novices in both 
education and industry settings is through stories and dialogue using analog channel such as verbal discourse, ges-
tures, annotations, and sketching. Current knowledge capture and reuse solutions do not afford to capture and utilize 
the relevance embedded in these multimodal streams of communication. This paper explores innovative approaches to 
support (1) seamless transformations from analog and digital worlds, and (2) cross-media retrieval and interactive re-
play of multimedia content in support of global teamwork. 
KEYWORDS: analog, digital, knowledge management, dialogue, gesture, sketch, data mining, cross-media capture re-
trieval and replay. 
 
 
1 INTRODUCTION  

What do the Altamira cave paintings, kids’ drawings, and 
professional paper napkin sketches have in common? 
They all tell a story, but there is no voice of the story-
teller. Observations show that the most striking means of 
knowledge transfer from experts to novices in both educa-
tion and industry settings is through the informal recount-
ing of experiences from past projects and collaborative 
dialogue connecting ideas and solutions. Stories convey 
great amounts of knowledge and information in relatively 
few words together with sketches on paper or annotations 
on formal printed or electronic documents. Managing, 
transferring, and reusing knowledge can lead to greater 
competitive advantage, improved products, and more ef-
fective teamwork. However reuse often fails, since 
knowledge is not captured, it is captured out of context 
rendering it not reusable, or there are no formal mecha-
nisms for finding and retrieving reusable knowledge. The 
digital age holds a great promise to assist in knowledge 
capture and re-use. The more digital content is created the 
more paper we print and use. Most digital content man-
agement today offers few solutions to capitalize on the 
core corporate competence, i.e., to capture, share, and re-
use business critical knowledge. Digital archives store 
formal documents (CAD, Word, Excel, etc.) that can be 
easily edited, shared, searched, and archived. Knowledge 
reuse and externalization of tacit knowledge is not re-
vealed by these formal documents. The knowledge crea-
tion takes place in informal concept generation and prob-

lem solving sessions in which knowledge workers gather 
around diverse documents (e.g., blueprints, contractual 
agreements, spec sheets, cost estimates, schedules, etc.) 
and engage in dialogue, annotation, paper and pencil 
sketching. Paper has a tactile feel; it can be easily folded 
or rolled and carried to meetings or site visits. It affords 
single or multiple users to interact and jointly annotate 
one or multiple documents, and more importantly; it is 
socially and legally accepted [Sellen 2001]. It provides a 
high resolution for navigation through the content that en-
ables users to view at a glance local details and global 
context. However, paper is difficult to modify and expen-
sive to distribute, archive, search, retrieve, and reuse.  
In order for knowledge to be captured and reused, the par-
ticipants should be able to (1) create and express ideas 
and solutions using natural idioms and channels as com-
munication media such as dialogue, annotation, and paper 
and pencil sketches, (2) then retrieve, review, and under-
stand the context in which this knowledge was originally 
created, and (3) interact with the content in a rich, multi-
media environment.  
Analog communication, i.e., verbal discourse, gestures, 
paper and pencil sketches and annotations are hard to cap-
ture and index in context. Current ICT solutions such as 
Flickr and YouTube, engage users to provide semantic 
tags to digital content, i.e., pictures and video. This paper 
explores innovative approaches developed over the past 
five years in the PBL Lab at Stanford to support auto-
mated and integrated:  
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- seamless transformations from analog to digital 
worlds, i.e., analog verbal discourse, gestures, paper 
and pencil sketches and annotations; digital audio, 
video, digital sketches and annotated documents, and  

- cross-media retrieval and interactive replay of multi-
media content in support of global teamwork.  

In the PBL Lab at Stanford, we view knowledge capture, 
sharing, and reuse as key steps in the knowledge life cycle 
[Fruchter and Demain, 2002, 2005]. Knowledge is created 
as project stakeholders collaborate on design projects us-
ing data, information, past experience and knowledge. It 
is captured, indexed, and stored in human memory or 
digital archives. At a later stage, it is retrieved and reused. 
Finally, as knowledge is reused it is refined and becomes 
more valuable. In this sense, the archive acts as a knowl-
edge refinery.  
Ethnographic studies performed over the past decade of 
cross-disciplinary teams at work show that a primary 
source of information behind design decisions is embed-
ded within the verbal conversation among designers. Cap-
turing these conversations is difficult because the infor-
mation exchange is unstructured and spontaneous. In ad-
dition, discourse is often multimodal. It is common to 
augment speech with sketches as an embodiment of the 
mental model, or launch into a problem solving discus-
sion triggered by a sketched solution.  
This paper addresses the following research questions:  

- What are governing interaction and communication 
principles when a group of project stakeholders en-
gage in a reflective conversation with the situation?  

- How can such multimodal communicative events ex-
pand a building information model (BIM) to become a 
rich multimedia building knowledge model (BKM)?  

- How can the analog and digital worlds be bridged to 
support a seamless transformation from analog to digi-
tal to analog to digital (A2D2A2D…) in support of the 
knowledge life cycle? 

 
 
2 POINTS OF DEPARTURE  

The topic of how to capture knowledge in project teams 
has received extensive attention from researchers in de-
sign theory and methodology. The value of contextual de-
sign knowledge (process, evolution, rationale) has been 
recognized. Nevertheless, the additional overhead re-
quired of the user in order to capture it has precluded 
these applications to be widely adopted. Other studies fo-
cused on either the sketch activity, i.e., learning from 
sketched accounts of design [Tversky 1999, Guimbre-
tiere, 2003, Stiedel and Henderson 1983, Olszweski 1981, 
Kosslyn 1981, Goel 1995] and verbal accounts of design 
[Cross 1996, Cross 1992, Dorst 1996]. Researchers stud-
ied the relation between sketching and talking [Eastman 
1969, Goldschmidt 1991]. Recent studies of interactive 
workspaces [Ju et.al, 2004] explore capture and naviga-
tion issues related to technology-augmented interactions. 
To help guide the users’ exploration of an archive of un-
structured dialogue and sketch content linked to struc-
tured, document databases, it is necessary to develop a 
search and retrieval mechanism. The reported research 
builds on Donald Schön’s concept of the reflective practi-

tioner paradigm of design [Schön 1983]. Schön argues 
that every design task is unique, and that the basic prob-
lem for designers is to determine how to approach such a 
single unique task. Schön places this tackling of unique 
tasks at the center of design practice, a notion he terms 
knowing in action (Schön 1983, p. 50). To Schön, design, 
like tightrope walking, is an action-oriented activity. 
However, when knowing-in-action breaks down, the de-
signer consciously transitions to acts of reflection. Schön 
calls this reflection in action. In a cycle which Schön re-
fers to as a reflective conversation with the situation, de-
signers reflect by naming the relevant factors, framing the 
problem in a certain way, making moves toward a solu-
tion and evaluating those moves. Schön argues that, 
whereas action-oriented knowledge is often tacit and dif-
ficult to express or convey, what can be captured is re-
flection in action.  
The following working definitions for data, information, 
and knowledge are used in order to formalize governing 
principles of team communication. Data (e.g., printed 
documents or digital documents of CAD, spreadsheets, 
text) represent the ”raw material.” This is easy to manage 
and store in corporate databases or ftp sites. Nevertheless, 
data is not information. Information emerges during a 
communicative transaction between a sender and a re-
ceiver. Information is created as the sender takes data and 
adds meaning, relevance, purpose, value through a proc-
ess of contextualization and synthesis. Neither data nor 
information represents knowledge. Observations show 
that knowledge is created through dialogue during one’s 
thought process or among people as they use their past 
experiences and knowledge in a specific context to create 
alternative solutions. During these dialogues knowledge is 
created as connections, comparisons, combinations, and 
their consequences are explored. It is important to note 
that documents do not reveal the tacit knowledge exter-
nalized during such communicative events. The docu-
ments also ignore the highly contextual and interlinked 
modes of communication in which people generate con-
cepts through verbal discourse and sketching. This explo-
ration views the act of reflection in action as a step in the 
knowledge creation and capture phase of what we call the 
“knowledge life cycle” [Fruchter and Demian, 2002, 
2005]. Knowledge represents an instance of what 
Nonaka’s knowledge creation cycle calls “socialization, 
and externalization of tacit knowledge.” [Nonaka and Ta-
keuchi 1995]. We build on these constructs of the knowl-
edge lifecycle and the “socialization, externalization, 
combination, and internalization” cycle of knowledge 
transfer.  
Current research studies present media specific analysis 
solutions, e.g., Video Traces for video content annotation 
[Stevens, Cherry, and Fournier, 2002], Tracker for video 
content processing based on object segmentation (SRI) 
[SRI, 2002], Fast-Talk for audio search [product of Fast-
Talk company], text vector analysis and latent semantic 
indexing for information retrieval from text repositories 
[Landauer and Dumais, 1995] [Salton, Buckley, and 
Singhal, 1995], video object segmentation of video foot-
age [Farin, Haenselmann, Kopf, Kühne, and Effelsberg 
2003], [Kuehne, 2002]. Nevertheless, there are few stud-
ies focusing on cross-media capture and retrieval.  
 



3 SEAMLESS TRANSFORMATIONS FROM ANA-
LOG TO DIGITAL WORLDS  

Ethnographic observations of collocated and geographi-
cally distributed project teams were used to identify and 
model the activities, interaction, and information gener-
ated by the stakeholders. A scenario-based approach 
[Rosson and Carroll 2001] was used to design new ICT 
mediated human-to-human interactions. The premise be-
hind the scenario-based method is that descriptions of 
people’s interactions are essential in analyzing how tech-
nology can support and improve their activities. The ob-
jective was to identify governing principles of analog 
communications and map them into a digital interactive 
environment. 
Observations in the analog paper world show that during 
communicative events there is a continuum between dis-
course and sketching as ideas are explored and shared. A 
primary source of knowledge behind decisions is embed-
ded within the verbal conversation among stakeholders. 
The link between dialogue and sketch provides a rich con-
text to express and exchange knowledge. This link be-
comes critical in the process of knowledge sharing, re-
trieval and reuse to support the user’s understanding of 
the shared information and assessment of the relevance of 
the retrieved content with respect to the task at hand. 
Nevertheless, paper is a media hard to share, exchanged, 
and re-use, and does not capture the discourse among us-
ers. The moment you lost the paper sketch the ideas are 
lost.  
The scenario based analysis of collocated and geographi-
cally distributed project teams led to:  

1. the formalization of a problem space defined by three 
dimensions:  
- number of participants – from single to multiple par-

ticipants, 
- number of artifacts (paper or digital) – from one to 

multiple artifacts (e.g., documents, models, etc.) and  
- number of input devices used to sketch or mark up 

digital or paper documents and manipulate models – 
from one to multiple input devices (e.g., pens, 
markers).  

This problem space defines a spectrum of interaction sce-
narios of increasing complexity. These interaction scenar-
ios are consistent with the observed communicative 
events in real project teams and work settings. For in-
stance, the two extremes of the spectrum are defined by 
the following two interaction scenarios:  

- at one end of the spectrum: a single participant in-
teracting with one document or artifact, using one 
input device or pen, and  

- at the other end of the spectrum: multiple partici-
pants interacting with diverse documents or artifacts 
using multiple input devices.  

2. the definition of a reflection in interaction model. The 
reflection in interaction model focuses on multiple 

participants engaged with a project situation that ex-
tends Schön’s concept of reflection in action that de-
scribes a single participant interacting with the situa-
tion. The interaction scenario defined by ”a single par-
ticipant marking up one document with one input de-
vice/pen” matches Donald Schön’s concept of reflec-
tion in action of a single practitioner [Schön 1983]. In 
the case of the reflection in action a single practitioner 
has a reflective conversation with the design situation. 
This entails the following activities:  
1. Naming the relevant factors in the studied design, 
2. Framing the problem in a specific domain,  
3. Making moves towards a solution, i.e., often modi-

fying the design solution to address some of the 
identified problems, and  

4. Evaluating the moves or proposed modifications.  
Each move or modification made by one team member in 
one discipline can impact solutions in other disciplines 
(e.g., a change made by the architect in the floor plan lay-
out can impact the structural system solution proposed by 
the structural engineer). This in turn creates a new situa-
tion for that team member and triggers a reflection in ac-
tion cycle in that domain.  
The second interaction scenario defined by “multiple par-
ticipants marking up multiple documents with multiple 
devices/pens” matches the concept of reflection in inter-
action. As participants review concurrently multiple 
documents, they have a constant reflective conversation 
with the situation, the artifacts or documents, and the 
other participants. Their interactive reflective process 
consists of the following activities:  

1. Identifying the relevant factors in all considered disci-
plines through exploratory sketching and discussion. 

2. Correlating these factors across disciplines and docu-
ments. 

3. Discussing and exploring alternatives across disci-
plines. 

4. Assessing alternatives and their implications.  
 

 
(a) 
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(b) 

Figure 1. Interaction Scenarios: (a) Reflection in Action – de-
fined by a single participant marking up one document page 
with one input device/pen, and (b) Reflection in Interaction - 
defined by multiple participants marking up and correlating 
multiple documents with multiple devices/pens. 

 
It is interesting to note that whereas action-oriented 
knowledge is tacit and difficult to transfer, what can be 
captured and transferred is the action itself in relation to 
the reflection in interaction that reveals the rationale and 
correlation across disciplines and documents, as well as 
the new knowledge that is created through discourse 
among the stakeholders. Capturing, sharing, and reusing 
knowledge created in cross-disciplinary, collaborative 
teams is critical to increase the quality of the product, re-
duce hidden work (i.e., less coordination and rework 
[Levitt and Kunz, 2002]), improve communication and 
knowledge transfer among the stakeholders, decrease re-
sponse time and decision delays, reduce time-to-market, 
and cost. The objective is to reduce the number of re-
quests for information cycles to one cycle.  
Two prototypes that complement each other have been 
developed, tested and deployed to achieve the goal of 
knowledge capture, sharing, and reuse through seamless 
transformations from analog to digital and digital to ana-
log worlds: TalkingPaper1

 
[Fruchter et al 2007] and RE-

CALL2. [Fruchter and Yen, 2000]. Both prototypes model 
the concepts of reflection in action and reflection in inter-
action. 
TalkingPaper is a client-server environment that bridges 
the paper and digital worlds. It leverages technologies 
such as AnotoTM

 
paper, digital pens (e.g., by Nokia, Logi-

tech, Maxell), cell phones, Bluetooth communication be-
tween digital pen and cell phone, and GSM/GPRS net-
work services. Talking paper system (Figure 2):  

- provides an analog-to-digital content conversion that 
enables seamless transformation of the informal ana-
log content, such as dialogue and paper and pencil 
sketches, into digital sketch objects indexed and syn-
chronized with the streamed digital audio of a Talk-
ingPaper session. This conversion takes place in real-
time, with high-fidelity, and least overhead to the par-
ticipants. Sketches and annotations on the AnotoTM
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1  Provisional patented, PBL Lab, Stanford University. 
2  Patent, PBL Lab, Stanford University. 

paper are converted into digital sketch objects that are 
synchronized with the speech from the digital audio 
channel and the documents form the corporate data-
base that were printed on AnotoTM

 
pages.  

- supports knowledge sharing allowing the user to un-
derstand the content in the context it originated, i.e., 
streamed, interactive replay of indexed digital audio-
sketch rich multimedia content that captures the crea-
tive human activities of concept generation through 
dialogue and paper and pencil sketching. The Talk-
ingPaper sessions are automatically uploaded from a 
the TalkingPaper client to a TalkingPaper Web server 
that was developed to archive, share, and stream these 
sessions on-demand. It automatically synchronizes 
digital audio-sketch episodes with the corresponding 
document that was printed on the AnotoTM

 
paper used 

in that session.  
 

 
Figure 2. TalkingPaper Prototype bridges Paper and Digital 
Worlds. 
 
It is important to note that TalkingPaper allows for an 
endless cycle of transformations from analog paper to 
digital multimedia content and back to analog paper as 
TalkingPaper Web pages can be printed for further anno-
tation and discussion, and subsequent posting on the Talk-
ingPaper Web server etc. until a decision is taken by the 
team members. (Figure 2) TalkingPaper can be used in 
both reflection in action and reflection in interaction sce-
narios.  
RECALL is a client-server environment that bridges the 
analog and digital worlds. It leverages technologies such 
as SmartBoard and Tablet PC for direct manipulation of 
digital project content and sketching. (Figure 3) RECALL 
drawing application written in Java captures and indexes 
each individual action on the drawing surface. The draw-
ing application synchronizes in real time with audio/video 
capture and encoding. Once the session is complete, the 
drawing and video information is automatically indexed 
and published on a RECALL Web server that streams the 
sessions. It supports distributed and synchronized play-
back of the sketch and audio/video from anywhere at any-
time. In addition, the user is able to navigate through the 
session by selecting individual drawing elements as an 
index into the audio/video and jump to the part of interest. 
Users can create free hand sketches or import any images 
(e.g., CAD) and annotate them during their discourse. At 
the end of the session the participants exit and RECALL 
automatically indexes the sketch, verbal discourse and 
video. This session can be posted on the RECALL server 



for future interactive replay, sharing with geographically 
distributed team members, or knowledge re-use in future 
projects. RECALL aims to improve the performance and 
cost of knowledge capture, sharing and interactive replay. 
RECALL has been used extensively in various scenarios, 
such as, team brainstorming individual brainstorming, 
best practice knowledge capture.  
Both TalkingPaper and RECALL sessions can be ac-
cessed with their URL and streamed on IE browser. More 
importantly, these sessions can be linked to specific 
graphic objects in a 3D building information model 
(BIM). This extends the 3D model from a BIM that pro-
vides data and information about the future facility to a 
building knowledge model (BKM) that integrates and 
shares stakeholders’ knowledge created over during the 
project. 
 
 
4 CROSS-MEDIA SEARCH AND RETRIEVAL  

Once the dialogue, speech, and sketches are captured in 
the form of indexed and synchronized digital video-
audio-sketch content by either TalkingPaper or RECALL, 
the digital multimedia sessions can be shared and re-
played by team members anywhere anytime. However, as 
more and more digital content is archived it becomes dif-
ficult and time consuming to find and retrieve relevant 
footage from such large, unstructured, digital data stores. 
To address this challenge the PBL Lab team developed 
the DiVAS (Digital Video Audio Sketch) system. It pre-
sents a cross-media semantic analysis and data mining 
methodology of indexed digital video-audio-sketch con-
tent that captures the creative human activities of concept 

generation and problem solving. DiVAS provides a 
macro-micro index to large digital archives of rich, mul-
timedia, and unstructured content. Knowledge re-use is 
facilitated through contextual exploration and understand-
ing of the multimedia content that is retrieved.  
The key activities and steps for digital content processing 
identified in support of effective knowledge retrieval and 
reuse are - capture, retrieve, and understand. The capture 
phase involves collecting the analog data (dialogue, 
speech, and sketches), digitizing, indexing and synchro-
nizing it. This step is performed by either TalkingPaper or 
RECALL. In the retrieve step this digital data (video, 
speech and sketch) is then processed in order to add struc-
ture to the unstructured multimedia data (i.e. video, audio 
and sketch) by identifying key information occurring in 
the data archive and automatic mark up of digital footage 
for future search and retrieval. Finally, the understand 
module examines all the structured information gathered 
from the different streams and creates the context between 
them, i.e. finding relevance between the information in 
each of the streams. The DiVAS system integrates the fol-
lowing modules to achieve the cross-media capture, re-
trieval, and replay to understand knowledge in context: 
(1) TalkingPaper or RECALL prototypes for capture, (2) 
I-Gesture prototype for semantic video analysis, and (3) i-
Dialogue prototype for text and data mining from the 
speech channel. The integrated result is a refined and 
highly contextual cross-media representation of the 
knowledge captured that is relevant to the specific project 
query posted in DiVAS by stakeholders.  
DiVAS builds on the following observations of commu-
nicative events and hypotheses: 

 
 
 

 
 

 
Figure 3. RECALL Prototype  
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- Gestures can serve as external representations of ab-
stract concepts which may be otherwise difficult to il-
lustrate. Gestures often accompany verbal statement 
as an embodiment of mental models that augment the 
communication of ideas, concepts or envisioned 
shapes of products. A gesture is also an indicator of 
the subject and context of the issue under discussion. 
If gestures can be identified and formalized they can 
be used as a knowledge indexing and retrieval tool, 
they can prove to be useful access point into unstruc-
tured digital video data. I-Gesture methodology and a 
prototype allows users to (1) define a vocabulary of 
gestures for a specific domain, (2) build a digital li-
brary of the gesture vocabulary, and (3) mark up entire 
video streams based on the predefined vocabulary for 
future search and retrieval of digital content from the 
archive. [Fruchter and Biswas, 2007] I-Gesture proto-
type takes advantage of advanced techniques for video 
object segmentation and automatic extraction of se-
mantics out of digital video. These techniques are 
used to develop well defined, finite gesture vocabulary 
that describes a specific professional gesture language 
to be applied to the video analysis. I-Gesture can be 
used both as an integral part to DiVAS system as well 
as an independent video processing module  

- Speech is a fundamental means of human communica-
tion. Design and construction are social activities. Ob-
servations and evidence show that designers and 
builders generate and develop concepts through dia-
logue. The objective is to mine the captured rich, con-
textual, communicative events for further knowledge 
reuse. i-Dialogue methodology and prototype: (1) 
adds structure to the unstructured digital knowledge 
corpus captured through TalkingPaper or RECALL, 
and (2) processes the corpus using an innovative no-
tion disambiguation algorithm in support of knowl-
edge retrieval. [Yin and Fruchter, 2006]. i-Dialogue 
takes advantage of advanced techniques for voice-to-
text conversion (e.g., Naturally Speaking, MS Speech 
Recognition) and text search. As other studies have 
shown, text is most promising source for information 
retrieval. The information search applied to the au-
dio/text portion of the indexed digital video-audio-
sketch footage results in relevant discourse-text-
samples linked to the corresponding video-gestures.  

The DiVAS system provides an innovative cross-media 
search, retrieval and replay facility to capitalize on mul-
timedia content stored in large corporate repositories. The 
user can search for a keyword (a spoken phrase or ges-
ture). The system searches through the entire repository 
and displays all the relevant hits. On selecting a session, 
DiVAS will replay the selected session from the point 
where the keyword was spoken or performed. It is impor-
tant to note that video and audio/text provide a macro in-
dex and the sketch provides a micro index to large, un-
structured repositories of rich multimedia content. These 
streams can be also run independently. The background 
processing and synchronization is performed by an applet 
that uses multithreading to manage the different streams. 
We developed a synchronization algorithm that allows us 
to use as many parallel streams as possible. Therefore 
there is the possibility of adding more streams or modes 
of input and output for a richer experience for the user.  

The value of DiVAS will be most perceptible when the 
user has a large library of multimedia sessions and wants 
to retrieve and reuse only the segments that are of interest 
to him/her. Currently, solutions for this requirement tend 
to concentrate only on one stream of information. The ad-
vantage in DiVAS is literally 3 fold because the system 
allows the user to measure the relevance of the query us-
ing 3 streams, gesture, verbal discourse, and sketch. In 
that sense, it provides the user with a true ‘multi-sensory’ 
experience. For example, if the user is interested in learn-
ing about the dimensions of the cantilever floor, his/her 
search query (e.g. ‘cantilever’) would be applied to both 
the processed gesture and audio indices for each of the 
sessions. They would serve as a ‘macro index’ to the 
items in the archive. Some segments will be identified by 
an (1) I-Gesture hit that is cross-indexed with speech, text 
and sketch (shown as a thumbnail image), (2) an i-
Dialogue hit marked-up in the text and cross-indexed with 
video/audio and sketch, or (3) both an I-Gesture and i-
Dialogue hit cross-indexed with the corresponding sketch. 
If there are a large number of hits for a particular session 
and the hits are from both audio and video, the possible 
relevance to the user is much higher. In this case, the cor-
responding gesture could be one related to width or 
height, and the corresponding phrase could be e.g. ‘canti-
lever’ e.g., within a single session or in different sessions. 
(Figure 4) The cross-media display of the results to the 
query allows the user to make a more informed decision 
which is most relevant and replay it to understand and 
possibly reuse data, information or knowledge from that 
segment.  
To evaluate the performance of DiVAS a series of ex-
periments were conducted. The testbed was the archive of 
projects from Architecture/Engineering/Construction 
(AEC) Computer Integrated Global Teamwork course 
[Fruchter 1999] [Fruchter 2004]. This academic testbed 
simulates the collaborative design process and the indus-
try environment. Design knowledge has been archived 
and processed by i-Dialogue and I-Gesture. The archive 
includes team sessions and individual team member ses-
sions that are consistent with typical design-construction 
industry setting. The archive consists of imprecise digital 
content together with closely related precise digital con-
tent, such as project websites, project documentations, 
and messages posted on the project discussion forum. For 
the precise digital content, more than 500 megabytes of 
project documents were filtered and mined. Based on the 
meta data, such as the owner of the document, the time 
stamp of the document, precise digital documents are as-
sociated with the imprecise digital documents as dis-
cussed in the chapter of i-Dialogue, so that the precise 
digital documents can be used in the notion disambigua-
tion process. For the imprecise digital content that in-
cludes both voice recordings and video recordings marked 
up with gesture labels, 30 sessions from the project ar-
chive are analyzed and processed for the evaluation ex-
periment. The variables in the experiments are: 1) type of 
speech transcripts, clean or dirty; 2) whether i-Dialogue is 
applied; and 3) whether I-Gesture is applied. There are 
three essential aspects for the evaluation methodology: 1) 
a benchmark document collection; 2) a benchmark suite 
of queries; 3) a binary assessment - relevant or irrelevant - 
for each query-doc pair. The evaluation uses the bench-



mark document collection of the speech transcripts docu-
ment collection obtained from the testbed. The bench-
mark suite of queries is manually generated by the authors 
who then read through all the perfect speech transcripts as 
well as relevant project documentation for each session. 
The keywords or phrases that summarize each session 
were identified. The queries are constructed from these 
keywords and phrases. The binary assessment - relevant 
or irrelevant - for each query-doc pair is constructed by 
querying the keywords or phrases with the perfect speech 
transcripts. The evaluation question is: Will information 
retrieval over the dirty text have the results similar to the 
information retrieval over the clean text if the dirty text is 
updated by I-Dialogue and I-Gesture? 
In order to validate the information retrieval improvement 
of the cross media relevance ranking, a series of experi-
ments were performed. The speech transcripts archive 
was modified into six different cases:  

- Case #0: “clean” speech transcripts only – manually 
transcribed speech sessions that are used as the com-
parison base  

- Case #1: “dirty” speech transcripts only – automati-
cally transcribed speech sessions with transcription er-
rors (e.g., “Cantilever” is transcribed as “can we de-
liver.”)  

- Case #2: “dirty” speech transcripts and notion labels  
- Case #3: “dirty” speech transcripts and gesture labels  
- Case #4: “dirty” speech transcripts, notion labels, and 

gesture labels (gesture labels are integrated after I-
Dialogue™ is applied)  

- Case #5: “dirty” speech transcripts, notion labels, and 
gesture labels (gesture labels are integrated before I-
Dialogue™ is applied)  

The query terms are: “architectural constraints”, “height 
limitation”, “cantilever”, “tension ring”, “concrete steel”, 
“bracing”, “foundation”, and “load path”. The query re-
sults for these six cases are illustrated Figure 5. The query 
results are measured using precision and recall metrics. 
The relevance ranking sequence corresponding to each 
queried notion for all six cases is compared. There are 
two ratios used for further analysis: 1) Recall, which is 
the fraction of relevant docs that are retrieved; 2) Preci-
sion, which is the fraction of retrieved docs that are rele-
vant. The Recall vs. Precision curve is drawn for evalua-
tion illustration. The case #0 is used as the comparison 
baseline. It is located at the top right corner. The case #1 
represents the worst case, in which we run query with 
dirty text only. The query results score about 50% for 
both recall and precision. Using i-Dialogue only, both re-
call and precision can be improved to almost 60% - case 
#2. If only I-Gesture is used, the ratio is improved close to 
60% - case #3. However, the precision ratio might be 
lower compared to case #4, since I-Gesture tends to bring 
in both relevant and irrelevant documents. If both I-
Gesture and I-Dialogue are combined to update the dirty 
text, the results further improve the recall and precision to 
80% - case #4 and #5.  
 
 

 
 

Figure 4. DiVAS Prototype for Cross Media Capture, Search, and Retrieval. 
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Figure 5. Recall vs. Precision Evaluation Results. 

5 CONCLUSION  

This paper explores the interaction among participants in 
a group of project stakeholders and defines governing 
communication principles. These translate into (1) a three 
dimensional problem and solution space, (2) a model for 
reflection in interaction that extends Schon’s concept of 
reflection in action, and (3) requirements and innovative 
approaches to support (i) seamless transformations from 
analog and digital worlds modeled and tested by two pro-
totypes – TalkingPaper and RECALL, and (ii) cross-
media retrieval and interactive replay of multimedia con-
tent in support of global teamwork modeled and tested 
with the DiVAS prototype. The value of these concepts 
and prototypes indicates opportunities to (1) capitalize on 
corporate core competence that resides in its people and 
knowledge, (2) extend a building information model 
(BIM) to become a rich multimedia building knowledge 
model (BKM), and (3) mine the unstructured, rich, mul-
timedia archives that will grow as digital technology be-
comes a ubiquitous part of work, learning, and play. 
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COMPARING TRADITIONAL SCHEMATIC DESIGN DOCUMENTATION TO A           
SCHEMATIC BUILDING INFORMATION MODEL 

Robert M. Leicht, John I. Messner 
Architectural Engineering Department, The Pennsylvania State University, USA 

ABSTRACT: The use of Building Information Models has recently moved to a focal point in the Architecture, Engineer-
ing, and Construction (AEC) Industry. While there has been much attention on the added value of the modeling process, 
little focus has been given to the documentation and project requirements in the early stages of the design.  
This research focuses on a case study project of the new Dickinson School of Law (DSL) building at Penn State Univer-
sity. The research identifies the areas which provide added value through the use of BIM at the Schematic Design (SD) 
stage for communication of information and the manner the information is obtained. The focus of the paper, however, is 
on the issues that arise in how building geometry, building information, and building analysis and simulations are 
viewed and their potential impact on the Schematic Design phase of a project. To conduct this research, the completed 
Schematic Design documentation, including drawing system descriptions, and preliminary specifications, was obtained 
for the DSL building. This Schematic Design information was then converted to a Building Information Model and in-
formation related to different building components was incorporated. An analysis was performed, based on the Univer-
sity’s design requirements, to assess the information that can be incorporated and utilized. Feedback through inter-
views was also documented to define the perceived value of a Schematic level BIM for the project. The conclusions 
identify the likely value that a project owner can derive from instituting schematic design BIM requirements and con-
siderations when defining the scope of BIM requirements for Schematic Design. The results of the model analysis and 
the interviews are presented in the paper. 
KEYWORDS: building information modeling, BIM, schematic design, visualization, case study. 
 
 
1 INTRODUCTION 

Building Information Modeling has become a topic of 
great interest throughout the Architecture, Engineering, 
and Construction (AEC) Industry. Building Information 
Modeling (BIM) is the process of designing, analyzing, 
integrating, and documenting a building’s lifecycle by 
developing an intelligent virtual prototype of the building 
using a database of information. The attention on BIM 
has been highlighted through mandates from government 
agencies, such as the General Services Administration 
(GSA) in the US and its counterparts in several European 
countries (GSA 2006). Now that BIM has captured the 
attention of the industry, much of the current research has 
moved in the direction of demonstrating the value of BIM 
(Bazjanac 2003; Messner, Riley et al. 2006) and the inter-
operability of software to make the applications more 
practical (Tanyer and Aouad 2005; Tse, Wong et al. 
2005). Another key direction of research is identifying 
how the changeover to BIM will impact industry practice. 
The focus of this paper is to identify the differences be-
tween BIM and traditional design by comparing docu-
mentation of design outputs at the completion of the 
Schematic Design phase to a representation of the Sche-
matic Design in the form of a BIM. Comparing the differ-
ences between a BIM and traditional documents at this 

stage is intended to demonstrate three key items: 1) the 
visulization techniques within each representation; 2) the 
method for information retrieval in each representation, 
and 3) the information that may not be incorporated 
within one of the representations. 
 
 
2 LITERATURE REVIEW 

In the traditional building design process there are several 
phases of design through which a project progresses. The 
exact number of phases and their titles are not universally 
agreed upon; however, the American Institute of Archi-
tects (AIA) standard architecture design contracts in the 
US define three phases: Schematic Design, Design De-
velopment, and Construction Documentation (AIA 1997). 
Though exact language may vary between firms and cul-
tures, for the purposes of this paper the first design phase 
will be referred to as Schematic Design (SD). One of the 
challenges to comparing documentation at the SD phase 
is the ambiguity in the definition at this stage. AIA Con-
tract Document B141, Section 2.2.4 defines Schematic 
Design documentation with the following language: 
“Based on the mutually agreed-upon program, schedule, 
and construction budget requirements, the Architect shall 



 40

prepare, for approval by the Owner, Schematic Design 
Documents consisting of drawings and other documents 
illustrating the scale and relationship of Project compo-
nents.” 
The Architect’s Handbook of Professional Practice, pub-
lished by AIA more clearly explains Schematic Design 
(SD) as the increment of design to “establish the general 
scope and conceptual design of the project, and the scale 
and relationships among the proposed building compo-
nents.” The explanation goes on to list the deliverables 
which might include: plans, sections and elevations, per-
spective sketches, study models, electronic visualizations, 
and a statistical summary (AIA 2002). The list proposed 
is a guideline of potential deliverables which needs to be 
more specifically defined for each project. Defining what 
constitutes a set of standard SD documents for the pur-
pose of comparison with a BIM at the same stage of de-
velopment poses a notable challenge. This paper explores 
the topic through a case study approach. 
The project chosen was being performed for Penn State 
University’s Office of Physical Plant (OPP). OPP has a 
well defined set of submittal requirements for each stage 
of the design process. The primary submittal requirements 
include specific requirements and scales for plan, section, 
and elevation drawings for the project, as well as identifi-
cation of major systems and materials, a description of 
how each system will work, and a statistical summary of 
the design areas. From the viewpoint of an OPP project 
manager, the submissions rarely have problems because 
of OPP’s well defined requirements (OPP 2007). The 
definition enables them to move directly into reviewing 
the content of the submission, such as the aesthetics of the 
building or potential constructability issues (OPP 2006). 
The value of this information is a clearly defined set of 
expectations to compare through these consistent and 
typical documents in an OPP project at this stage. 
 
 
3 CASE STUDY INTRODUCTION 

The project analyzed for this study is the new Dickinson 
School of Law (DSL) Building being constructed at the 
University Park campus in Pennsylvania, US. The DSL 
building contains four floors with an 10,500 square me-
ters (113,000 square feet) building footprint. The building 
will include a green roof in support of its Leadership in 
Engineering and Environmental Design (LEED) certifica-
tion goal along with three terraced 75-seat classrooms, a 
50-seat courtroom, a 250-seat auditorium, a café, and 
gathering space on the first floor. The second floor will 
host 19 offices, three seminar rooms, a faculty lounge, 
law review offices and a conference room. One of the 
unique interior architectural features is a glass enclosed 
library with its own group study rooms and offices. The 
library continues into the third floor where the main book 
shelf area is hosted. The third floor also boasts additional 
faculty offices, study rooms, and conference spaces. The 
lower floor will have a tiered classroom, library storage, 
along with the buildings mechanical support and janitorial 
space (Dickinson School of Law 2007). 
 
 

4 RESEARCH METHODOLOGY 

A detailed review of the SD documents along with a 
comparison to a SD level BIM was performed to identify 
the differences in information in each representation and 
the new considerations in developing design scope when 
using BIM. To identify the differences, a basis of com-
parison was needed. The BIM representation was devel-
oped to make a comparison to the traditional documenta-
tion. It also served to identify the perspectives of industry 
members to better evaluate the range of issues related to 
the use of BIM for SD. 
 
4.1 Comparison criteria 

The first research step was to define the standard Sche-
matic Design documentation. The standard submission 
requirements for OPP served as a basis for this research. 
In addition to specific drawing requirements, OPP has 
additional documented goals for the review of the SD 
documents. The additional goals from OPP include:  

1. Constructability review 
2. Spatial program verification 
3. Sustainability review  
4. Presentations to user groups 

These goals aided in the identification of the aspects of 
the model which should be defined in the BIM. To work 
towards these goals and to gain the best value of the proc-
ess, the conversion to BIM focused mainly on the Archi-
tectural and Mechanical systems. The conversion was the 
next step following the development of the comparison 
criteria. 
 
4.2 BIM development 

The next step was to develop the Building Information 
Model through a conversion process. A “2D Conversion” 
is using the traditional design documents or CAD files 
and using the necessary information to incorporate the 
third dimension (AGC 2006). The time and effort needed 
to perform a conversion changes depending on the level 
of detail incorporated and the experience of the modeler. 
When the design CAD files are available, as with the DSL 
project, they can be inserted into the BIM authoring soft-
ware and the BIM is drawn over the original 2D plans. 
The use of the CAD files simplified the geometrical mod-
eling of the project. 
One potential value of a BIM over a traditional 2D docu-
mentation of the design is the ability to easily perform 
additional analysis tasks such as energy, daylighting, con-
struction scheduling, and quantity takeoffs (Messner, Ri-
ley et al. 2006). To investigate this value, the model was 
used to perform an energy analysis via the Green Building 
Studio (GBS 2007). Energy modeling was chosen be-
cause of the LEED goals of the project and the impor-
tance of the mechanical systems and energy performance 
as components in LEED certification. 
 
4.3 Identification of differences 

The third step was to identify the differences between the 
more traditional SD documents and the BIM. This was 
achieved using three methods. The first was through an 



analysis of the development of the model. The CAD files 
for the 2D design documents were imported into an archi-
tectural BIM authoring software, for this project Auto-
desk Revit Building and Systems. Using the 2D drawings, 
the 3D geometrical aspects of the model were developed. 
From the preliminary technical specifications developed 
by the design professionals, additional information such 
as finish materials was incorporated into the model. The 
conversion of the design into a 3D model aided in the 
identification of geometrical challenges which do not 
readily present themselves in traditional 2D documents. 
The development of the model and the incorporation of 
project information into the model very quickly indicated 
some simple differences in the way information can be 
found or viewed. 
The second method used to identify differences was a 
detailed comparison based on OPP’s submission criteria 
using an evaluation matrix, shown in Figure 1. The first 
column is dedicated to the traditional design documents 
and was used to identify the form of the information. The 
second column is dedicated to the BIM which was devel-
oped. The second set of columns focuses on the informa-
tion in the BIM and aids in identifying the differences in 
the information and the manner in which it was obtained. 
The comparison of the two columns also served to iden-
tify information which was not represented in one of the 
two forms of media. 

 
Figure 1. 
 
The third method for identifying the primary differences 
was to perform interviews with three project participants 
or related professionals to identify their perception of the 
differences between the two representations. The inter-
view subjects were asked questions related to the qualtity 
of the visual representations of the design, the potential 
added value of any additional information, and the poten-
tial process changes that may need to occur to use a BIM 
approach to SD. They were also asked what impact mov-
ing to BIM could have on their role in a project, and to 
their interaction with other project team members. 
 
 
5 RESULTS 
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The identified differences between the 2D and BIM 
methods for schematic design can be categorized into 
three categories: visualization of geometric information, 
data availability for further analysis, and the existence of 
information. Some examples clearly illustrate a difference 
in the way information was obtained and presented be-
tween the two media. Additional results identify the 
methods that contain information which is contained in 

one form but not the other. Figure 2 shows the areas of 
the identified differences visually from the requirements 
matrix. 

 
Figure 2. 
 
5.1 Differences in visualization of geometrical informa-

tion 

One of the primary expected differences when developing 
the BIM was in the geometrical information; the BIM 
allows for multiple, and dynamic, 2D and 3D views of the 
building, while the traditional documents have purely 
predefined 2D views as shown in Figure 2. The impact of 
this difference would depend on individuals’ abilities to 
interpret and visualize from 2D or 3D images, but it was a 
difference focused upon by the interviewees. Other in-
formation found to be visualized in a new way in the BIM 
included textured finish materials, color coded mechani-
cal zones, and customized views, such as the 3D perspec-
tive of the mechanical system in Figure 2. 
 
5.2 Differences in obtaining data from the design 

Obtaining data from the two design representations was 
also found to be notably different. For the traditional 2D 
document representation, one would need to become fa-
miliar with the coding system for the drawings or specifi-
cations, and then find the correct drawing or page in the 
specification to gain the desired information. With the 
BIM, the user can open a properties window for a given 
element to find the aspect they wished to know. This re-
quires familiarity with the computer application or an 
experienced user. An example from the requirements ma-
trix is the information pertaining to the mechanical 
equipment. From the traditional documents the user 



would need to find the different piece of equipment on the 
drawings, identify the meaning of the letter designation 
from the definitions and symbols drawing, and then find 
the equipment information in the preliminary specifica-
tion. This information is located on three different pages 
in the SD documentation. Using the BIM, the user can see 
certain properties, such as component pieces, from the 
plan view. The user could also open the properties of the 
equipment from the floor plan and the detailed air flow 
information or other critical data is readily available. The 
user also has the option to develop an equipment schedule 
by automatically generating one within the BIM software. 
In addition, other schedules of information can be gener-
ated from the model. An area or volume takeoff, as shown 
in Figure 3, can be generated to save time in the estimat-
ing process and to provide accurate area information to 
the owner. 
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Figure 3. 
 
5.3 Information not contained in traditional documents 

The traditional 2D design representation for this case 
study contained all of the required information for the SD 
submission to the owner. However, there was information 
which could be seen in, or generated from, the BIM 
which could not be identified from the 2D design repre-
sentation. The BIM can offer views of the building me-
chanical zones, such as those in Figure 4, or the “thermal 
view” of the building (Bazjanac 2005). An energy analy-
sis performed which was relatively easily performed on 
the BIM could not be performed from the design docu-
ments without extensive manual data entry. Exporting the 
model geometry and thermal properties, and evaluating it 
using energy analysis software generates information 
about systems costs for the building, temperature infor-
mation at different locations, and a visual model of en-
ergy flow which enables clearer communication about the 
issues and design aspects of the mechanical systems, 
which can be seen in Figure 5. Similar analyses are possi-
ble for structural systems, lighting and daylighting sys-
tems, among many others. The traditional design repre-

sentation contains the expected achievable LEED points, 
which suggest the potential energy savings, but the BIM 
actually allows an analysis of the energy usage to give 
more information and other visual feedback to validate 
potential energy savings. 

 
Figure 4. 
 

 
Figure 5. 
 
5.4 Information not contained in the BIM 

Another result from this research was the identification of 
information expected in the SD submission which was not 
easily incorporated into the BIM. A notable example for 
this project was the system descriptions. With early de-
sign submissions there is a narrative requirement to ex-
plain the overall system function and intent. It provides a 
basis for the evaluation of the system before it is fully 
developed. The BIM authoring applications had no prac-
tical location to incorporate this information. The soft-
ware has the capability to add or link text to individual 
elements, but no predefined location could be easily iden-
tified for systems level or overall descriptions. There may 
be other BIM authoring applications that better support 
this type of documentation. 
 
 
6 DISCUSSION 

Most of the results determined during the comparison 
validate previous research results concerning the added 
value of using BIM on a project. The results indicate the 
potential for clearer communication, whether it is through 
better understanding of the systems, visualization of com-
plex building geometry, or simplifying how building 
spaces are zoned such as color coding the rooms by me-
chanical zones. There is also the added value of the com-
putational aspects of the model, such as generating square 
foot data to save manual takeoffs and calculations 
(Ibrahim and Krawczyk 2003). The true value of this 
comparison, however, was focused on the impact to the 
Schematic Design phase. 



 43

6.1 Geometrical information and systems coordination 

The impact of using BIM during Schematic Design was 
identified for several areas. The move to using BIM dur-
ing SD for the major systems design makes systems coor-
dination more of a necessity than in traditional documen-
tation. The owner’s project manager pointed out the strict 
guidelines which they have for submissions allows for 
their review to focus more on the building through spatial, 
aesthetic, and constructability issues (OPP 2007). The 
review documents provide feedback on how to develop 
the design further in the next phase. Moving to a BIM in 
this stage would make physical conflicts of the systems 
more obvious (AGC 2006). An independent mechanical 
designer, upon reviewing the model and documents, 
commented that BIM would “bring designers to a consis-
tent level.” He continued to explain that in traditional 
documents different designers may devote energy to de-
veloping different areas of the project. Using BIM would 
allow the designers to see what areas the other team 
members were developing and encourage them to make 
sure they had enough information and design components 
in a given area that they could minimize conflicts and 
rework of the design in the future. The coordination of the 
systems was a major change found for the use of BIM in 
the schematic phase. 
 
6.2 Level of detail 

The other challenge when developing a BIM at this stage 
is planning what level of information and detail to dis-
play. One of the key points in any Penn State building 
project is its presentation to the Board of Trustees. Typi-
cally, renderings of the building are employed to more 
clearly demonstrate the final appearance of the buildings 
presented. Many times, OPP has been questioned about 
physical features of the building when it was complete 
that were not demonstrated in the renderings presented to 
the Board. On a recent building, some of the mechanical 
equipment was visible on the roof when the project was 
complete. The Board raised the point to OPP that the 
equipment was not shown in the rendering presented to 
them at the end of Schematic Design (OPP 2007). A more 
accurate BIM containing representations of all compo-
nents would have clearly illustrated this equipment in a 
3D view. 
Another example identified by the mechanical designer 
during his interview was how electrical wiring would be 
displayed. On traditional electrical drawings, a drawing 
indicates electrical devices on a circuit and then shows a 
“home run” which is typically an arrow pointed in the 
direction of the relevant electrical panel with text to 
clearly define the panel and circuit. Moving to designing 
in BIM creates the issue of whether or not to show every 
electrical conduit, or just certain conduit runs. If only cer-
tain conduits are shown, then what are the criteria for 
showing them or having a simpler indication of their loca-
tion in the design? The applications which are appropriate 
need to be determined for each application (Fischer and 
Kunz 2003). Information which is not displayed or dis-
played inaccurately may be as important as the informa-
tion which is shown in the model. 
 

6.3 Converted to BIM, not designed in BIM 

One of the challenges for this comparison is that the BIM 
for this case study was developed through a conversion 
process after the SD documents were complete. It pro-
vides a comparison of exactly what is shown in the draw-
ings to how it would be represented in a BIM, but does 
not allow for the changes in how the design would be 
developed differently if it was created using BIM applica-
tions. In some instances it allows for the opportunity to 
identify where information was not contained in the SD 
documents that was needed to create the BIM, such as 
depth or elevation of ductwork. A key example of this 
was when the construction manager (CM) pointed out an 
error in the model. In the lower level of the building there 
is a large air plenum. The SD documents do not provide 
the depth of the plenum on the drawings, so the depth was 
approximated from an attached riser when developing the 
model. The true plenum, from the CM’s knowledge using 
the more updated drawings, is roughly three times as deep 
as it was shown in the model. Despite the identified dif-
ferences in information displayed, the conversion does 
not provide for how the design process changes when 
design professionals use BIM authoring applications. 
 
6.4 Forms of visualization 

Another challenge in the comparison was the actual form 
of visualization which was used. The traditional docu-
ments were viewed by the interview subjects in the large 
scale paper format. To view the BIM, interview subjects 
where brought into the Immersive Construction Lab and 
they viewed the model on a 3-screen projection system 
(Otto, Messner et al. 2005). The ability to identify some 
of the differences could be attributed to the format of the 
display, and not entirely to the different form the informa-
tion actually took on. If the subjects had viewed the 
model on a single screen desktop, they may not have 
identified some of the geometric elements as quickly or 
clearly as they had on the large displays. The issue of how 
to properly view a computer model is another issue which 
cannot easily be resolved in this comparison. 
The comparison provided feedback concerning the differ-
ences in the information that could be presented and how 
it was obtained. The challenge for this comparison was 
that it was sometimes difficult to compare the two differ-
ent design representations at this stage, one developed 
traditionally and one developed using BIM. It would not 
be practical to develop a comparison of two projects de-
signed using the alternate representations, the two pro-
jects would have two unique designs. The development of 
the BIM after the design makes it challenging to compare 
the differences in the process, but allows for differences 
in the possible end results. 
 
 
7 CONCLUSIONS 

This paper has identified three primary differences in de-
sign representations between traditional 2D documents 
and BIM for representation the Schematic Design infor-
mation. The differences identified in this case study lead 
to an important question, what should or should not be 
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incorporated into a BIM at this stage of design. The an-
swer is not a simple one. Each project will require differ-
ent information to be incorporated depending on the indi-
vidual goals of the project and the different interests of 
the owners. The mechanical interviewee pointed out that 
using the software would enable more thought and energy 
into the maintenance aspects of the building. The example 
he used was changing the fan in an Air Handling Unit 
(AHU); using the BIM would allow the visualization of 
the process of moving the necessary component through 
the building to identify if there was a clear path, and 
whether the component piece of the AHU was readily 
accessible to make the change. The software also enables 
the incorporation of a variety of other information and 
visualization which is not readily available in traditional 
2D drawings, such as structural or lighting analyses. The 
challenge for each project will be to identify what aspects 
should be modeled, what level of detail needs to be 
shown, and how much information or intelligence the 
components should have. 
 
7.1 Changes to design 

One definite change when using BIM is that the designers 
would need to incorporate more information into the de-
sign sooner than with traditional design. The use of BIM 
facilitates the need for certain assumptions to be made, 
such as the wall type to be used. In the traditional docu-
ments submitted, the wall types are only indicated for 
certain walls, such as the curtain wall. The rest of the 
walls indicate a thickness in the drawings and finish mate-
rial in the specifications. To use that same wall in the en-
ergy analysis of the BIM, it needs to have thermal proper-
ties assigned. The thermal properties may be default as-
sumptions the software has built in, but the feedback from 
the analysis is more beneficial if the designer inputs val-
ues. The designer can choose whether to use an actual 
wall assembly with a known thermal resistance, or use a 
generic wall and assign the expected thermal value. The 
need for assumptions provides guidelines for the other 
system designers to work from, but can have negative 
consequences if they are not properly revised as the de-
sign develops (Ibrahim and Krawczyk 2004). If the final 
wall type assigned has less thermal resistance than in the 
early design model, the mechanical system may be under-
sized and the space adjacent to the wall will have greater 
temperature variations. 
Also, using BIM the designers would be encouraged to 
spend more time coordinating the designs than with tradi-
tional design documents because conflicts could be more 
quickly and clearly identified. From OPP’s perspective, if 
the designers could identify these conflicts, then they 
should be able to resolve them before presenting those 
aspects of the design. The incorporation of information 
and additional geometry poses a challenge to owners in 
what to ask of designers when transitioning into BIM. 
 
7.2 Timeline of design 

Despite the increased information and geometry, there 
may still be potential time savings from BIM use within 
the Schematic Design phase. The most valuable aspect 
cited in the interviews for this stage of the project was the 

computational aspects. From the CM perspective it would 
be a time savings in generating area and quantity takeoffs 
for the estimate. The mechanical designer would be able 
to more quickly develop the loads and system require-
ments. The owner could very quickly validate their pro-
gram requirements, display the information more clearly 
to the end users, or perform more thorough maintenance 
and upkeep analysis. The conflicts raised through the de-
sign coordination would require more time to work out 
the solutions, but the conflicts would be simple to identify 
using clash detection software. The time savings of the 
parametric modeling of building components also helps 
balance added information requirements (McDuffie 
2006). The balance of time savings using the computa-
tional aspects of the model versus the added time of in-
corporated information was beyond the practical scope of 
this comparison but would be a valuable area of future 
research. The time to develop a design using a BIM could 
increase or decrease depending on what is required and 
what is incorporated into the model. 
All of these items contribute to a potential front end load-
ing of the design process. Incorporating all of the infor-
mation and design necessary to reach the same point as 
with traditional SD documents requires the design team to 
put more energy into the 3D aspects, the coordination 
with the other design elements, and decisions about the 
level of detail and information to incorporate. However, 
the resulting BIM should save coordination and develop-
ment at later stages of the project. The key will be to work 
out for each project what is the appropriate level of detail 
and information to incorporate at this early stage. 
 
 
8 FUTURE RESEARCH 

Using the same project, further research will be per-
formed on the value of BIM and related visualization 
technology throughout the Design Development, Con-
struction Documents, and Shop Drawing phases. Re-
search related to the phases of development for BIM will 
also be performed to more clearly delineate the phases 
using BIM and compare these to the current documenta-
tion oriented design process. Another area will be to de-
velop guidelines based on project goals and requirements 
to help simplify the decision process on the level of detail 
and information to incorporate into a BIM. 
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ABSTRACT: The goal of the single building information model has existed for at least thirty years and various stan-
dards have been published leading up to the ten-year development of the Industry Foundation Classes. These have been 
initiatives from researchers, software developers and standards committees. Now large property owners are becoming 
aware of the benefits of moving IT tools from specific applications towards more comprehensive solutions. This study 
addresses the state of Building Information Models and the conditions necessary for them to become more widely used. 
It is a qualitative study based on information from a number of international experts and has asked a series of questions 
about the feasibility of BIMs, the conditions necessary for success, and the role of standards with particular reference 
to the IFCs. 
Some key statements were distilled from the diverse answers received and indicate that BIM solutions appear too com-
plex for many and may need to be applied in limited areas initially. Standards are generally supported but not applied 
rigorously and a range of these are relevant to BIM. Benefits will depend upon the building procurement methods used 
and there should be special roles within the project team to manage information. Case studies are starting to appear 
and these could be used for publicity. The IFCs are rather oversold and their complexities should be hidden within sim-
ple-to-use software. Inevitably major questions remain and property owners may be the key to answering some of these. 
A framework for presenting standards, backed up by case studies of successful projects, is the solution proposed for 
better information on where particular BIM standards and solutions should be applied in building projects. 
KEYWORDS: building information models, standards, IFC, CAD, cases, benefits. 
 
 
1 INTRODUCTION 

Representation of all the information needed to describe 
buildings throughout the whole design, construction and 
management process has long been an objective for those 
applying information technology in building (Eastman 
1999). The use of computers to replicate traditional ways 
of representing building information: 2-dimensional 
drawings, perspectives, engineering calculations, quanti-
ties, management networks and costs, has been easier to 
achieve via separate applications, while it has long 
seemed that an integrated model should be possible. The 
object-oriented tools to build such a model have now been 
available for some time, but the need to integrate the 
many people involved in the process, and the ways in 
which their information is organised, have been a limita-
tion on the widespread use of Building Information Mod-
els. Standards are critical when communication between 
different specialists, internationally and over long periods, 
takes place. The most ambitious programme for standard-
ising object models of buildings, the Industry Foundation 
Classes (IAI 2007), has been developing for over ten 
years and the resulting protocols have still mainly been 
applied in test projects only. There is now an awareness 
of the cost of not having interoperability and some major 
building clients are starting to encourage their teams to 

use the standards compliant tools that are becoming avail-
able. 
While CAD systems facilitating the production of 2-D 
drawings were being taken into widespread use some re-
searchers and system developers started to envisage more 
advanced building representations, which could solve 
some of the more demanding data sharing functions that 
graphics-oriented CAD systems cannot. The software 
technology which seemed to offer the solution to this was 
object-orientation, where the information packets that the 
software manipulates are created based on predefined 
classes. This paradigm is currently in wide-spread use in 
the computing industry both in programming languages 
and also as an organising principle for systems develop-
ment (Martin & Odell 1992), and is particularly success-
ful in the creation of more complex applications. 
Digital building descriptions using objects which belong 
to predefined classes have usually been called building 
product models (Björk 1989), although some software 
vendors have recently coined the new term building in-
formation model (BIM) for essentially the same thing. 
The research concerning such models was envisaged as 
early as in the late 1970’s (Eastman 1978) but started to 
gain more momentum around 1985, when the ISO STEP 
standardisation project started. STEP stands for Standard 
for the Exchange of Product Data (STEP Tools 2007) and 
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tries to solve the data exchange needs of a large number 
of manufacturing industries. Early attempts at building 
standardisation within STEP included the global AEC 
reference model (Gielingh 1987) and the Building Sys-
tems Model (Turner 1988).  
In the mid 1990s the product modelling standardisation 
for the building domain was taken over by an industry 
consortium called the International Alliance for Interop-
erability (IAI). The first version of the Industry Founda-
tion Classes (IFC) was issued in 1997. Although there are 
some software applications which have been implemented 
based on the IFCs, and these have been tested in a number 
pilot projects (Fisher et al 2003), neither the standard nor 
product modelling are widely used in practice. There are 
also highly differing views among researchers as to the 
optimal structure of BIM-models (for one viewpoint cf. 
Amor and Faraj 2000). 
A growing awareness of the importance of the manage-
ment of the standardisation and adoption processes for the 
eventual success of BIM, has led us to initiate a study of a 
number of standardisation projects of central importance 
to the use of IT in construction. This work has first focus-
sed on the basic level of standardising CAD drawings, 
ISO 13567 – Organisation and naming of layers for CAD 
(ISO 1998), and secondly on the more ambitious level of 
integrated modelling of construction information as ob-
jects, with particular reference to the IAI Industry Foun-
dation Classes.  
CAD layering was the subject of the first part of this pro-
ject. This study used a combination of literature review 
and survey with domain experts and has been reported 
elsewhere (Howard & Bjork 2007). The main results were 
that CAD layer standards based on ISO 13567 have been 
implemented, particularly in northern European countries, 
but are not very widely used. A major problem which was 
identified was the lack of resources for marketing and 
implementing the standard as national variations, once it 
had been formally accepted.  
There are also other initiatives, particularly those associ-
ated with proprietary CAD systems, and the objective of 
the study reported in this paper was to identify the factors 
that make these initiatives more or less successful. Sev-
eral case studies of trial BIM projects have been reported, 
for example from Finland (Kam 2003) and Hong Kong 
(Tse 2006), but, to get a broader view, we decided to 
carry out a qualitative study using experts from different 
countries to give their informed opinions on the state of 
BIM/IFC models and their usage. 18 experts from 7 dif-
ferent countries responded to structured email questions. 
In addition a workshop with six leading international BIM 
experts was arranged in August 2006 and one expert was 
interviewed in person, the interview being recorded. The 
comments have been analysed and a synthesis of the 
views is presented in this paper. 
Recent experience of trial projects and a growing aware-
ness of this technology by large client groups have led to 
some particularly influential papers being written about 
the state of BIM. These written sources have also been 
used as an input to this paper. A study by the US National 
Institute for Standards and Technology (NIST 2004) has 
estimated that the cost of not having interoperability in 

the US Capital Facilities industry is about $15.8 billion 
per year. This has stimulated new initiatives there to de-
velop a National Building Information Modelling Stan-
dard, driven by large client bodies such as the GSA which 
commissions federal buildings. In Finland, there has been 
a major commitment by the public sector and large con-
struction process stakeholders to IFC usage. One of the 
leaders of the Finnish initiative, Prof. Arto Kiviniemi, 
recently presented an informed and critical view of IFC 
developments at the Toronto CIB conference (Kiviniemi 
2006). In the UK the fifth terminal at Heathrow Airport 
has been a target project for building modelling and a 
leading consultant to the project, Mervyn Richards, has 
summarised the need for changing business processes 
rather than just promoting superficial differences in tech-
nology (Richards 2006). These and other discussions have 
raised awareness of the need to apply appropriate tech-
nologies and standards that can be adopted easily by 
companies that already have most of the communications 
and computing facilities necessary.  
In addition to case study reports, one important source of 
information is provided by a number of recent surveys of 
industry uptake and perceptions of BIM. A survey of Vir-
tual Design and Construction and BIM in the US was 
being carried out at CIFE using a web survey (CIFE 
2006) At 1st November 2006 it had 39 responses from 
AIA, CIFE and CURT members and had reviewed 32 
projects. The analysis suggested that Virtual Design & 
Construction / BIM was being used in all phases of design 
and construction. It now addresses key process problems; 
most respondents perceive high value but cannot quantify 
benefits and there are established programs for future 
expansion but also impediments which should not stop 
progress. The IT Barometer surveys of three Nordic coun-
tries were carried out in 1998 and 2001 (Howard, 
Kiviniemi & Samuelson 2002) and showed low aware-
ness of CAD standards and virtually no use of BIM. This 
is due to be repeated in 2007.  
In January 2007 The Finnish Funding Agency for Tech-
nology and Innovation commissioned a web survey 
among persons listed on the mailing list of their construc-
tion industry R&D programme SARA. In total 86 com-
pany experts answered the survey (Kiviniemi 2007). 
From the viewpoint of this study the key question was: 
"Has your organization participated in projects where the 
participants utilized shared product models". Among the 
design companies a majority (76 %) had used products 
models (52 % in under 10% of projects, 22 % in 10-60 % 
of projects and 2 % in over 60 % of projects). The corre-
sponding figures for other types of companies including 
contractors was 45 % overall YES with a detailed break-
down of 33 %, 9 % and 3 %. Interestingly Product model-
ling was the clear top priority for increasing ICT use in 
the next two years among designers (85%), whereas the 
other stakeholders had project extranets for document 
management as top priority (40%). The results from this 
study cannot be extrapolated directly to the industry as a 
whole, since companies (and experts) on this mailing list 
represent the most innovation-oriented in the Finnish con-
struction industry. However, the results indicate clearly 
the current development trend in Finland. 
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2 METHODOLOGY 

Broadly-based, quantitative surveys in the construction 
industry on IT-use have until recently showed widespread 
ignorance and little usage of the IFC standard. In order to 
find the critical success factors for implementation and 
use, it was decided to carry out a qualitative study based 
upon the views of a number of experts including those 
defining and implementing standards, end users and prop-
erty owners wishing to enforce them. A small number of 
questions were asked by email on the potential for BIM 
generally and the specific contribution of the IFCs. Re-
spondents were told that their views would be reported 
anonymously and that they could reference relevant pa-
pers or web sites. They were offered copies of the analy-
sis when it was complete. The emails were collected dur-
ing autumn 2006. The questions are shown in Table 1. 
Table 1. The study questions. 

General BIM questions IFC specific areas 

 

6. The timing and duration 
of the standardisation effort 
in relation to the general 
technical development of 
BIM technology 

1. Is it possible to create Building 
Information Models which can con-
tain and coordinate most of the data 
needed for design, construction and 
management of buildings? 

7. The resourcing and 
management of the techni-
cal IFC definition work 

2. What should be the role of stan-
dards, both formal and de facto, in 
the definition of BIMs, that can be 
used nationally and internationally? 

8. The simplicity versus 
complexity of the standard 

3. Do these standards already exist or 
are new ones needed, and who 
should develop, implement and pro-
mote them? 

9. The question of freezing 
versions of the standard for 
longer periods 

4. What benefits will result from 
applying standardised BIMs, and to 
which members of the building team, 
including owners and facility manag-
ers, will most benefit accrue? 

10. The resourcing and 
management of informa-
tion about the standard 

5. What changes are needed to the 
building design, construction and 
management processes to ensure that 
BIMs provide the greatest benefits? 

11. The development of 
IFC compliant software by 
vendors and related quality 
issues 

 

12. The commitment of 
major client organisations 
and construction compa-
nies to the standard 

 
By the end of 2006 18 responses had been received from 
experts in 7 different countries: Denmark, Hong Kong, 
Holland, Norway, Sweden, UK and USA. The greatest 
number was from Sweden and UK. Professional back-
grounds were approximately divided equally between 
architects, engineers, contractors and IT specialists, with 
about half of these having academic posts. Their re-
sponses were grouped according to the questions posed 
and common elements or differences noted and particular 
insights or recommendations recorded. 
 
 
 
 

Analysis of the responses 

1. Is it possible to create comprehensive BIMs? 
Predictably all the responses were qualified, and about 
equal numbers fell into the ‘Yes, but …’ and ‘No. but…’ 
categories. Other responses were that it is theoretically 
possible or that information modelling is nothing new. 
The reservations were mostly about the lack of defini-
tions, which the IFD library project aims to solve, and the 
lack of good software, with CAD vendors using the term 
in their own ways. BIM has become an important topic in 
the US and some managers are said to be ‘going for 
glory’ by attending meetings of the NBIMS. Most uses of 
BIMs are in specific areas with contractors using it for 
spatial coordination of projects and briefing trade contrac-
tors. The single building model is seen as cumbersome by 
some and will need to be used in conjunction with other 
forms of data. The Information Delivery Manual being 
developed in Norway should help implementation. It may 
be easier to coordinate through a single database and to 
keep the geometrical model simple. The single BIM has 
been a holy grail but it is doubtful whether there is the 
will to achieve it. 
Key statement: The Building Information Model may be 
have to be used first in specific areas. 
Key question: Which areas of BIM will current interest by 
property owners ensure become used?  

2. The role of standards, both formal and de facto, in the 
definition of BIMs 
When Alvar Aalto, the famous Finnish architect, was 
asked about dimensional standards he said that his office 
module was ‘about a millimetre or less’. Predictably the 
respondents to this question all believed in standards but 
differed as to what should be standardised, how formal 
standards should be and whether they were likely to be 
observed. The ability to transfer information digitally 
throughout the building process has emphasised the need 
for standards. For wide recognition it was felt that they 
should be formalised internationally by ISO, but that de 
facto standards which were widely used should be capa-
ble of formalisation. The European approach was said to 
be irrelevant to the US where the industry is more disor-
ganised and only procurement standards have any legal 
status. Diverse and changing project teams depend upon 
standards. Common libraries should be usable by differ-
ent BIMs. Proprietary standards are suspect and de facto 
ones, while faster to produce, often leave out essential 
elements. Standards should not be a barrier to creativity 
and innovation. They may apply to: language, products, 
elements or processes. Those relevant to construction 
mentioned include: IFC, IFL ISO 12006-3 
(Barbi/Lexicon), IDM, CIS/2 steelwork, GML city mod-
els, UN/CEFACT business, Process Protocol, Uniclass 
and Avanti. On the question of timescales most were pes-
simistic about widespread usage, even nationally, and 
questioned whether the lead was coming from the US or 
Europe. The critical factor was whether the intended 
beneficiaries of BIM standards appreciate the commercial 
need. 
Key statement: Standards are nominally supported, are 
most effective nationally, but need ISO endorsement. 
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Key question: Are property owners aware of how suitable 
BIM standards could benefit them? 

3. Do the standards already exist, and who should de-
velop, implement and promote them? 
Many standards relevant to BIM exist but there is a lack 
of a framework into which they fit. The IFCs are the ones 
to be encouraged but could be improved. If all software 
were compatible with these might there be no need for 
any more? BIM standards are poorly marketed and in-
complete. They need to be seen to be used by the top 
firms and should have support from clients, industry bod-
ies and governments. Development should be by experts 
from the construction industry with implementation by 
software companies. Some believe that useful standards 
do not exist and any new development should start from 
an unchanging metaphysical structure and ideas. More 
work is required in classification and data definition. Ob-
ject libraries, according to ISO 12006-3, are being devel-
oped in the Netherlands and their standard, NTA 8611, is 
being proposed to ISO TC59/SC13 as an international 
standard. There is no standard for modelling structures. In 
Hong Kong the architects lead the BIM process but engi-
neers have little incentive to follow. There is a lack of 
modelling standards for facility management. 
Key statement: A framework is needed into which all 
BIM standards can fit, including data definition. 
Key question: How should such a framework be defined 
to include all phases of construction and the future? 

4. What benefits will result to whom from applying stan-
dardised BIMs 
Almost no one questioned that benefits from BIMs were 
achievable and to all involved in the process. There were 
a few examples of savings achieved on individual projects 
and the NIST report (NIST 2004) was often quoted, and 
suggests that 2% greater efficiency could be achieved 
immediately and 10% after a few cycles. The main bene-
ficiary would be the client followed by the facility man-
agers, but all in the supply chain could benefit. One prob-
lem is that work by one member of the project team might 
benefit another and benefits ought to be shared by all. The 
greatest benefit from BIM would accrue over the lifetime 
of the building hence Private Finance Initiative projects, 
tendered for construction and operation over many years, 
might gain most.  
All these potential benefits depend upon the people and 
software being used. In the US 4D software combining 
3D models and project management was having an im-
mediate impact, and combinations such as Google Earth 
and SketchUp were successful in visualising buildings on 
their sites. The type of procurement is a factor, with fixed 
price contracts using BIM benefiting the contractor but 
design and build less likely to do so. In the UK the Heath-
row Terminal 5 and Stansted Endeavour House projects 
showed benefits to the whole supply chain, but this only 
applies to single solution projects with interoperability 
and use of standards. Some other projects have shown a 
100% increase in profits. Manufacturing industry has 
achieved over 30% savings from integrated IT but this is 
unlikely to be achieved in construction. In Europe produc-
tivity in construction is rising at only 10% of that in 
manufacturing. No one provided information on the cost 

of setting up, training staff and applying BIM systems, 
and this is an area that should be explored further. 
Key statement: Distribution of any benefits from BIM 
will depend upon type of procurement and responsibility 
for operation of facilities. 
Key question: What have been the costs and benefits of 
the projects already applying BIM? 

5. What changes to the process are needed to ensure 
BIMs provide the greatest benefits? 
It was generally agreed that major changes were neces-
sary but perhaps the BIMs and standards currently avail-
able needed to match industry procedures better. Institu-
tions should recognise the need for a new specialism in 
applying technology, standards and modelling, and being 
responsible for spatial coordination. Decisions need to be 
made earlier in an integrated process and time can be 
saved by parallel working. Technically BIM solutions are 
almost fully available but the commercial drive to apply 
them has hardly started. Education, from site operatives 
learning to read, write and handle numbers, to students 
getting more information on BIM, is essential for eventual 
success. If the pressure comes up from new graduates and 
down from commercial management, BIM systems will 
eventually come into general use. There is a need to inte-
grate project teams through giving responsibility for the 
whole process and partnering (Lessing). Information 
needs to be recognised as a strategic asset and paid for. It 
also needs to be constantly updated.  
There are benefits from applying BIMs to industrialised 
building. Some changes proposed are: integrating design 
and specification, automating regulations and creating a 
collaborative umbrella. Some of these changes are start-
ing to happen but BIM does not appear to be driving them 
yet. 
Key statement: Changes to the process are already start-
ing but there may need to be a special role to manage 
BIM, and special education. 
Key question: How should a BIM specialist and training 
be built into the construction process? 
 
The following questions relate to the particular develop-
ment of the Industry Foundations Classes 

6. The timing and duration of the IFC standardisation 
effort  
IFC development has taken about 10 years so far. Some 
feel that this was too slow and that resources were inade-
quate. Others feel that the timing is about right now that 
BIMs can be run on desktop computers. However general 
deployment of BIMs and IFCs could take 10-20 years. 
Standards development has been by interested and quali-
fied people but management in the US do not understand 
their significance. They only pay lip service to BIM. In 
smaller countries like Finland, Norway and Singapore 
there has been more success. For instance the R&D fund-
ing agency TEKES in Finland has been quite instrumental 
in promoting IFCs and is concerned with doing the right 
thing whereas stakeholders in the US are only concerned 
with the lowest price. Comprehensive standards such as 
the IFCs are not generally understood and are not being 
adopted. The IAI has been around so long that people 



 51

have forgotten it or become bored. Some software prod-
ucts based on it are available but the scope was too broad. 
The move to include specific formats, like CIS2, is good. 
IFC development started at the right time but with little 
knowledge of existing standards and has delayed the de-
ployment of BIM. STEP AP221 might have been a better 
starting point. There is a need to support specifications 
and costs. A user friendly interface is essential. There is a 
need for a technical audit of IFCs and an enquiry into 
what support vendors are giving. 
Key statement: The IFCs have a new stimulus through US 
property interest in BIM and the IAI re-branding as 
BuildSMART, but easy to use software implementations 
are still needed. 
Key question: What is the real commitment of CAD ven-
dors to implementing IFCs and other standards? 

7. The resourcing and management of the IFC work 
Almost all said that resources and coordination were in-
adequate. Is this the fault of the IAI? The best people need 
to be paid to work full time on the IFCs and vendors 
should contribute. More companies are beginning to in-
vest in BIM. Pioneers have to take the first steps before 
commercial companies join in. Development of IFCs has 
been confined to a small circle of enthusiasts. Develop-
ment of OGC has achieved more but with greater re-
sources. IAI resources and membership may now be de-
creasing owing to development and adoption taking too 
long. If CAD vendors really want interoperability they 
can provide it but it may limit sales of their software. Us-
ers do not see that they have a problem. 
Key statement: If benefits to property owners can be 
quantified from case studies, resources could be generated 
for raising awareness of BIM/IFC. 
Key question: How can potential changes in the process 
through BIM/IFC be presented in economic terms? 

8. The simplicity versus complexity of the IFC standard 
The IFCs are complex but this need not be apparent to the 
user. Less complexity means less functionality. Mobile 
phone standards are easy to use because they are built into 
the phones. W3C OWL could supersede some aspects of 
IFCs. Simplicity could be introduced through subsets eg: 
views, a stable core (ISO PAS) and ifcXML. Models need 
the elegant simplicity of some drawings with less explicit 
information and more tacit knowledge. There is a need to 
test translators. Simplicity is paramount and leads to eas-
ier understanding and implementation. 
Key statement: IFCs should be presented in the simplest 
possible terms using any relevant techniques. 
Key question: How could IFCs be built into widely used 
software applications? 

9. Should versions of the IFC standard be frozen for 
longer periods? 
The general feeling was that IFC versions should be fro-
zen for longer periods to encourage development of soft-
ware. Individual suggestions were for 2 or 4 years. If not 
it will be impossible for all implementations in the world 
to be in step. An upward migration path between versions 
is essential. There should be an advised method for man-
aging versions. Segmentation into application domains 
might meet development requirements without having to 

revise the whole standard. Some outsiders exaggerate the 
difference between versions. There has been a stable core 
to IFCs for some time. This has been added to but not 
changed. 
Key statement: A framework for BIM standards could 
include timescales planned for IFC versions. 
Key question: What management advice is needed to help 
users to choose appropriate standards from such a frame-
work? 

10. The resourcing and management of information about 
the IFCs  
Promotion of IFCs is critical to their success. Organisa-
tions like ISO can help this. The EU does nothing al-
though IFCs are used in their research projects. Technical 
presentations tend to put off the people who should be 
supporting them. Awareness of IFCs appears to be im-
proving via semi open source publication. The latest 
BuildSMART initiative and web tools are improving 
marketing and dissemination. 
Key statement: As stated previously owners expecting 
savings should support promotion of BIM/IFC and publi-
cise their effect on their projects. 
Key question: Could case studies from all parts of the 
world be collected and presented together with economic 
analysis? 

11. The development of IFC compliant software by ven-
dors  
Development and quality testing should become self regu-
lating eventually. Poor software will be superseded. The 
construction industry is too big a market to accept sloppy 
software. The better products may become de facto solu-
tions. Some vendors are implementing IFCs because they 
have to rather than because it is the right thing for them. 
ArchiCAD and Allplan were pioneers in BIM support. 
ADT and now Revit 9.9 have import and export facilities. 
IFC Models have been passed between ArchiCAD and 
Revit with some objects not defined in IFC 2X2 missing. 
Some vendors are actually obstructive. Testing of ex-
changes has been discouraged. Quality testing levels have 
now been raised from lax to stringent. There needs to be a 
reality check on the IAI who claim that IFCs are used 
across the world when they are mainly used by academ-
ics. 
Key statement: Related to a framework of BIM standards 
there should be information on vendors’ commitment and 
testing of their products. 
Key question: Would realistic assessments of IFC use, 
linked to leading owners and projects, be more effective 
in promoting BIM/IFCs?  

12. The commitment of major stakeholders to the IFCs 
This is critical to the success of BIM and IFCs. IFCs are 
not yet used and most industry is unaware of them. De-
velopment has been top down. The people who produce 
drawings do not care about IFCs but if there are products 
to help them they would make use of them. Why should 
construction industry firms commit to something irrele-
vant to their practice? There are few committed individual 
users and if they move the initiative is lost. Some major 
government clients in Norway (Statsbygg), the US (GSA) 
and Finland (Senaatti) are beginning to take IFCs very 



The key statements following each question were an at-
tempt to express the most common and constructive 
thoughts of those responding to it. Inevitably common 
themes occur that link the different questions and start to 
form a conclusion to this paper, while the key questions 
suggest further work related to these statements. 

seriously. The Digital Construction project in Denmark 
(Det Digitale Byggeri 2006) and HITOS in Norway are 
examples of BIM initiatives. There is also growing com-
mitment in China but the UK government does not seem 
to be aware. There is a lack of investment here both when 
the industry is busy and when there is little work. In Hong 
Kong a few cases show that architects lead the BIM proc-
ess but other consultants have little incentive to follow. 
Clients who claim to be using IFCs should be surveyed to 
find out their real level of commitment. 

1. The idealistic goal of BIM has been to provide a sin-
gle building model capable of being used throughout 
the process. This requires a huge leap which has, so 
far, mainly been applied on trial projects. There is 
some evidence that BIMs may have to be applied to 
particular processes first, the example being the 
NBIMS in the US which uses simple .pdf files that 
can be checked automatically at the briefing and early 
design stages. Successful implementation of standards 
or models at an early process stage can lead on to re-
use later in the process but the question arises of who 
benefits from the extra work done by lead designers. 

Key statement: Perhaps IFCs should be presented as a 
little known secret that can give a competitive edge rather 
than as an obvious solution that all should be applying. 
Key question: If clients were given a BIM standards 
framework, and simply presented statements of their real 
capabilities, would they indicate their current and future 
levels of commitment? 
 2. Standards are like mother’s milk; no one is against 

them but few apply them comprehensively. National 
groups have often been successful in implementing 
modest standards such as those for CAD layers, but 
international implementations need to be tailored for 
local cultures and conditions. Official endorsement, 
preferably by ISO, can give wide recognition but is no 
substitute for promotion and implementation in soft-
ware. 

 
3 CONCLUSIONS 

The information collected is very diverse and contains 
contradictory statements but is based on much experience 
of introducing new technology to the construction indus-
try. It raises as many questions as it answers but there has 
been no time to follow these up except by reference to 
some recent surveys and reports. The time seems promis-
ing for a renewed drive towards moving at least some 
leading property owners and their consultants and con-
tractors into greater use of BIM and the standards that 
support it. The object of this paper has been to distil from 
the experience of a few international experts some sug-
gestions for better information, guidance and education in 
the economically viable means of using the tools and 
standards that exist and making further developments 
where necessary. 

3. There are many standards relevant to BIM, not just 
those that aim to address the single building model. A 
framework of relevant standards, showing their capa-
bilities, stage of implementation and potential bene-
fits, would help users to assess the appropriate level 
for them. The ability to move from the more basic 
standards towards those offering a comprehensive so-
lution might then become more feasible. 

 
Table 2. An example of the framework proposed for documenting developments in BIM. 
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4. The process in which BIMs can provide most benefit 
implies that there are long term relationships between 
those involved. These can be achieved by partnering 
so that consultants and contractors are appointed early 
in the process, by framework agreements allowing 
teams to work together on a series of projects, and by 
Design Build and Operate contracts where the benefits 
of using BIMs can be obtained over the lifetime of the 
building. 

5. It was suggested that, in order to develop more ad-
vanced use of BIMs, there should be a special role in 
the project team for an information manager who 
could coordinate use of models throughout the project. 
This role coupled with better student education on the 
techniques of BIM would eventually drive firms to-
wards a greater commitment. 

6. The IFCs have now received ten years of develop-
ment, but with insufficient resources and dependence 
on a small number of experts. The signs are that some 
property owners are becoming aware of the benefits of 
BIM and that, coupled with the new image of the IAI 
as BuildSMART, there could be a new surge of enthu-
siasm. However there are complexities that need to be 
hidden within good software implementations. 

7. There are now several case studies of the use of IFCs 
and the benefits obtained, both in quantity and quality, 
could be presented in a common format. This would 
help property owners to see the potential and might 
generate resources from them to provide the wider 
promotion necessary. 

8. The IFCs could be presented in simpler terms. Some-
times the technical expertise of those producing them 
has deterred potential users. The concepts are simple 
and, if they can link directly to usable software, any 
relevant techniques should be used for this. There is 
much work on data dictionaries and these are essential 
to common terminology particularly internationally. 

9. Concern was expressed about the timescales of differ-
ent releases of the IFCs. Although there has been a 
stable core for some time, a framework for BIM stan-
dards could indicate likely release times looking for-
ward several years. 

10. Publicity is essential if particular standards are to be 
more widely used. Property owners should use suc-
cessful case studies for promotion and identify the 
benefits they have obtained. 

11. Software vendors are a key element in BIM and, 
where they have implemented IFCs, they should state 
to what level these have been tested, and what their 
real commitment is. 

12. The IFCs have been presented as the ideal solution to 
the inefficiencies of the whole construction industry. 
In the long term, and with continuing development, 
this may be possible but the key to use of many inno-
vations is the pioneer users who achieve significant 
success. To promote BIM and the leading IFC stan-
dard as a secret route to competitive advantage could 
be a more successful approach. 

This may seem to be contradictory in that wider promo-
tion of BIM requires publicity for successful projects, but 
there may be very effective uses of BIMs that are un-
known and quietly benefiting their users. What this study 
points toward as the main aid to progress in the wider 

usage of BIMs and the standards that underpin them, is 
the development of an authoritative source of information 
on all relevant standards and tools, case studies of their 
use, preferably with some economic analysis of benefits, 
and hard information on the level of conformance of 
software products. This is something that could be built 
from existing information, supplemented by further dis-
cussion with property owners who have used the tools 
that exist, and maintained by an international body such 
as CIB W78. 
The framework that is proposed would relate the use of 
BIM standards and tools to the stages of a building pro-
ject, would include information from case studies and 
CAD vendors, and cover as many countries as possible. 
The questions that arose from the work in this study could 
be answered by some further research and presented 
within an agreed framework that allowed for a range of 
levels of solution, presented with evidence of their bene-
fits and looking towards future developments. Any new 
project should ideally start by a consideration of the rele-
vant standards to be applied and the software tools avail-
able to the project team. The client organisation, and ini-
tially this would be the large property owner who is al-
ready aware of potential benefits, would impose the 
agreed standards, provide any special resources necessary, 
and allow publication of the results as a case study. Their 
commitment to applying the standards would need to be 
stated and the procurement path to obtain maximum bene-
fits is an essential element in achieving the objectives 
towards which so many academics, standards and soft-
ware developers have been working for over thirty years. 
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ABSTRACT: In the last couple of years, construction companies have invested in the development of engineering and 
construction project information platforms (ECPIP). ECPIPs store information items in databases on centralized serv-
ers and enable project managers to track different versions of and relations between information items. However, most 
commercial ECPIPs do not support the duality of product and process management that is needed by the construction 
industry. With the emergence of three dimensional (3D) building information product models to support project man-
agement this shortcoming of commercially available systems is becoming increasingly critical. This paper motivates 
this product-process management problem, addresses a number of emerging solutions, and proposes a conceptual ar-
chitecture and development process towards ECPIPs. 
KEYWORDS: project management, 3D, building information model, communication platforms, product lifecycle man-
agement. 
 
 
1 INTRODUCTION 

Surveys conducted by InformationWeek show that pro-
fessionals in all industries struggle with the problems of 
how to best store electronic information and how to best 
retrieve it (McGee, 2007; Rob, 2007). In the construction 
sector these problems are even more prevailing as con-
struction projects operate in drifting environments 
(Kreiner, 2007). Information on construction projects 
changes constantly as (1) client needs are dynamic and 
misunderstood, (2) engineers need to seek constant feed-
back from the environment, and (3) different organiza-
tions embedded in different social contexts need to inter-
act frequently. This causes a paradox with respect to the 
exchange and storage of information. On one hand, pro-
ject information is updated frequently, often tacitly in the 
heads of the engineers as decision making in drifting en-
vironments strongly relies on individual experience 
(Kreiner, 1995). On the other hand, due to the large num-
ber of involved stakeholders, a constant exchange of in-
formation is necessary. Additionally, engineers working 
on construction projects not only need to manage infor-
mation about the product that needs to be built, but they 
also need to manage the resources that are needed to build 
the product, like time, money, materials, or laborers. 
Computer-based engineering and construction project 
information platforms (ECPIP) that support construction 
professionals need to address these two dimensions: 
product and project management.  
In the last couple of years, the construction industry has 
started to invest in the development and implementation 
of engineering and construction project information plat-

forms (ECPIP). Currently, these computer platforms ei-
ther support mainly project management in the areas of 
cost and schedule control or product management within 
CAD systems and product lifecycle management plat-
forms (PLM). The advancement of project management 
tools that use three-dimensional computer models of the 
construction product however makes a separate imple-
mentation of ECPIPs for product and project management 
undesirable. ECPIPs need to integrate product and proc-
ess management processes.  
This paper introduces the work of a research consortium 
of construction companies and the Center for Integrated 
Facility Engineering (CIFE) at Stanford University in 
California. The consortium was founded in 2005 with the 
aim to develop such an integrated ECPIP. The first part of 
this paper briefly assesses the current state of ECPIP-
related technologies in the industry. The second part of 
the paper describes the vision of the consortium about the 
functionality of ECPIPs in the future. Finally, a research 
and development approach is introduced that explains 
how the consortium anticipates to develop and implement 
ECPIPs that integrate three-dimensional models with pro-
ject management tools across all important project and 
business functions. 
 
 
2 ECPIPs AS A TECHNOLOGY ENTERPRISE AR-

CHITECTURES FOR THE CONSTRUCTION IN-
DUSTRY 

Companies use enterprise architectures to align the im-
plementation of technology to the company’s business 



strategy (Chorafas, 2002: p.3). At the heart of each enter-
prise architecture is therefore a model of the business. 
This model represents both data and processes that are 
used by the employees of the firm during their daily work. 
Additionally, enterprise architectures define the processes 
of the company at both the highest levels and lowest lev-
els of the firm (Inmon, 1986: p.2).  
In a hierarchically organized company that produces stan-
dardized products that have been designed at an earlier 
point in time these data models and processes can be de-
veloped along a one-dimensional axis. Employees at the 
bottom of the company’s hierarchy need to have access to 
detailed data that can be easily exchanged among the dif-
ferent business units along this one-dimensionally axis. 
To support higher hierarchical levels, the data can be 
more and more aggregated as it is passed through middle 
management to the executive levels of the firm to support 
strategic decision making.  
The business processes of the typical design or construc-
tion company cannot be easily organized in such a linear 
manner, since each company works on multiple unique 
products simultaneously. A duality of functionality is 
needed for project-based firms (Ahuja et al., 1994). On 
one hand the firm needs to organize processes to manage 
the resources that are needed to accomplish the work on 
each of the single unique products of the company. On the 
other hand the products, e.g., the buildings, facilities, and 
their systems and components, need to be developed by 
functional specialists that are often shared among the dif-
ferent projects of a company. Therefore, an enterprise 
architecture for a construction or design company needs 
to be able to model data and processes along two dimen-
sions: the product management dimension and the project 
management dimension. However, most commercially 
existing ECPIPs for the construction sector only support 
one of these dimensions. The next section gives an over-
view of these ECPIPs.  
 
 
3 EXISTING ECPIP SOLUTIONS  

As mentioned above, project management platforms tradi-
tionally focus on scheduling and budget control. In con-
trast, product planning and design platforms are con-
cerned with managing the functionalities of a product. 
Recently, both sides have started to integrate more and 
more functionalities of the other management function. 
However, none of the existing commercial platforms can 
cover the whole range of data and process models across 
the product and process dimensions. The following two 
subsections introduce each of the two groups of solutions. 
 
3.1 Integrated project management platforms 

Traditionally, project management software supports 
critical path scheduling or cost control on single construc-
tion projects. Recently, these project management plat-
forms are integrating scheduling and cost control from a 
number of different projects to enable firm-wide resource 
planning. Figure 1 shows a schematic diagram of such a 
commercial project management platform. These plat-
forms support project-management-specific transactions 

and operations on a lower level, specifically with respect 
to cost, schedule and resource management. Additionally, 
these platforms offer functionality that can aggregate data 
gathered at the project management level to support high 
level strategic decisions on an overall project or firm ba-
sis. Some of the main vendors of project management 
platforms are Primavera (http://www.primavera.com), 
Cando Projects (http://www.candoprojects.com), Micro-
soft Project (http://office.microsoft.com), MPMM 
(http://www.mpmm.com), Planisware OPX2 
(http://www.planiswareusa.com) and OmniPlan 
(http://www.omnigroup.com). 

 
Figure 1. Typical Architecture of a Project Management ECPIP. 
 
Researchers have started to develop architectures to inte-
grate three-dimensional product models into project man-
agement ECPIPs to support some business sub-processes 
(Hajjar, 2000; Caldas, 2003). However, state-of-the-art 
project management ECPIPs have not yet developed un-
derlying data models to store three-dimensional product 
data. Typically, product information can currently only be 
stored in project management platforms as unstructured 
data in the form of files. Thus aggregating and integrating 
the information across different product, project, and 
business functions in the product lifecycle is not easily 
possible.  
 
3.2 Product lifecycle management 

Product lifecycle management (PLM) solutions enable 
management to control the development of a product 
throughout its lifecycle. Furthermore, PLM solutions en-
able the cooperation between different companies that 
work on the development of one product. From a business 
perspective, PLM solutions allow engineers to manage 
the status of the development process of a product and, in 
particular, they enable engineers to manage changes on 
multi-stakeholder projects (Saaksvuori, 2005: chapter 1). 
Commercial product lifecycle platforms have been mainly 
implemented in the manufacturing, automotive, and 
Aerospace industry. Some of the main PLM solution pro-
viders are UGS (http://www.ugs.com), Dassault Systemes 
(http://www.3ds.com), Oracle (http://www.oracle.com) 
and SofTech, Inc. (http://www.softech.com). Figure 2 
shows a typical architecture of a PLM solution. 
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One of the main features of PLM solutions is the storage 
of three-dimensional product data. This enables engineers 
to view the product from different angles and to cut arbi-
trary sections through it. In this way the development of 
the product is supported visually. Information from each 
of the product development functionalities can be aggre-
gated to support the management of the different product 
development functions across products. This enables 
functional managers to reuse design and manufacturing 
knowledge created during the design of one product for 
the design of other products. Finally, the product data can 
also be aggregated to support strategic decision making of 
the executives of the company within the areas of product 
development. Lately, PLM solutions are moving towards 
the integration of project management functionalities. 
However, these functionalities still remain a small part of 
PLM platforms. According to Stark (2005: p. 407) project 
management contributes only about 5% of the functional-
ity of an overall PLM solution. 

 
Figure 2. Typical Architecture of a Product Management 
ECPIP. 
 
In the construction sector, significant research has been 
conducted in the area of product modeling. For example, 
researchers have developed the Industry Foundation 
Classes (IFC), a quasi-standard data model to capture 
three-dimensional representations and related data of 
buildings. While most of the existing CAD software ap-
plications and some product lifecycle management solu-
tions support the IFC data model, only a few commer-
cially available product analysis applications accept input 
data in the IFC format. Furthermore, commercially avail-
able product management applications for construction, 
so called building information modeling (BIM) tools, are 
available to support the development of buildings. Unfor-
tunately, project management functionality within these 
BIM applications is still only rudimentary. Only some 
researchers have conducted studies on how to integrate 
project management functionality with IFCs, especially in 
the area of change order management (Mao, 2007; Cal-
das, 2005). 
This section showed that there are two different avenues 
for the development of ECPIP solutions for the construc-
tion sector. While in the last years both solution groups 
have slowly started to integrate features of the other per-
spective, no commercial platform has been developed so 
far that is able to support both functional dimensions of 

the management of design or construction companies 
completely. Especially, the integration of three-
dimensional product models with construction manage-
ment platforms is a field that will require substantial re-
search and development. Therefore, the Center for Inte-
grated Facility Engineering (CIFE) at Stanford University 
has founded an ECPIP consortium. In this consortium 
CIFE is collaborating with a number of construction 
companies to research the requirements of an ECPIP that 
integrates three-dimensional product information and 
product related work processes. The next section de-
scribes some of these requirements. 
 
 
4 CONSTRUCTION OF ECPIPs IN THE FUTURE 

The two approaches to implement ECPIPs described 
above can, in general, if implemented together, cover 
most of the business processes in the construction indus-
try. However, a simple implementation of one existing 
system from each approach will result in an environment 
that is difficult to use and to manage as business proc-
esses are modeled in overlapping, redundant, and related 
systems (Inmon, 1986: p. 5).  
One example of an application of three-dimensional mod-
els that shows these problems in detail is the use of three-
dimensional computer models for the coordination of Me-
chanical, Electrical, and Plumbing (MEP) systems (Khan-
zode et al. 2006). The three- dimensional models pro-
duced by the MEP and other relevant disciplines are usu-
ally combined and managed by product lifecycle man-
agement solutions. These product lifecycle solutions track 
the inputs to the combined three-dimensional model by 
the contractors that are responsible to design and con-
struct the different sub-systems of the building. Further-
more, they support the automatic detection of clashes be-
tween the systems. Additionally, however, a project man-
agement system is needed to manage, e.g., the resolution 
of the clashes. Some of the project management issues 
that need to be managed during the coordination of MEP 
systems include the tracking of clashes that the various 
contractors need to resolve, the management of requests 
for information of the various stakeholders, and the updat-
ing of project budgets and schedules according to change 
orders that need to be issued. As the systems that practi-
tioners use today are used to support project management 
do not have direct access to the 3D product modeling sys-
tem, references to the product are integrated into the pro-
ject management systems as snapshots, sketches, or refer-
ences to files. This redundant data storage, in turn, often 
leads to update problems. For example, 3D product mod-
els are not updated with the design information contained 
in the sketches that are referenced in the project manage-
ment systems or references that are stored in the project 
management system reference outdated 3D product model 
files.  
To support such business processes, it is important that 
construction companies develop a blueprint for a busi-
ness-based information system. The next section intro-
duces a conceptual architecture for such an ECPIP system 
and develops a number of high level requirements that 
such a system should consider.  
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4.1 Conceptual architecture 

Figure 3 shows a high-level representation of the required 
architecture for a business-based system that integrates 
project and product management. The matrix form of the 
model represents the two-dimensional data flow that will 
be necessary for the adequate representation of the busi-
ness-processes of a design or construction company. Each 
cross-point within the matrix depicts a functional business 
process that requires the integration of the product and 
project management dimensions, such as the MEP coor-
dination process described above. The overall ECPIP sys-
tem needs to integrate sub-systems that can model the 
data and business processes that are required for each of 
these cross-points. Each of the sub-systems needs to ex-
change data along two dimensions so that the project 
management and the product management of the adjacent 
sub-systems can be supported adequately. Additionally, 
each of the subsystems needs to be able to aggregate data 
to support higher level project or product business deci-
sions. 

 
Figure 3. Typical Architecture of an Integrated Product and 
Project Management ECPIP. 
 
A business-based information system that is based on this 
architecture will support a design or construction com-
pany in its two main functions: project and product man-
agement. On the project management side, the system can 
support project managers during their daily project trans-
actions and operations, project directors to manage re-
sources on a project level, and company executives to 
manage resources for the overall firm. On the product 
side, the system can enable engineers to develop unique 
products while they are simultaneously able to manage 
specific functional product development disciplines 
across projects. Finally, the system will enable executive 
management to make product and project related deci-
sions on an overall firm level. 
 
4.2 Requirements 

According to Inmon (1986: p.6) a business-based-system-
model blueprint needs to  

1. Enable system architects to decide which part of the 
system will be built first (prioritization of activities), 

2. Ensure that each part of the system serves the major 
business purposes and relates to the other sub-systems 
in an efficient manner (total business requirements), 

3. Ensure that each sub-system’s processes and data 
models are invented and built once (reuse of data), and 

4. Define clear-cut responsibilities for the various users 
of the various sub-systems (domain integrity). 

A blueprint for an ECPIP system should consider each of 
these points: 

1. The blueprint needs to identify which of the functional 
business processes on construction projects need to be 
supported by an integrated project and product man-
agement platform. Then system architects need to es-
timate the respective costs to develop each of these 
functional sub-processes. In a next step, the architects 
need to compare the estimates to the predicted benefits 
each of these functional sub-processes promises if 
used in practice. According to this cost-benefit analy-
sis the architects have to prioritize the different func-
tional sub-systems so that they can decide which of 
these systems to implement first. 

2. The blueprint needs to specify the data structures and 
the data transfer processes that are needed to serve 
each of the functional business processes. Addition-
ally, data interfaces with other functional business 
processes need to be defined. 

3. The blueprint needs to ensure that data structures and 
processes of functional business processes do not 
overlap each other for project and product manage-
ment. 

4. The blueprint needs to define organizational positions 
that are responsible for managing the different busi-
ness processes. Furthermore, the blueprint needs to 
define who is responsible for the input and mainte-
nance of data and who needs to be able to update dif-
ferent data items. Additionally, the blueprint needs to 
outline the organizational positions that will be af-
fected by a change of data in one of the functional 
business processes. 

Ease of use is another important requirement for ECPIP 
systems. Engineers and project managers on construction 
projects need to be able to integrate the new supporting 
systems seamlessly into their daily working processes. In 
addition to the definition of responsibilities of the various 
actors mentioned above, this task also requires that the 
user interfaces of the system are easy to learn and use and 
are customizable for each of the actors.  
 
 
5 DEVELOPMENT ROADMAP 

We envision the following research process to generate 
the knowledge needed to develop and implement an 
ECPIP: 

1. ECPIP system engineers need to develop an enhanced 
understanding of the complex problems that practitio-
ners face during their daily work. Moreover, due to 
the drifting environment of the construction industry, 
most of the knowledge on how to solve complex prob-
lems is tacit knowledge (Kreiner, 1995). Thus, system 
developers face the challenging task to capture this 
tacit knowledge and the experience of the practitioners 
and convert it into functional business processes. 

2. Researchers and system developers need to develop an 
understanding about the culture in which practitioners 
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work to solve complex design and construction prob-
lems. This is important as the ECPIP system needs to 
support practitioners when they are making sense of 
problems and while they are interacting with each 
other and with disparate product and process data sets. 
How professionals engage in these two tasks is largely 
defined by the roles, norms, and values of the profes-
sionals and thus by the culture in which they work. 
The culture also defines the different viewpoints that 
practitioners use to interpret data during problem solv-
ing tasks (Checkland, 1990: p. 49). The ECPIP needs 
to be able to seamlessly integrate into this culture to 
gain acceptance among practitioners.  

3. After the implementation of an ECPIP system that 
models the processes existing at the pre-
implementation phase, it is most likely that practitio-
ners will change their way of working. We anticipate 
that practitioners will change existing processes and 
data models. Additionally, it is most likely that roles, 
viewpoints to interpret data, norms, and values will 
change (Checkland, 1990: p. 20). Thus the imple-
mented ECPIP system might model obsolete processes 
and might not support the new processes efficiently. A 
constant adaptation of the ECPIP system will be nec-
essary. 

One research methodology that is well suited to solve 
these problems is action research (Baskerville, 1996). 
Action research is a method for test case research on pro-
jects (Yin, 2003; Eisenhardt, 1989). Detailed descriptions 
of the action research process can be found in Susman 
(1983), Checkland (1990), or Baskerville (1996). One 
important characteristic of action research is that practi-
tioners and researchers work closely together throughout 
the whole research process. The researcher starts doing 
practical work and the practitioner starts doing research. 
In this way it is possible to gather and simultaneously 
verify knowledge about complex processes and determine 
how practitioners follow these processes in their respec-
tive professional culture.  
Figure 4 shows the action research process that the ECPIP 
consortium plans to use during the development of the 
ECPIP system. In a first step researchers will need to ob-
serve processes, the required data models, and the culture 
on a number of test case projects that implement 3D 
product models to support construction management 
processes. From these observations, functional business  
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Figure 4. Action Research Cycle for the Development of an 
ECPIP. 

processes that can be supported by an integrated project 
and product management ECPIP need to be identified. 
After prioritizing the identified functional business proc-
esses using a cost-benefit analysis, system developers 
need to program sub-systems of an overall ECPIP envi-
ronment that support the functional business processes 
that offer the greatest benefits. The developed sub-
systems will then be implemented by project teams on 
case projects, and researchers will engage in another itera-
tion of observations, analyses, development, and imple-
mentation. 
A number of researchers have already observed how 
three-dimensional product models have been applied to 
support project management on construction projects. 
Some of the latest efforts in this area are, for example, 
Jongeling and Olofsson’s (2007) exploration of how 
three-dimensional product models support the scheduling 
of work-flows, Hartmann and Fischer’s (2007) explora-
tion of how three-dimensional product models support the 
constructability review, and Khanzode and colleagues’ 
(2006) exploration of how three-dimensional models can 
support the coordination of design and construction of 
mechanical, electrical, and plumbing systems. The ECPIP 
consortium plans to develop a number of ECPIP sub-
systems that will support some of these specific func-
tional business processes. In a next step, the consortium 
plans to implement these systems on test case projects. 
The implementation can then be observed and analyzed 
jointly by researchers and practitioners. Developers can 
than improve problematic parts of the sub-systems. Con-
currently, more sub-systems can be integrated until an 
ECPIP system has been developed that can support the 
main project and business processes of construction and 
design companies. 
 
 
6 CONCLUSIONS 

This paper described one of the major challenges for 
technology development the construction industry will 
face in the next couple of years. With the advent of so-
phisticated three-dimensional product models of facilities 
that support the project management for construction pro-
jects, new ECPIPs for design and construction companies 
can be developed. These ECPIPs need to support all the 
functional business processes of practitioners and inte-
grate project and product management. The paper showed 
that this problem cannot be supported so far by commer-
cially existing software as these applications only support 
either project management processes or product manage-
ment processes sufficiently.  
The paper introduced a conceptual framework for such 
ECPIPs that support project and product management 
processes. This ECPIP framework is able to support func-
tional business processes that need to exchange data into 
the two dimensions of project and product management. 
Additionally, the framework is able to aggregate data to 
support upper management decision making.  
To develop ECPIPs that can simultaneous support product 
and project management it is important for researchers to 
identify the business and project processes that practitio-
ners use. Additionally, it is important for researchers to 
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integrate the ECPIPs into the culture of the practitioners 
to foster the acceptance of ECPIPs in practice. Account-
ing for these requirements, this paper introduced a road-
map for this development that uses an action research 
methodology. Using this methodology, it should be possi-
ble for the developers of the ECPIPs to iteratively pro-
gram and implement sub-systems that support specific 
functional business processes. During these iterative im-
plementation steps the action research methodology en-
ables researchers and practitioners to evaluate the effi-
ciency of these sub-processes and improve the sub-
systems accordingly for the next iteration. In this way, the 
ECPIP developers can implement and test functional 
business processes one after the other until an ECPIP has 
been created that can support the product and project 
management of a new facility throughout its lifecycle. 
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EVALUATION OF IFC OPTIMIZATION 
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ABSTRACT: Today Industry Foundation Classes (IFC) with considerable number of implementations presents almost 
“de-facto” standard in the Building Information Modelling (BIM). The idea of architecture, engineering, construction 
and facility management (AEC-FM) software interoperability may be easy understandable but the current standard 
implementations performances are not always satisfying. Although various deficiencies can be concluded from evalua-
tion reports and the pilot projects presented research focuses only on model optimization issues. IFC files generated 
with the most commonly used architectural design applications are as a rule not optimal regarding the record length 
and as deduced from previous research work several easily resolved optimization procedures could be applied. Pre-
sented case study is based on Solibri IFC Optimizer, the only IFC optimization tool available. Several simple and com-
plex models were tested and optimization results have been closely examined. Prospects and constraints of presented 
optimization are discussed at paper closing. 
KEYWORDS: BIM - building information model, IFC - industry foundation classes, interoperability, optimization, soli-
bri IFC optimizer. 
 
 
1 INTRODUCTION 

Several initiatives to implement BIM in the AEC-FM 
sector with different implementation success can be com-
prehended from information and communication technol-
ogy (ICT) history. Currently IFC present most general 
and most comprehensive BIM ever implemented in the 
AEC-FM sector software. STEP methodology based 
product model vision is to contain all vital information 
about a specific building in its lifecycle to the certain 
level of accuracy. With its layered structure and possible 
model expansion through “Extension Projects” the IFC 
share common complex models destiny: never completed 
and always under construction.   
Freely available IFC specification (IAI, 2007) lists the 
entities and corresponding attributes which are used to 
describe BIM. The final result within file exchange is 
STEP based physical file (ISO 10303-21: Clear Text En-
coding of the Exchange Structure) which can be ex-
changed with other IFC compatible applications. Al-
though AEC-FM community has presented more conven-
ient ways of handling IFC models (model servers) most of 
every day practice projects is still based on file exchange. 
Modern BIM includes enormous set of information which 
can result in hardly manageable IFC files due to the text 
based record. Expected contented end users can easily be 
substituted with frustrated ones as proven with several 
pilots and real life AEC-FM projects. VTT research pro-
ject SPADEX (Backas 2001) listed IFC file size as one of 
seven keystone implementation obstacles and conse-

quently dissuade IFC 1.5.1 release usage. Stanford PM4D 
report (Fischer & Cam 2002) also exposes IFC file size as 
a major burden on computer hardware, software and net-
works, adversely impacting the manipulation and general 
performance. As concluded from introduced reports the 
implementation challenges of large file size present moti-
vation for further research in the partial data exchange 
and in database model servers. As result of first evalua-
tion reports later IFC releases (2.0 forward) use simplified 
description of certain parts of the model but without any 
evident success regarding to the file size diminishing. 
(Bazjanac 2002) gathered experiences from early de-
ployment projects and presented them as “six early les-
sons learned” (2.0 and 2x release). As assumed the project 
model exchange file size is one of them. Cited author em-
phasizes that even a modestly sized building can easily 
approach limits of manageability. Therefore up-to-date 
hardware is required for considerable working conven-
ience. When planning investments into the hardware IFC 
extension projects and more and more detailed modelling 
has also be taken into the consideration.  
Considerable part of “constrains” in recent evaluation 
reports (Amor & Ma 2006; Dayal 2004; Pazlar & Turk 
2006) is still related to the frustrating IFC file managing 
experiences. Database model servers are still not com-
monly used in practice and although appreciated BLIS 
defined partial model exchange (BLIS 2002) can face 
difficulties when assuring general BIM consistency.  

  



2 MODEL MAPPING 

Each AEC-FM software tool has its own internal repre-
sentation of semantic artefacts. In order to achieve appli-
cation accordance with IFC standard two schema map-
ping has to be provided: mapping between internal model 
and IFC model for export purposes and mapping between 
IFC model and internal model for import purposes (Ma et 
al. 2006). Both mappings are not trivial and due to the 
application specific internal representation perfect seman-
tic mapping cannot be expected.  
Due to the various possibilities offered by IFC specifica-
tion some applications describe the same semantic con-
struct differently than the others. Cube as the most ele-
mentary example is geometrically always presented as 
“Boundary representation” (Foley et al. 1995) but once as 
an extruded area solid and secondly as a collection of 
surfaces bounded by loops. Implementers can freely 
choose the approach which best suit their needs.  
 
 
3 OPTIMIZATION 

Optimization is the process of modifying a system to 
make some aspect of it work more efficiently or use fewer 
resources. In general computer science related problem 
optimization may refer on more rapid execution or on 
capability of operating within a reduced amount of mem-
ory storage, or on improving some other issues. Although 
the word “optimization” shares the same root as “opti-
mal”, it is not common that debated procedure would re-
sult in the truly optimal system. As common in computer 
science, optimization usually refers to more efficient 
software. In presented research work term optimization 
represents process of reducing IFC file size without any 
information loss. 
Compression of STEP physical file presents the most 
simple but also most widely used optimization method 
which is clearly effective only within model manipulation 
process (like sending the model as e-mail attachment). 
Several lossless compression algorithms with different 
compression ratios are available. ZIP file format using 
DEFLATE lossless data compression algorithm (combi-
nation of the LZ77 algorithm and Huffman coding) has 
been used in presented research mainly for evaluating 
effectiveness of tested IFC model optimization. 
As already emphasized text based IFC files are pretty 
verbose. On the contrary, binary files used as native for-
mat of almost all modern AEC-FM applications usually 
present much more compact record. Within IFC standard 
encoding mechanism is strictly defined and therefore re-
cord optimization efforts should focus on the file content. 
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The need for IFC file content optimization presents just 
one conclusion from our previous research work (Pazlar 
& Turk 2006) where round trip testing procedure has been 
used in evaluation of the most commonly used IFC com-
patible architectural design applications. The duplicated 
entities were easily noticeable imperfection produced by 
all interfaces in the cited research. Although stated con-
clusions have been proven only with architectural models, 
similar conclusions would certainly occur when testing 
the other implemented parts of IFC specification.  

There was no need to spare a lot of effort in developing 
the IFC file optimizer. Solibri Inc. (Solibri 2007) intro-
duced their vision of optimization just recently with Soli-
bri IFC Optimizer that performs similar eliminations as 
suggested in (Pazlar & Turk 2006): redundant lines of 
Part 21 ASCII file are removed and corresponding refer-
ences are updated. Presented research therefore aims to 
confirm if optimization procedure results in semantically 
equal but more compact IFC physical file.  
 
 
4 CASE STUDY 

4.1 Simple test cases 

Simple test cases present reasonable origin point to evalu-
ate optimization since the content of IFC files can easily 
be examined with simple text editors. Simple test cases 
have been created separately in most commonly used IFC 
2x compatible architectural design applications: Autodesk 
Architectural Desktop 2005 with INOPSO IFC interface, 
Nemetschek AllPlan Architecture 2005 and Graphisoft 
Archicad 9. 
Although describing the same BIM (concrete wall origi-
nated in the world coordinate system) generated file sizes 
differs up to 100%. Different mapping and description 
approaches between native and IFC artefacts are evident.  
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Figure 1. Concrete wall. Original and optimized file size and 
corresponding optimization ratio. Number of entities (total, total 
optimized). 
 
Complete IFC 2x specification lists 370 diversified enti-
ties, but only 35, 36 or 37 are used to describe tested BIM 
(exact number depends on specific model and testing pro-
cedure). The following redundant entities have been 
eliminated in the optimization process: If-
cAxis2Placement3D (location and orientation in 3D 
space), IfcCartesianPoint (point in space) and IfcDirection 
(general direction vector). Additionally ADT and ALL 
interfaces produce duplicated IfcPropertySingleValue 
(RGB components) and consequently IfcComplexProp-
erty (colour) entities which were also removed. All end 
user important tangible entities (IfcProject, IfcBuilding, 
IfcBuildingStory, etc.) stay intact and corresponding at-
tributes are updated.  
Optimization ratios are test case specific (5.5-17.5%) and 
regardless to stated differences total number of entities 
and consequently file sizes still differ up to 100%. De-
tailed IFC file content analysis reveals different modelling 
approaches: ADT interface in the re-export procedure 
replaces the solid representation of wall (IfcExtrudedAr-
eaSolid) with the six surfaces bounded by loops (IfcFace). 
Consequently IfcWallStandardCase (with “SweptSolid” 



as only possible body representation) is replaced with 
more general IfcWall entity (“SweptSolid”, “Clipping”, 
“Brep”, “SurfaceMode” and “BoundingBox” as possible 
body representations). Although all three applications 
within the first export process use solids as geometric 
representation of wall, the attribute presenting swept area 
of IfcExtrudedAreaSolid differs. Semantically the IfcAr-
bitraryClosedProfileDef and IfcRectangularProfileDef 
entities present the same surface to be extruded but there 
is an important difference in record length. Different ap-
proaches in geometry modelling can also be observed 
with the other geometric representation contexts. When 
wall is circumscribed as an axis (IfcLine), IfcTrimmed-
Curve (ADT, ALL) or IfcPolyline (ADT) is used. Differ-
ent modelling approaches and number of reiterated enti-
ties can be evaluated from Table 1. According to pre-
sented results Allplan and Archicad interfaces generate 
much more compact record then ADT. Omitting the If-
cBoundingBox geometry representation extrusion of rec-
tangular planar surface presents the most optimal geomet-
ric representation of regular forms. Three times more enti-
ties are required to describe the same geometry with sur-
face boundary representation. 
Table 1. IfcWall – IfcProductDefinitionShapeAttribute. Detailed 
analysis of body representation – number of different entities 
(optimized BIM). 

 
 
Global estimation of optimization ratios on presented 
models is not grounded. Simple models do not contain 
enough geometry artefacts which present the main source 
of reiterated entities in IFC files. IFC and native applica-
tion format file size comparisons are also not credible on 
simple BIMs (wall model: ADT 116kB, ARC 496kB, 
ALL 48kB, wall – door – window model: ADT 125kB, 
ARC 517kB, ALL 64kB). The advantages of more com-
pact binary record become evident with complex models.  
When adding additional semantic artefacts in the model 
(door, window) the number of reiterating entities does not 
distinctively change: only IfcAxisPlacement2D (location 
and orientation in 2D space) is added on the reiteration 
entities list. Almost all global optimization ratios are neg-
ligibility reduced if compared with the first test case (All-
plan generated files present exception). 
Allplan interface again generates most compact IFC files. 
Beside optimization ratio IFC file size and consequently 
modelling approach has to be taken into the consideration 
when evaluating the IFC interfaces and optimization 

prospects. Allplan for example generates the most com-
pact IFC file but these files also have the highest optimi-
zation ratio. 
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Figure 2. Concrete wall with door and window. Original IFC 
and optimized IFC file size and corresponding optimization 
ratio.  
 

Table 2. Wall with door and window. Detailed analysis of reit-
erated entities. 

 
 
Although there is a huge difference in IFC file sizes (max 
ratio 4.7) the average values have been determined. The 
average native IFC file size is 17.7kB which is with the 
optimization process reduced by 14.5% (to 16.0kB). If 
both files are compressed using “7-zip” file data compres-
sion utility corresponding figures are: 5.0kB, 4.7kB and 
6.59%. When summarizing stated figures optimized and 
zipped IFC file is reduced to only 28% of native IFC file 
size. 
Besides automatic zipping of optimized files Solibri IFC 
Optimizer allows “floating point rounding”. This option 
just eliminates zero decimal values and in such manner 
contributes to the optimization. Evidently such contribu-
tion is very limited when analyzing small models (below 
0.5%), but increases with complex models. Using this 
option up to 2% optimization improvement can be 
achieved. However it is not acceptable and understanda-
bly why “floating point rounding” with some models al-
ternates numerical values: In the ADT based models for 
example attributes in IfcCartesianPoint entities are unrea-
sonably changed (form (0.0,-12.5,0.0) to (0.,-
12.499998,0.)).  
As expected native and corresponding optimized file have 
the same number of diversified entities. When analyzing 
the frequency of reiterated entities (Table 2), IfcCarte-
sianPoint and IfcDirection presents majority of reiterating 
entitles (more than 50%) if IFC file is generated by ADT 
or ALL. Corresponding entities within Archicad gener-
ated files are IfcPropertySingleValue and IfcComplex-
Property. 
Archicad also enables exporting semantically richer 
model with “Extended properties” option. This term 
marks additional properties which dynamically expand 
the IFC model range through the IfcPropertySet entity. 
Extending the attainment of the model may seem as valu-
able contribution to the BIM, but model population also 
has some negative effects: file size increases several times 
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(120% in presented test case). Such models may also 
seem semantically richer since several hundred IfcProp-
erySingleValue have been added. But as analysis revealed 
many newly included characteristic (fire rating of door 
panel, heat transfer coefficient, facility management in-
ventory number, etc.) are not defined. Regardless to their 
origin entities without defined attributes should also be 
eliminated in the debated optimization process.  
 
4.2 Complex test cases 

“Complex test case” term marks IFC models that could 
actually present real life BIM. Models were obtained from 
the web and after establishing the origin application BIMs 
had been optimised and furthermore compressed. Almost 
one hundred BIM originated from different applications 
using different IFC standard release (mainly 2x and 2x2) 
and level of accuracy (complete, architectural, structural, 
etc.) were tested.  

0
1
2
3
4
5
6
7
8
9

10
11
12
13
14
15

ADT ALL ARC REVIT various app. all models

si
ze

 [M
B]

native

IFC 

IFC
optimized

IFC
zipped

IFC
optimized
zipped

53.2%

66.7%

41.8%

19.8%

49.1%

46.1%

41.2% 47.7% 32% 13.7%
31.5%

33.2%

 
Figure 3. Complex model testing. Average original, optimized, 
original zipped and optimized zipped file size and corresponding 
optimization ratios. 
 

Table 3. Complex test cases. Reiterated entities and correspond-
ing optimization ratio. 

 
 
Several conclusions can easily be observed form Figure 3. 
As anticipated STEP physical file size can compete to the 
binary record length only to the certain file size (1-2MB, 
depending on origin application). If model is more com-
prehensive then IFC file size soon reaches the “manage-
ability” limits. The average optimization ratios within 
complex model analysis are as expected much higher than 
within simple model testing. Complex BIMs contain im-
mense number of geometric artefacts which presents the 
main source of reiterating entities. Achieved ratios are 
interfaces specific and depend on how much redundancy 

the original file has. REVIT IFC interface with average 
19.8% optimization ratio seems to be the most improved 
application. Corresponding ratios achieved with other 
applications are more than twice as larger: ARC (41.8%) 
ADT (53.2%) and ALL (66.7%). 
All tested files have also been zipped. Data compression 
utility reduces file sizes much more efficiently than opti-
mization with reiterated entities elimination. If native IFC 
files are compressed the average reduction percentage is 
83.2%. Maximum possible IFC file size reduction is 
achieved with combination of optimization and compres-
sion. Due to involvement of optimization this percentage 
depends on origin design application. The average com-
pressed and zipped IFC based BIM is commonly in 82% 
to 93% percentage range (the average ratio is 89.3%). 
Most of redundant entities listed in Table 3 are geometry 
related in terms of describing geometry artefacts (points, 
directions, surfaces extruded solids, etc.) and correspond-
ing operations (transformations, Boolean operations). 
Material and single value properties supplement the reit-
eration lists. Reiterated entities are sorted in ten groups 
regarding to the optimisation ratio. Entities with the low-
est optimization ratio can be just duplicated, but within 
the highest optimization percentage figures can reach up 
to 99.3% (IfcColourRgb, IfcCurveStyle and IfcPresenta-
tionStyleAssignment). Following example clarifies high 
optimization percentage: Within optimization process the 
number of IfcColourRgb entities in the MunkerudBS IFC 
model is reduced from 1618 to only 7. 
Absence of tangible end user important entities (project, 
building, walls, doors, windows, etc.) in the reiteration list 
(Table 3) somehow confirms object mapping regularity 
form native application to the IFC model. After optimiza-
tion BIMs were visually checked compared with original 
models: no differences could be noticed.  
Regretfully optimization is not to be fully trusted al-
though it may seem easy understandable and theoretically 
well grounded. Solibri IFC Optimizer does not report any 
errors within optimization process but when analyzing the 
content of optimized IFC files with IfcObjCounter (FZH 
2007) approximately 3% of models could not be analyzed 
due to the run time error. Log record created by used IFC 
file content analyzer as a rule refers to “incompatible as-
signment” or “set element is not unique” as the crash 
cause.  
Most common reasons for discordance with IFC specifi-
cation are irregular use of IfcPolyline and IfcPolyLoop 
entity where end point coincides with start point (the last 
attribute should be different than the first one). Addition-
ally with IfcPolyLoop some entity points as attributes can 
refer to the same instance as the first point (loop is repre-
sented as a line). However stated errors are most likely 
the result of numerical errors where more than one 
IfcCartesianPoint entity is used to describe the same point 
in space. 
Surprisingly regardless to IFC schema non-compliance 
some majority of IFC compatible applications imports the 
model without any error reported. 
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5 DISCUSSION 

Hardly manageable files have been noticeable imperfec-
tion of IFC specification from its first release. Although 
almost all evaluation reports emphasize stated deficiency 
it cannot be easily understood why the first optimizer ap-
peared just recently. Since some optimization proposals 
were already suggested in our previous research work 
(Pazlar & Turk, 2006), Solibri IFC Optimizer presents 
unique opportunity to prove stated recommendations.  
Although simple tests cases confirmed fulfilling of the 
Solibri IFC Optimizer main goal, corresponding optimiza-
tion ratios are not the most credible indicator. The ratio of 
“obligatory” and “model specific” entities evidently differ 
when comparing simple and complex IFC models. How-
ever some optimization aspects are more evident with 
simple models. STEP based geometry description offers 
various possibilities in describing model geometry. If 
there are no specific requirements the use of solids instead 
of surfaces can significantly optimize the length of file 
record (up to three times) and therefore should present the 
preferred choice wherever such approach can be used. 
The second part of presented research work confirms 
Solibri IFC Optimizer advertised benefits: 1) Suitable 
model size, 2) Shorter loading times in IFC applications 
(not exactly measured but evident), 3) Smaller memory 
consumption in IFC application, and 4) Lower data stor-
age costs. However testing results figures slightly differ 
from the promised ones: pure ZIP compression should 
reduce typical file size to 15-30% and with Solibri IFC 
Optimizer the optimized and compressed file size reduces 
to only 6% of the original. Corresponding research estab-
lished percentage figures are a bit lower (16.8% and 
10.7%) but still encouraging. Different optimization ratios 
ascertained for each interface indicate that some IFC de-
velopers (REVIT) invest much more efforts in optimiza-
tion aspects than the others. Within the mapping process 
BIM semantics can be preserved even if using more com-
pact record. 
As proved with this research and also with every day 
practice work the usage of IFC exchange format is not 
very economic since the average size of BIM easily ex-
ceeds few tens or hundreds of megabytes. The problem 
will intensify in the future: IFC model is not complete, 
more detailed modelling is required and some issues are 
still not properly solved (provenance data for example). 
Regretfully introduced optimization is not always reliable. 
As established from some optimized models numerical 
inaccuracy can cause discordance with IFC schema. This 
could be avoided if optimization aspects would be taken 
into the consideration by IFC interfaces developers re-
gardless to the technology used (the file based exchange 
or model servers). Such approach would also allow the 
simplest inclusion of other optimization aspects (like se-
lecting the most optimal geometry description from vari-
ous possibilities offered). 
 
 

CONCLUSION 

The aim of this paper is to point out the deficiencies of 
presented IFC interfaces and suggest possible improve-
ments in the meaning of the optimization. Solibri IFC 
Optimizer performance has been evaluated on various 
models. Although simple model testing confirmed fulfill-
ing the optimiser’s main goal, difficulties experienced 
within complex models optimization indicate some scep-
ticism about using this optimizer in practice. But hope-
fully optimizer motivation discussed in previous section 
will affect to the IFC interface developers and increase 
their product quality in terms of optimization. 
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REAL-TIME ACTIVITY TRACKING SYSTEM – THE DEVELOPMENT PROCESS 

Peter Podbreznik, Danijel Rebolj 
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ABSTRACT: The paper describes the development process of the 4D-ACT (Automated construction tracking) system. 
The paper also discusses new potentials of the system regarding real-time information flow in a construction process. 
The 4D-ACT automatically recognizes the building elements from the building site and searches for matches between 
planed and performed activities. Building elements are recognized automatically from images, created with cameras 
installed on the building site. The 4D model is needed as the knowledge base of relations between the designed geome-
try elements and activities in the process model, which ensures identification of activities on the basis of the recognized 
building elements. During the recognition process, the algorithm uses the 4D model for additional information, to be 
more successful. The concepts of the system and the algorithm have been tested in laboratory experiments and are pre-
sented in the paper. 
 
 
1 INTRODUCTION 

The project management in the traditional building proc-
ess is incapable of effective continuous detection of dif-
ferences between schedule plan and the real situation on 
the building site. This is generally done by inspecting the 
building process, which is time consuming and obstructs 
the project information flow. Supervision of the construc-
tion process in such way increases the time needed to 
identify critical events in the schedule plan and therefore 
often leads to delays or budget overdraws.  
The information technology enables combining of differ-
ent types of information into consistent structure called 
4D model [7]. It contains the product and the process 
model and thus integrates the information of geometry 
and building activities into an integrated model. For pre-
viously mentioned problems regarding effective supervi-
sion or detection of differences between the planed and 
the built respectively, we proposed a solution and devel-
oped a system 4D-ACT (Automated construction track-
ing) for automatic construction activity tracking 
[8][13][14][15] by using logical, temporal and spatial 
information [3] from a 4D model. The system 4D-ACT 
enables generation of reports on differences between the 
planed and performed activities [20]. 4D-ACT system 
recognizes building elements [11] by using site images 
and a 3D reference model, extracted from a 4D model. It 
can also generate the animations of building process, 
based on 4D model. The information flow of our solution 
is depicted in figure 1 and will be describes in this paper. 
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Figure 1. Scheme for 4D-ACT system. 
 
 
2 4D MODELLING 

Civil engineering has a long evolution and lots of experi-
ences with the building processes. Initially the human 
beings built more or less by trying and learning on their 
failures. Their first ideas were drawn on stones. Over time 
the building process became more complex and required 
methodical access to construction. Ideas drawn on stones 
are transformed into drawings on paper and then to digital 
representations of design plans. The next phase of the 
digital evolution has been in developing complex models, 
representing the building and the process. Two kinds of 
models are the current result of this evolution: 

- product model and 
- process model. 

Product and process models will be independently de-
scribed in the next sections as independent technologies 
used in the building process. The 4D model represents 
integration of product and process models [19]. 



2.1 Product model 

With development of different geometry representations - 
writing the internal geometry structure into computer - the 
engineering branches quickly began to use more efficient  
geometry structures for describing building properties like 
acoustic, thermal, luminosity, material of building ele-
ments, color design, etc.  
The integration of building properties and geometry allow 
the construction of virtual buildings. From this kind of 
model it is possible to make various building analysis, 
which allow finding the optimal combination between 
geometry, construction and materials for constructing a 
contemporaneous building. A particular building property 
has its own relationship to other properties, which defines 
the set of dependencies between geometry and materials.  
In this way the integrated structure of geometry and build-
ing element properties becomes complex. Writing this 
structure into a file in a standard form is a difficult issue. 
CAD tools enable the possibility to install additional soft-
ware components in order to write the integrated structure 
into one of the standard forms. By using a common data 
model companies could establish information flow and 
could cooperate.  
Engineers have seen the solution in the standard data 
structure STEP – Standard for the Exchange of Product 
data [9] and it was accepted as a standard in 1994. With 
STEP it is possible to describe any product model, inde-
pendently of its complex geometry and property structure. 
For practical use STEP has to be divided into many engi-
neering branches (civil, mechanical, engineering, ship 
building, etc.), which are described with different applica-
tion protocols. Each protocol implements specific engi-
neering area and has its own code (AP203, AP209). We 
already mentioned the complexity of product models. 
STEP has the same problem and is impractical for high 
abstract level usage. Proposed solution based on similar 
concepts with predefined elements, which are ready to be 
used, is IFC – Industry Foundation Classes [4], a collec-
tion of element definitions for the civil engineering area. 
 
2.2 Process model 

A process model describes the sequences of building ac-
tivities and dependences between them. In process model 
are also included the actors and definitions of relation-
ships between actors and activities. Schedule plan can be 
constructs on different ways. CPM –Critical Path Method 
is one of method and can represents different levels of 
activity details, and relationships between activities from 
the schedule plan, which can be performed with tools like 
MS Project, Primavera [16], etc. The disadvantage of this 
method is its inability to solve time-space conflicts [2][3], 
which means that the method cannot represent activities 
from the same place at the same time. Users need their 
own interpretation and have to construct the geometry 
situation, by considering the schedule. By its sufficient 
simplification in general CPM has been mostly used as a 
method in schedule tools. 
 
 
 

2.3 Construction 4D model 

The first generation of 4D tools was able to create time-
space representation of a building as an animation. The 
next generation of 4D tools contained geometry and 
schedule, represented by semantics. 4D model is defined 
as connections between elements from product model and 
activities from process model and has ability to solve con-
flicts like time-space and constructability [3][6][7][18], 
before starting process of building. With such tools, site 
managers can quickly check compliance of geometry of 
the product model with the real building situation, and 
schedule tasks with activities from the building site. Fig-
ure 2 depicts 4D model, constructed with 3D geometry 
model and schedule plan. 

 
Figure 2. 4D model. 
 
 
3 4D-ACT 

4D-ACT has three phases of development, which can be 
identified as: testing pilots, base platform implementation 
(4D tool) and development of elements building recogni-
tion (4D-ACT). At the end of this section benefits will be 
discussed of such system and establishing of suitable en-
vironment between building site and office. 
 
3.1 Testing pilots 

Identification problems like obstructing project informa-
tion flow and time consumption during inspection an ac-
tual building process manually, suggested automatically 
tracking activities on building site. Therefore our research 
work was focused on the pilot projects in order to make 
the definitions of requirements and features of specific 
application libraries. 
Previous section discus about 4D models with intercon-
nected relations between geometry and schedule plan, 
created with 4D tool. Generally, accession into those 4D 
model internal data structure is impossible. Therefore, we 
decided to implement new 4D tool with accessible inter-
nal data structure. The application design was divided into 
geometry application module and application module of 
schedule plan. 

3.1.1 Geometry application module 

There is a wide range of application libraries, which has 
already been implemented and tested. 3D ACIS Modeler 
[1] is one of commercial 3D geometry engines and en-
ables developers to use complex geometry transforma-
tions and presentations on different ways. It is worldwide 
used in companies with software development. The core 
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of 3D ACIS Modeler is written in C++ programming lan-
guage, but can be also used in the other programming 
environment like: Java, Python, C and FORTRAN. Very 
important part of geometry modelers presents the loaders 
for different types of geometry. 3D ACIS Modeler can 
loads geometry formats like: CATIA V5, CATIA V4, 
IGES, STEP, VDA-FS, Pro/ENGINEER (Pro/E), Para-
solid (PS), Unigraphics (UG), SolidWorks and Inventor. 
For advance solution with integrated geometry models is 
necessary to load the data structures from standard forms. 
For construction industry, most important is IFC standard, 
which doesn’t support 3D ACIS Modeler. 
Open CASCADE Technology [10] presents alternative 
without fee request and support very similar features like 
3D ACIS Modeler. The modeler core is written in C++ 
programming language and enables programming inter-
faces for different programming languages like Java, Py-
thon, etc. The set of geometry loaders is smaller and 
modeler supports loading the geometry formats like: 
IGES and STEP with application protocols AP203, 
AP214 and AP209. 
At the end of second pilot project it was concluded that 
there is no need for such complex geometry modeler as 
there are no requirements for geometry manipulations or 
any other geometry transactions. For successful generat-
ing 3D reference model from 4D model, access into ge-
ometry data structure is needed. 

3.1.2 Application model of schedule plan 

Similarly as geometry application model, we made review 
of applications for design schedule plans. Primavera and 
MS Project 2003, which are using CPM method for de-
signing schedule plans, are the most wide used applica-
tion in industry. MS Project 2003 was chosen, because it 
supports XML export and import functions, which en-
ables loading external schedule plans into application. 
 
3.2 Base platform implementation 

Conclusions from first phase lead to decision about using 
appropriate programming libraries. Requirement about 
geometry is ability of accession into geometry of VRML 
geometry structure. 
Openness and flexibility are very important application 
properties and must be assured with suitable technology 
and application architecture (figure 3), based on Java 
technology. Figure 3 depicts the application architecture, 
recognition process and both input data models like: 

- 4D model and 
- image model. 

3.2.1 Geometry 
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The architects and civil engineers use accomplished CAD 
tools to design buildings and construct independently 3D 
design models, which have specific geometry structure 
depending on geometry modeler and type of geometry 
representation [21] (CSG, B-rep). 3D design models are 
generated by different CAD tools and need different 3D 
geometry Java loaders to further use the loaded geometry. 
In general, each loader has specific geometry structure 
and representation of geometry elements. Reusing the 
same application module to manipulate with the loaded 
geometry is generally impossible. 

The problem is solved by transforming the 3D import 
model into an intermediate model, which establishes in-
dependent architecture and enables an undisturbed data 
flow between 3D design model and 4D model. 3D import 
model supports different types of geometry data formats 
like: VRML, X3D, 3DS, OBJ, STL and DXF. CAD tools 
can export the geometry model (3D design model) into at 
least one of these formats. 

 
Figure 3. Architecture scheme for 4D-ACT application. 
 
3.2.2 Application specification 
Sun specification requires defined software structure and 
consistent naming of classes and methods. The teams that 
want to implement any peace of Sun specification have to 
consider the recommendations. Users can chose between 
different software, which have the same functionality and 
are implemented on the same specification, but have dif-
ferent vendors. In evolution of an application users can 
change their mind and choose an application module from 
another vendor without any intervention into the source 
code. In Java programming the application module calls 
library, which is compressed file with the extension “jar” 
(Java Archive). 
The advantages of Sun specification bring us different 
Java3D loaders [5] with the same internal programming 
architecture. The choice of Java library to load 3D import 
model depends on the library’s features. For loading 3D 
import model we have chosen CyberX3D [17] library, 
implemented by Satoshi Konno. It has the advantage to 
support many standard geometry files like VRML, X3D, 
3DS, OBJ, STL and DXF, and can load them. The second 
preference of the library is based on VRML structure and 
ability to translate other geometry types into common 
structure, called SceneGraph, mapped from VRML 
scheme. With Java3D developer can use such structure 
and libraries to manipulate and render the scene with ele-
ments. The SceneGraph in original form is presented as 
the geometry in our 4D model. 
 



3.2.3 Time schedule 
The process model is the second part of the 4D model and 
represents the time dimension to the 3D design model. It 
could be constructed in a different way by different 
schedule tools. Engineers mainly use MS Project or Pri-
mavera for constructing the time schedule with CPM 
method. Loaded time schedule needs prepared schedule 
import model on accurate format, prepared by export 
function from the schedule tool. Such model can be 
loaded into our application. 

3.2.4 Constructing 4D model 
4D models cannot be written in the standard form. For 
this reason we have develop a tool with ability of linking 
the elements with activities from both models. Current 
implementation supports construction of 4D model with 
GUI. The connections between building elements and 
activities are saved in the configuration file in the XML 
form.  
 
3.3 Development of building element recognition 

The recognition algorithm has been divided into two 
phases. Segmentation of the whole building object from 
site images presents the first phase [12]. In second phase, 
after segmentation, recognizes individual building ele-
ments of building object and identifies them, using 
knowledge from 4D model. 

3.3.1 Segmentation building object 
The image model from figure 3 establishes repository of 
images with required information like: camera position, 
look at vector, up vector and timestamp. All these data are 
needed for generating 3D reference model from 4D 
model, which presents 3D geometry model for specific 
timestamp.  
Pixel presentation 
Before segmentation each image has to be transformed 
into HSV color space, where pixel component presents: 

- H – hue 
- S – saturation and 
- V – value. 

For each pixel, recognition algorithm calculates values 
for: 

- texture, 
- contrast and 
- gradient. 

Calculated pixel contains twelve values, written in vector: 

)],,();,,();,,();,,([ VSHgVSHcVSHtVSHcolp = , (1) 

where col presents color in HSV color space, t texture, c 
contrast and g gradient of pixel.  
Learning phase 
For successful automation activity tracking the algorithm 
has recognized the building elements from site images. 
Recognized buildings elements are compared with the 
elements from 3D reference model, which presents 3D 
design model in time. First phase of recognition process is 
segmentation, where algorithm separates the useful in-
formation from other on images. Before segmentation 
process the algorithm have to contain criterions for seg-
mentation. The “teacher” has interactively marked the 

areas on site images, which present the building elements. 
From these areas an algorithm teaches itself and generates 
the base knowledge of element features. Average values 
of elements features are compounded into universal crite-
ria function for segmentation process. 
Algorithm region growing 
Elementary principle based on region growing from one 
or more starting pixels or region has to be members of 
grown region. For these areas the algorithm checks, if a 
neighbor pixels (down, up, left and right directions) cor-
responds of universal criteria function and includes only 
the corresponding pixel into region. The process of grow-
ing is finished when is no neighbor pixels corresponding 
of universal criteria function. The result is an area on site 
image with similar properties as values from base knowl-
edge. Figure 4 depicts the results of segmentation process 
on experimental images. 

3.3.2 Building elements identification 
The identification of particular building elements of 
building object is necessarily for automatic findings ac-
cordance between planed and performed activities during 
building process on building site. The algorithm from 
segmented image tries to identify elements, by using 3D 
reference model. Identified building element can be con-
nected with different messaging systems and thus im-
prove the project information flow. 

 
Figure 4. input image (a) and result of segmentation (b). 
 
3.4 4D-ACT benefits and challenges 

In previous section were mentioned possible benefits of 
4D-ACT system. The most important is improvement of 
project information flow from designing phase to building 
process and back into information system, as feedback 
information. Feedback information contains reports like 
material delivery services, successful finished activities, 
failure situations, unexpected conflicts, etc. The collection 
of reports could be as a repository of actions with several 
advantages: 

- easier recalculation of time period activities, 
- reconstruction of situation on building site and 
- clear presentations for critical events. 

 
 
4 CONCLUSION 

This paper presents the evolution process of 4D-ACT 
system and separately describes different phases of devel-
opment. First phase covers inspecting different technolo-
gies to be used for implementation. Second phase presents 
the architecture of systems platform and its development 
for 4D model construction. The new 4D tool can gener-
ates animation of building process. Constructed 4D model 
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is needed as a base knowledge during recognition process. 
Java3D was used for geometry structure and CyberX3D 
as a geometry loader to establish independent architec-
ture. 3D reference model was described as generated from 
4D model with additional calculated information to com-
plete missing information of image model in the recogni-
tion process. 
After image segmentation algorithm has ability to identify 
particular building elements. Advance messaging system 
is logical continuation of system development as an inte-
grated application for total information support. 
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VIRTUAL ROAD CONSTRUCTION – A CONCEPTUAL MODEL 

Patrick Söderström, Thomas Olofsson 
eBygg – Center for IT in Construction, Luleå University of Technology, Sweden 

ABSTRACT: Design, planning and logistics for road construction are increasingly performed using 3D models. These 
models can subsequently be used to guide machines directly on site. At present there is no direct integration of 3D de-
sign and production planning of the construction work, which limits use of the 3D models for optimization and real-
time follow-up of mass haulage and machinery logistics. 
This paper describes a conceptual model of an industrial process for machine guided road construction projects where 
3D design is integrated with production planning, enabling production visualization (4D) and real-time follow-up. The 
aim is to create an integrated working process to such an extent that redesign and replanning of activities and re-
sources can actively be optimized, based on observations and data collected during the production. 
KEYWORDS: road construction, virtual construction, obsevational method. 
 
 
1 INTRODUCTION 

Construction projects are normally executed using cost 
control rather than process control. Therefore, construc-
tion is focused on the management of the contractors and 
subcontractors individual activities by planning rather 
than understanding and control of the production process 
based on observations of the production rate. In many 
ways this prevents the implementation of new technolo-
gies and methods benefits and risks cannot be shared by 
all actors in the project. In road construction work, new 
opportunities have arisen due to the introduction of GPS, 
(Global Positioning System), guided earthmoving equip-
ment. GPS can provide 3D positions anywhere on the 
earth to those with the proper receivers. 
There is growing interest in modern road design and traf-
fic route guidance. This is particularly true in larger pro-
jects such as highways, railroads, as well as construction 
site preparation for commercial industrial areas and build-
ings. To meet these project demands, contractors are turn-
ing to 3D Machine Control Systems. 
This paper discusses the possibility for a more efficient 
design, planning and production process in machine 
guided road construction projects. 
 
 
2 POINT OF DEPARTURE 

2.1 Theoretical aspects 

Most construction projects in Sweden are contracted us-
ing transactional oriented forms, such as design-bid-build 
contracts. The procurement process is often time and 
money consuming and gives seldom the actors in the de-
sign and construction phase incentives for innovations 

and cooperation in order to improve the project execution. 
Thus, the stakeholders often lack a common view on pro-
ject targets and how the execution should be designed, an 
imperative condition to obtain a more efficient construc-
tion process, (Ballard & Howell). Furthermore the process 
design is based on principles that assume activities to be 
independent and sequential where the project manage-
ment is focussed on cost control rather than execution, 
(Koskela and Howell). In reality activities are often inter-
dependent and in fast-track projects the pressure increases 
the interaction between activities. As a result, stake-
holders are unwilling to co-operate leading to unsatisfac-
tory coordination, error prone information exchange be-
tween different stakeholders and sub-optimization causing 
large amounts of waste at the construction site (Josepson 
and Saukkoriipi 2005). 
Another problem in civil engineering works, such as con-
structions of roads, dams and railways, is the risk in-
volved in planning and execution of such projects where 
the ground conditions are relatively uncertain. The design, 
selection of machinery and hence the costs are strongly 
dependent on the field conditions for the project execu-
tion. Here, the possibility to modify the design and execu-
tion of the project as the conditions become more known 
can offer a way forward. 
There are at least three theoretical frameworks that can be 
used to develop new methods and processes to make the 
design, planning and operations of machine-guided road 
construction projects more efficient: 

- Influences from the lean production have inspired re-
searcher in the field of contruction management to de-
velop methods and tools that is known as lean con-
strution: “Managing construction under Lean is differ-
ent from typical contemporary practice because; it has 
a clear set of objectives for the delivery process, is 
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aimed at maximizing performance for the customer at 
the overall project level, designs concurrently product 
and process, and applies production control through-
out the life of the project”, Howell (1999)  

- In the field of geotechnical engineering uncertainties 
of field conditions have inspired researcher to propose 
an approach that is reffered to as the oservational 
method: “The Observational Method in ground engi-
neering is a continuous, managed, integrated, process 
of design, construction control, monitoring and review 
that enables previously defined modifications to be in-
corporated during or after construction as appropriate. 
All these aspects have to be demonstrably robust. The 
objective is to achieve greater overall economy with-
out compromising safety”, Nicholson et al. (1999). 

- Information management and especially on methods 
for virtual design and construction: Fischer and Kunz, 
(2004) defines Virtual Design and Construction as: 
“The use of multi-disciplinary performance models of 
design-construction projects, including the product 
(i.e. facilities), organization of the design-
construction-operation team, and work processes, to 
support explicit and public business objectives”, That 
is, one would like to analyse, simulate and predict the 
quality of the end product (e.g. a building, road, 
bridge etc) and the characteristics of the process to 
build and operate the product. 

 
2.2 Technological aspects 

In a machine guided project digital terrain models of road 
sections are transferred from the design to different types 
of equipment, such as rollers, graders, compactors, fron-
tend loaders, haul trucks, etc. The downloaded data is 
used to guide the operator in performing the road con-
struction work togehter with sensors and a positioning 
system, normally to a precision of 20 mm. The position-
ing is accomplished using Global Navigation Service Sys-
tem, (GNSS), optical instruments or laser. Since machine 
guided projects require that the design is made using 3D 
terrain models the foundation for creating a virtual plat-
form is made. However, the 3D model is mainly used to 
create the digital data needed to automate surveying and 
to monitor and guide the earthmoving operations, not to 
improve the overall planning and execution of the project. 
 
2.3 Process aspects 

A typical Swedish road construction project (design-bid-
built) suffers from the following disadvantages: 

- Lack of information in the quotation phase; the cost 
estimation is based on uncertain quantities and sched-
ules where previous experiences and offers from sub-
contractors are used to calculate the total costs for the 
project. 

- Focus on procurement in the pre-planning phase; this 
phase focus on the amount of required resources, 
mainly from the purchasing point of view, very little 
time is spent on logistics and planning. 

- No quantity infromation in production plans; the pro-
duction plan is mainly based on main activities and 
milestones. 

- Lack of control in the operation phase; the production 
plan is the base for the control. Since most production 
schedules lacks detail information of mass quantities, 
interim payments are often based on planned activities 
not on the actual circumstances. 

- Lack of information for final financial regulation; the 
total amount of quantities are calculated including 
change orders that have been accepted during the 
course of the project. However, the the lack of infor-
mation of quantities makes, e.g. changes in the project 
difficult to regulate. 

- No systematic reuse of experience; lack of time and 
detailed project information makes it hard to evaluate 
the project efficieny. 

 
 
3 A CONCEPTUAL MODEL 

3.1 Introduction 

The proposed process layout of machine guided road con-
struction projects is based on a combination of the follow-
ing ingrediants: 

- An information deliver process based on a common 
geometrical model of the road for different applica-
tions used in the design and construction process, such 
as mass-optimization, estimation, planning, visualisa-
tion, generation of machine data and follow-up. 

- An integrated design and construction process to sup-
port modifications to be incorporated as appropriate. 
Obstacles in contractual agreements between actors in 
the project must be removed. 

- The management and control during construction is 
based on measured performance from real-time meas-
ures of the locations of machine-guided earthmoving 
equipment. 

 
3.2 Information delivery process 

The information delivery process is presented in figure 1. 
The process is divided in 5 main activities: 

1. Tender preparation. Normally, a road adminstra-
tion/owner prepares the tendering of the road project 
by supplying information of the geotechnical condi-
tions, profiles and estimated quantities of mass sur-
pluses and deficits along the route. This information is 
the input to the contractor for the bid preparation 
process. 

2. Bid preparation. To be able to estimate the cost the 
contractor needs to make a preliminary schedule and 
design for calculation of mass transports and use of 
resources. Today, tools are available for planning and 
optimization of the mass transportation, e.g. Dy-
naRoad™. For example, changing the elevation of the 
proposed route can lead to a more economical mass 
balance and hence a lower total cost for the project. 
Therefore, this type of changes, or side offers, must be 
possible to propose if it can be shown that it will not 
lead to changes in functionality or safety. 

 



 
Figure 1. A conceptual information delivery process in a road construction project. 

3. Detailed design and scheduling. In this stage the road 
different sectional layers is detailed. A 3D digital ter-
rain model of the road project is prepared from which 
numerical data for the machine guiding can be ex-
tracted. Also, this model constitutes the base for the 
scheduling work and preparation of the 4D simulation 
model. 

4. Production. The schedule and 4D model is used to 
communicate the intended work during the production 
phase. During this phase observations of the actual 
geotechnical conditions and the progress of construc-
tion may trigger changes in the design and schedule 
and it is important that such changes are not excluded 
by the contract. 

5. Follow-up. In the field, these machine guided systems 
often have remote control functionality and can report 
back to control sofware often enabling the user en-
ables the user to download data, run settings and 
monitor the operations, e.g. www.trimble.com. Based 
on this information action can be taken to alter the de-
sign and/or the schedule during production.  

 
 
4 INTEGRATED DESIGN AND SCHEDULING 

BASED ON OBSERVATION 

4.1 Design 

Before earthmoving machine cuts the surface, there are 
considerable planning, surveying and design efforts that 
result in the project plan. The terrain model connects the 
design engineer, surveyor, and contractor into an inte-
grated workflow using the same digital information to 

ensure accurate grading - and for site positioning during 
and after project completion. Several powerful software 
packages for geodesy and surveying are available today 
that includes designing, setting out, surveying, drawing, 
and reporting functions. Examples of Geodetic software 
packages used in Sweden are GEO, (SBG 2007), and Ter-
ramodel, (Trimble 2007). They are used to produce road-
way designs, generate contours, calculate volumes and 
export road data (3D faces) to machine guided equipment. 
 
4.2 Scheduling 

The common technique to schedule a road construction 
process is the activity-based Critical Path Method (CPM). 
Based on calculating how long it takes to complete essen-
tial activities and analyzing how those activities interre-
late, CPM provides a visual and mathematical technique 
to plan, analyse, schedule and monitor construction pro-
jects.  
The main concept of the method is that a limited set of 
activities control the entire project. These activities to-
gether are called the critical path. If the activities on this 
critical path can be identified and managed properly, the 
fate of the entire project can be controlled. The final net-
work is often presented in a bar chart known as Gantt 
chart that describes the proposed schedule of the project. 
The customary approach is to prepare a master schedule 
of this kind that is used as a basis for plans of more spe-
cific nature, like more detailed short-term plans (Koskela 
1999). These CPM schedules are in many cases discipline 
oriented and do not explicitly consider the spatial layout 
and interaction between trades. 
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Figure 2. An example of the use of Time-Location technique in road construction, adapted after DynaRoad (2007). 

Time-location scheduling is a visual scheduling technique 
that allows the planner to explicitly account for flow of a 
project (Seppänen 2004). The practical use in construc-
tion has been limited, mainly due to the strong tradition of 
activity-based planning and the absence of software pack-
ages that support location-based planning. Research on 
location-based scheduling method has been carried out 
since the 1940s and variations of the method appear in 
literature under different names, such as ‘Line-of-
Balance’, ‘Flowline’, ‘Construction Planning Technique’, 
‘Time-Location Matrix Model’, ‘Time-Space Scheduling 
Method’, ‘Disturbance Scheduling’, etc. (e.g. Harris 
1998, Kenley 2004). The Line of Balance method (LoB) 
uses lines in diagrams to represent different types of work 
performed by various construction crews that work on 
specific locations in a project. In a road construction pro-
jects the spatial dimension is the distance along the 
planned route, the road section. Figure 2 shows how the 
method can be used to plan and control the progress of a 
150 m long rock cut. 
The essential steps are as follows: 

1. Given the location for the work between road section 
350 and 500, the amount of mass quantities and the 
rate of production for the selected resources, the time 
of production can be estimated to finish week 25 if the 
works start at week 11. 

2. The actual progress of the rock cut is shown as a 
dashed line 

3. On week 18 an alarm is triggered since the work is 20 
m after schedule. 

4. A forecast show that if the current progress rate is re-
tained this part of the road section will be 6 weeks 
late. 

5. The site management decide to add resources to speed 
up the work 

6. This will put the project on time 
This simple example illustrates the visual strength of the 
Time-location method compared to Gannt charts. There 
are at least two commercially available software packages 
on the market, DynaRoad, (DynaRoad 2007) and Tilos 
(Asta Development 2007). DynaRoad is specialized on 
road construction and have support for calculating mass 
balance and haul distances, evaluating costs of different 
design and planning alternatives. Also the sofware can 

create optimized schedules and have support for monitor-
ing of actual hauls and control of project progress. 
 
4.3 Production simulation, 4D CAD 

4D CAD models are created by linking building compo-
nents from 3D CAD models with activities that follow 
from CPM or Time-Location schedules, e.g. (Koh and 
Fischer 2000, Jongeling 2006). The 4D CAD model pro-
vides the user with a clear and direct picture of the sched-
ule intent and helps to quickly and clearly communicate 
this schedule to different stakeholders in a project. 4D 
CAD models allow project participants to simulate and 
analyze what-if scenarios before commencing work exe-
cution on site (Fischer and Kunz 2004). Based on Japa-
nese experiences, (Nakagawa 2005) illustrates the impor-
tance of visualization for the maintenance of a synchro-
nized and paced work-flow and for the implementation of 
Lean Thinking in construction. Construction site workers 
tend to focus on their own tasks and therefore become 
indifferent to other related activities which often create 
waste in the form of rework and work out-of-sequence, 
particularly in projects with a large number of activities 
and crews. Proper visualization of overall project progress 
is encouraging workers to improve their own work and 
the coordination with other work crews, which facilitates 
work-flow while waste is reduced. Common for projects 
using 4D CAD is visualization of design decisions and 
improved communication of these decisions in the design 
and construction phase (Woksepp and Olofsson 2006, 
Jongeling 2006). Most of today’s 4D CAD models are 
used to communicate schedule intent, often at a macro-
level in a project, using building components from a 3D 
CAD model that are linked to activities that follow from 
activity-based scheduling methods. However, there are a 
number of research initiatives that aim to extend the use 
4D models beyond this use (Akbas 2004, Jongeling 
2006). Figure 3 shows a first attempt to visualize a road 
construction project using the Ceco 4D viewer, (Ceco 
2007). 
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Figure 3. A 4D CAD view showing different scheduled activi-
ties in a hypothetical road project. 
 
4.4 Observational control 

Information observed during construction can be used to 
optimise the remaining part of the construction or struc-
ture. This procedure is normally called the Observational 
Method in geotechnical engineering, (Nicholson et al 
1999). There are two types of observational data in a road 
project that can alter the course of action in production 
phase; geotechnical and progress information. 
The Swedish Road Administrations guidelines, so called 
ATB Väg, are normally used for the design of roads in 
Sweden. However, these guidelines do not take into ac-
count the actual conditions of the underground and the 
supporting bearing layers. This leads to wrong design 
solutions due to lack of detailed geotechnical information. 
SwePave, (Peab 2007), is an example of a developed ob-
servational method for the design of the road support 
bearing layer. Using laboratory test and proven field test 
during construction, the material characteristics in the 
support layers is optimized. Also, soil stabilization meth-
ods can be applied. 
Navon et al (2004) presented a model for automated con-
trol of earthmoving project management. The model is 

based on the concept of automatically measuring the per-
formance, by measuring indirect parameters—in this case, 
locations. The machine locations are an indirect measure 
of control data such as productivity (or progress) and ma-
terials consumption. The locations can be measured, at 
regular time intervals, using the GNSS machine guiding 
system. 
These are examples of observational control of the design 
and the progress in a road construction project. Deviation 
from plan can be dynamically adjusted by changing the 
design and/or the schedule during production. However, 
any changes must be easy to implement using an inte-
grated flow of information, through (re) design, (re) plan-
ning, (re) scheduling and update of machine control data. 
 
4.5 Information integration 

Rebolj (1998) described an integrated information system 
that intended to support an iterative road design and con-
struction process. Since, then the development and use of 
machine guiding in road construction projects have laid 
the foundation for the realization of such a system. The 
first step of information integration is to enable the infor-
mation flow between the different applications used in the 
process. Figure 4 shows the information flow in an inte-
grated detailed design and scheduling process that can be 
triggered from the initial layout of the road or a change 
order during the contruction work. 
The steps are as follows: 

1. The detailed design starts with breaking down the ini-
tial layout into locations in the design software. In 
case of a change order this step can be omitted.  

2. The different load bearing layers is designed accord-
ing to the assumed (initial) or actual (change order) 
geotechnical conditions. 

3. Information of the sectional geometries of the terrain 
and load bearing layers are collected for use in the 
scheduling process and export of machine data. 

4. Mass optimisation and of cut and fills and a graphical 
3D model is created from the sectional data. 

5. (Re) sheduling of activities and mass haul transports 
are made using Time-Location technique. 

6. The (changed) production plan is visualised (4D) by 
combining the 3D model with the schedule. 

 
Figure 4. An integrated information flow between different applications in the detailed design and scheduling process. 
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The locations of the guided machines can be used to show 
the production progress in the Time-Location schedule 
and/or the 4D viewer. In case of a schedule change only 
step 5 and 6 needs to be performed. A redesign involves 
step 2-6 for the sections affected by the change. 
 
 
5 DISCUSSION AND CONCLUSIONS 

This paper has presented a hypothetical working process 
of the design, planning and execution of machine guided 
road construction project based on an integrated informa-
tion flow between different applications used in a ma-
chine guided projects. The concept is based on the (3D) 
terrain models needed to execute machine guided road 
construction projects. Three methods or philosophies are 
used in order to create a more efficient design and 
contruction process; the Observational Method, Lean 
Construction and methods applied in Virtual Design and 
Construction. The proposed design and planning process 
is based on existing technologies and software availaible 
on the market. However, the information flow (ex-
port/import of data) between these applications needs to 
be developed. 
The suggested process as a whole needs to be proven in 
real road construction projects. The suggested methods 
for control e.g. monitor of machine locations must also be 
tested and refined. Is it possible to get geotechnical in-
formation of the ground conditions directly from reported 
machine data? Can mass quantities and transports be 
traced more accurately using other measures than loca-
tions? 
When these issues been resolved and proven in practice 
the natural next step would be to implement a central in-
formation server solution, a “Road Information Model”, 
as proposed by Rebolj, (1998). 
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ABSTRACT: Model based working is only just getting introduced in the construction sector to support design and pro-
ject management.  
In particular, construction sequence planning as one of the key processes in a construction project can benefit from 
model based working. Since the time schedule defines sequences of activities and allocates resources such as material 
and labour, it plays an important role in optimizing and managing a construction project. In this respect, model based 
working can offer more to construction sequence planning than just a visualisation of the construction sequences, in 
which the term ‘4D simulation’ is today commonly understood.  
Still, available 4D simulation software packages do not engage in the scheduling work but require major additional 
effort after the time schedule has been finished. The links between the objects of the 3D CAD model and the activities of 
the time schedule have to be established manually, i.e. the user has to select certain objects and assign them to a related 
activity in the time schedule. Furthermore, a 4D simulation merely adds limited value due to a restriction to visualisa-
tion of construction sequences only.  
This additional effort for creating the 4D simulation and limited benefit of having a visualisation of construction se-
quences only, seem to be the main drawbacks as a result of which 4D simulation still has not crossed the threshold to 
daily practice. 
To significantly improve the efficiency of creating a 4D simulation this article presents a solution for creating time 
schedules and 4D simulations based on data stored in a building model. 
KEYWORDS: 4D simulation, scheduling, construction planning, model based planning, building information model. 
 
 
1 INTRODUCTION 

Current planning processes in the construction industry 
are still mainly based on 2D drawings. On the other hand 
model based planning methods can improve communica-
tion among project stakeholders and help to avoid plan-
ning failures. They also enable continuous optimisation of 
the construction project already during early design 
phases by investigation of different design alternatives. 
Thus building models support the project team to make a 
qualified choice out of a range of possibilities. 
A well known concept in this respect is the 4D simulation 
of construction sequences which is an adequate tool for 
visualizing inherently abstract and complex time schedul-
ing data which are otherwise buried in deeply nested 
Gantt charts. Today’s available 4D simulation software is 
in principle capable to generate visualisations which intui-
tively illustrate construction processes along the timeline. 
By linking the objects of a three dimensional model to the 
tasks in a time schedule, it helps to reduce major schedul-
ing errors just by inspection and improves communication 
within the project team.  
But even though advantages of 4D simulation are gener-
ally recognized, there are also some shortcomings because 

of which 4D simulations have not yet become daily prac-
tice in construction projects. The most important draw-
back within real scale construction projects is the lack of 
a concept to prepare the 4D simulation within appropriate 
time and in parallel to the creation of the construction 
schedule. 
Today’s 4D software packages mostly presuppose the 
existence of a complete time schedule and a related 3D 
CAD model with an adapted object granularity. These 
software packages offer manual or semi automatic meth-
ods for linking tasks of the time schedule to sets of CAD 
objects and provide means for a detailed definition of 
visualisations. 
Following this concept, manually linking individual ac-
tivities to CAD objects turns out to be a very time con-
suming and cumbersome task. Furthermore this task is 
generally not performed by the project scheduler because 
of a lack of integration of 4D functionalities into existing 
standard scheduling software. This degrades 4D planning 
to a non-interactive process, and issues encountered dur-
ing evaluation of a 4D simulation are only addressed after 
the time schedule has been completed. 
Another major drawback is that 4D simulation generates 
its value mostly from visualisation and inspection. Other 



closely related dimensions like material or labour re-
sources are usually not evaluated by 4D simulation pack-
ages. 
In conclusion the step to daily practice could only be 
taken if the creation of a 4D simulation is significantly 
streamlined and closer integrated into the scheduling 
process, thus creating substantial benefits for the project 
scheduler. In addition further product information has to 
be incorporated into the simulation.  
Since the creation of a time schedule is based on data al-
ready stored in a building model, using this data while 
creating the time schedule – combined with automatical 
linking of objects and activities – will generate additional 
benefits and substantially speed up the preparation of 4D 
simulations. As a result a 4D simulation could directly be 
used for supporting the scheduling work instead of just 
for validating it by subsequent plausibility checks.  
This article presents a solution for creating time schedules 
and 4D simulations based on data stored in a three dimen-
sional building model. To significantly improve the crea-
tion of a 4D simulation, we suggest a new approach 
which also takes the bill of quantities into account. If 
CAD objects are linked with quantities, selecting objects 
and evaluating the associated quantities instantly gener-
ates benefit for the scheduling process and also improves 
4D simulation as well as resource planning. In the follow-
ing we describe the impact on the scheduling process and 
the underlying data model. We also illustrate advantages 
and will give an example from a real-scale construction 
project. 
 
 
2 TODAY’S 4D SIMULATION IN DETAIL 

2.1 Process 

A time schedule specifies the tasks to design and erect a 
building, the duration of these tasks and the relationships 
between the tasks. The duration of a task is based on 
quantities of the building which are mainly calculated on 
the basis of 2D drawings. In order to generate a 4D simu-
lation, a three dimensional model has to be created. This 
is followed by the very time consuming manual or semi 
automatic linking of 3D objects to the tasks in the time 
schedule. During linking, adjustments of the CAD objects' 
granularity to the requirements of the time schedule are 
necessary; due to complexity of the CAD software, this 
involves CAD specialists in the 4D simulation process. 
After additional definition of visualisation parameters the 
4D simulation can be inspected in a separate 4D viewer 
package. 
As shown in figure 1, there are two lines in the process 
which both start from 2D drawings. One aims to deliver 
the geometrical representation of the project (3D CAD), 
the other aims to determine the duration of tasks and the 
relationships between tasks. 
 
 
 
 
 

 
Figure 1. Today’s 4D simulation process. All processes in both 
lines are performed manually. 
 
Three software packages are involved in the creation of a 
4D simulation (see Figure 2). A 3D CAD model and a 
construction schedule are created using standard software. 
Both packages do not interact and do not share any in-
formation. The data of both applications are exported 
separately to the 4D simulation package. This package 
provides means for linking both models, to define visuali-
sation parameters and to control the simulation. 
When applying this concept, vast potential inherent in 
computer models remains unexploited and a tremendous 
effort is required to perform validation of the completed 
schedule just by visualisation and inspection. 
If a semi automatic concept is used, the linking itself is 
performed automatically based on rules. This speeds up 
the linking process but the user still has to manually as-
sign attributes to each CAD object in order to link objects 
to activities in the time schedule. 

 
Figure 2. Involved software packages in today’s 4D simulation 
approach. 
 
If errors in the time schedule are detected, changes in the 
model or the time schedule are required or adjustments to 
the granularity of CAD objects are necessary and some of 
the links between CAD objects and activities have to be 
changed. Several revision loops are usually needed to 
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achieve the desired quality and precision of the time 
schedule and the related visualisation. 
Each revision loop comprises the following tasks: 

- adapting and refining the time schedule (project 
scheduler) 

- changing the granularity of the 3D CAD model (CAD 
specialist) 

- exporting data to the 4D simulation package 
- linking the 3D model to the tasks of the construction 

schedule 
- adjusting visualisation parameters 
- running the 4D simulation 

 
2.2 Data model 

A 4D simulation visualizes construction sequences on 
task level. Each active task is visualised by highlighting 
associated construction elements. Tasks which can not be 
linked to construction elements, such as milestones or 
activities concerning design processes, are not visualised 
in a 4D simulation. 
There also are some CAD objects which are not assigned 
to any task because they do not change during construc-
tion, e.g. the surrounding environment. 
On the other hand, CAD objects can sometimes be as-
signed to several tasks to visualise different activities as-
sociated to the same construction elements. Figure 3 illus-
trates the relationships between objects in a CAD model 
and activities in a time schedule.  

 
Figure 3. Relationships between CAD objects and schedule 
tasks. 
 
The links are stored explicitly which means they have to 
be adjusted manually each time any change occurs either 
in the CAD model or in the time schedule. 
Common 4D simulations provide a visualisation of con-
struction sequences only. An evaluation of quantities or 
resources over time is not provided.  
 
 
3 NEW APPROACH 

3.1 Process 

Building Information Models (BIMs) consist of three di-
mensional building elements with rich semantics and rela-
tionships between the elements. The elements store in-
formation about form, dimension, material etc. In this 

respect, geometry is just one part of the information pro-
vided by a BIM.  
When assembling the time schedule of a project for each 
task the duration has to be determined. The duration de-
pends on quantities and other parameters such as con-
struction method, complexity of a project, boundary con-
ditions, assigned personnel resources and equipment.  
Using a BIM, the determination of task durations can be 
directly supported by selecting quantities from the model. 
The bill of quantities is derived from the building model 
by adding all partial contributions from individual CAD 
objects to one item in the bill of quantities. Besides quan-
tities derived from the CAD model the estimator also adds 
manually collected quantities to the bill of quantities. 
These manually determined quantities are not included in 
a 3D model because to model these items as 3D objects 
would be too complex and time consuming.  
The quantities – comprising both quantities from the 
model and manually added quantities – can be used to 
determine the duration of tasks. In order to use the objects 
and the quantities the data are stored in a relational data-
base. Using a database enables the project scheduler to 
select quantities on task level by applying a standard 
query language (SQL). Based on CAD object properties 
the project scheduler can select only those quantities 
which satisfy certain restrictions such as type of objects 
(e.g. walls, columns, slabs), levels in the building (e.g. 1st 
and 2nd floor) or certain trades (e.g. concrete work, steel 
work). When selecting quantities from the database and 
storing the selection query for a certain task of the time 
schedule, the relationships between activities and CAD 
objects become gradually established and do not have to 
be introduced afterwards for a 4D simulation only. Using 
a query language results in a rule based linking of a model 
to a time schedule instead of linking objects to tasks by 
explicit selection. In contrast to the traditional way this 
approach for determination of task duration saves time 
and increases accuracy. Furthermore, resources and mate-
rial consumption can be evaluated along the time line. 
Because of the rule based connection between the bill of 
quantities, CAD objects and activities, changes are easily 
handled and the 4D simulation can be updated automati-
cally. 
Figure 4 illustrates the process.  

 
Figure 4. Preparation process of a 4D simulation in BIM con-
text. 
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3.2 Data model 

 

Figure 5 shows the software packages used to perform the 
process delineated in 3.1. Basically, the data flow can be 
divided into two parts: estimating and scheduling. In both 
parts primarily two software packages are used which 
exchange data with each other. In Figure 5 this communi-
cation is depicted as interface A and as interface B. 
Interface A is an interface between a CAD system and a 
software application for creating a bill of quantities. In 
available software applications quantities are calculated 
from CAD objects and transferred to the bill of quantities 
using proprietary interfaces. The bill of quantities is cre-
ated by an estimator. 

Figure 6. Relationships between the different data sets in the 
new 4D simulation approach. 
 
During creation of the time schedule, the project database 
is gradually filled with links between quantities and ac-
tivities in the time schedule. After the time schedule has 
been completed, the geometry information from the CAD 
system, the start and end dates of activities from the 
scheduling software and the object relations from the pro-
ject database are exported to a 4D viewer. 

Interface B illustrates the communication between a pro-
ject database and an application for scheduling. Initially, 
the project database is populated with the CAD objects 
(attributes) and the calculated quantities. The time sched-
ule is created by a project scheduler. The intersection be-
tween estimating and scheduling is the bill of quantities 
which is stored in the project database. As the links between activities and CAD objects are es-

tablished in parallel to schedule creation, 4D simulations 
could possibly already be used by the project scheduler at 
any time during work to verify the preliminary schedule. 

 

Figure 6 illustrates the relationship between the objects in 
the different software systems. It also shows the intersec-
tion of objects handled by the estimator and project 
scheduler. 
 
 
4 EXAMPLE 

The new 4D simulation approach has been tested on the 
model of the new corporate headquarters of the media 
group "Süddeutscher Verlag" in Munich, Germany. The 
project is a 28 storey high-rise office building with a total 
height of approximately 100 meters and a total floor area 
of 78,400 m². The construction period of this project is 36 
months. The project website can be accessed at 
http://www.sv-hochhaus.de. Figure 7 shows the project as 
visualisation and during construction. 

Figure 5. System components for support of model based sched-
uling. 
 
The project scheduler specifies a rule to select a subset of 
the bill of quantities which is associated with an activity 
in the time schedule. Since the items of the bill of quanti-
ties are derived from the model and therefore implicitly 
linked to objects in the model, the properties of the 3D 
objects can be used to select this subset of the bill of 
quantities. The used properties can be a type of construc-
tion element, material, location or other. The rules are 
stored in the project database. The duration is calculated 
from the value of the selected quantities and a chosen 
performance factor. The duration of each activity, chosen 
parameters such as trade, performance factor and name of 
quantity items are written into the time schedule. Having 
this information in the time schedule enables the evalua-
tion of material and resources along the time line. 

   

Besides items in the bill of quantities which are derived 
from the 3D model, the bill of quantities also contains 
items which are added manually by the estimator. This is 
the case if the CAD model is not detailed enough or man-
ual identification of quantities is faster, e.g. for complex 
facades. To visualize these items in a 4D simulation, 
some proxy objects have to be added to the building 
model. The link between an activity and the associated 
proxy objects has to be specified explicitly by the project 
scheduler. 

Figure 7. Project visualisation and photo from on-site webcam. 
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Figure 8. 3D CAD model, bill of quantities and Gantt chart of construction schedule. 

The CAD model consists of 40,000 objects and the con-
struction schedule includes 800 tasks, 600 of which have 
been visualised in the 4D simulation. The bill of quanti-
ties contains 70,000 items (see Figure 8). The software 
tool used and the resulting 4D simulation are shown in 
figure 9 and 10. 
To compare the work input required for creating a 4D 
simulation in this project, both the new and the old ap-
proach have been applied. The time schedule was already 
completed and was based on manually calculated quanti-
ties. Following the new approach, on task level, the 
manually calculated quantities could be verified by means 
of comparison with those derived from the model. 
Linking CAD objects and tasks by explicit selection of 
objects took 4 working days.  
In case of changes in the model, the creation of the 4D 
simulation takes the same period of time. Linking the 

model and the time schedule based on the database by 
using a query language took half a day. Setting up the 
database and exporting the model and the quantities to the 
database took an additional 4 hours Changes in the model 
only demands a reload of the data and the application of 
the rules stored in the database, which does not take more 
than a few minutes. 
Comparing the quantities from the BIM and the quantities 
manually estimated for creating the time schedule, the 
BIM quantities proved to be more accurate. 
If the linking had been performed in parallel to time 
schedule creation, additional time savings would have 
been generated because manual determination of quanti-
ties for predicting task duration would not have been nec-
essary. 

 
Figure 9. Selection of CAD objects and quantities based on SQL - preview of selected objects and quantities at the bottom. 
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Figure 10. Snap-shot of resulting 4D simulation. 
 
 
5 CONCLUSION 

5.1 Summary and future prospects 

The aim of the presented approach is to significantly 
speed up the preparation of 4D simulations by using 3D 
models and selecting objects with a standard query lan-
guage like SQL. Another goal was to reveal additional 
benefits by a closer integration of the linking process into 
the scheduling practice. This should give the project 
scheduler an interactive and efficient tool to constantly 
verify his scheduling work. 
The concept has been validated on a real-scale construc-
tion project. In addition, storing links between the product 
model (CAD/BIM) and process model (time schedule) 
enables quick updates of the 4D simulation in case of 
changes either in the model or the time schedule. More-
over, resource information incorporated in the schedule 
can be directly evaluated and the schedule adopted ac-
cordingly. 
The new approach proved to significantly reduce the time 
and effort required to prepare a 4D simulation and will 
thus help to take the last step into daily practice. This is 
desirable because the consequent and interactive use of 
4D simulation will definitely help the project scheduler to 
optimize construction processes to a much higher degree 
than today’s 4D software does. 
The highlighted advantages of the introduced concept are 
independent from the actual project size but especially for 
large projects with thousands of objects and processes the 
effort for creation and maintenance of the schedule is cut 
down significantly.  

Once scheduling information is deeply rooted in the 
model data, several related evaluation and simulation pos-
sibilities open up, e.g.:  

- resource planning (materials, labour, equipment, dis-
posal) 

- planning of site equipment (storage area, production 
area, crane area, logistics) 

- comparison between "as-is" and "as-planned" 
- payment schedule and billing support 
- simulation of safety areas during construction 
- simulation of evacuation paths during the construction 

phase 
- changing traffic conditions 

 
5.2 Features still required 

Another major drawback in the 4D simulation process is 
that the granularity of the CAD objects has to be adapted 
to the requirements of the construction schedule. Because 
of the complexity of the software systems, CAD special-
ists are needed for this task. Project schedulers therefore 
are not always in a position to interactively investigate 
different schedule alternatives. To overcome this situa-
tion, an automatisation is needed which could divide up 
existing CAD objects and their related information ac-
cording to schedule needs. 
Further development is also necessary with regard to 
visualisation. Display, hide and highlight functions are 
not suitable for all processes. Scaling and moving of con-
struction elements or equipment also has to be supported. 
Suitable representations for certain types of processes 
have to be developed as templates to further speed up the 
preparation of 4D simulations. In addition, useful con-
cepts for easy visualisation of processes inside a building 
are still not included in today’s software packages but 
would be of particular interest. 
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SOFTWARE DEVELOPMENT APPROACHES AND CHALLENGES OF 4D PRODUCT  
MODELS 

Janne Porkka, Kalle Kähkönen 
VTT Technical Research Centre of Finland 

ABSTRACT: Experiences from projects utilizing 4D have been promising. Several companies together with researchers 
have seen 4D applications as potential products for lucrative business. The promising business prospects have resulted 
in numerous more and less intuitive attempts to develop such products. This paper draws commonalities from various 
approaches and reviews 4D applications from the viewpoint of product models. It is considered that now it is an appro-
priate time to look at the development strategies and achievements so far, and, based on lessons learned show the way 
forward. 
First the principles for reaching 4D product models are covered. Various approaches in current commercial 4D appli-
cations are considered. One of the solutions used as ground information is Visual Product Chronology (VPC), devel-
oped by VTT. 
Second the paper addresses the obvious challenges of 4D product models. There are obstacles waiting to be resolved 
before 4D is comprehensively harnessed for project management purposes. One of these obstacles is standardization, 
or more specifically the lack of it. One of the most potential formats for open BIM standard is Industry Foundation 
Classes (IFCs). The use of IFCs for scheduling and 4D purposes is discussed. 
Finally new approaches from on-going research project 4DLive are addressed; preliminary results recognized are 1) 
open communication protocol for application integration, and 2) building site scenery linkage to product modelling. 
Possibilities and benefits exist on advanced designing and marketing solutions. 
KEYWORDS: BIM, 4D, scheduling, data exchange. 
 
 
1 INTRODUCTION 

Over the past two decades building and construction in-
dustry has experienced significant changes. Project man-
agement applies knowledge, skills and techniques to pro-
ject activities to meet project requirements (Project Man-
agement Institute 2004). In modern project environment 
these techniques are highlighting advanced IT systems 
and building information modelling (BIM), or product 
modelling, is a hot topic worldwide. Being successful 
involves that the scope of building construction is con-
tinuously scouted by representative body of stakeholders. 
Various tools are needed in modern project management 
and intelligent time management has great importance 
especially when conflicts arise. Traditional scheduling 
techniques, such as Gantt charts, have certain limitations 
and require coordination when clearly understood be-
tween stakeholders. 
Combining building product model to corresponding con-
struction schedule, 4D CAD concept, has been an inter-
esting research theme for 30 years (e.g. McKinney and 
Fischer 1998, Koo and Fischer 2000, Bergsten 2001, Ka-
mat and Martinez 2002, Kähkönen and Leinonen 2003, 
Heesom and Mahdjoubi 2004 and Jongeling 2006). Koo 
and Fischer (2000) revealed that 4D helps project stake-

holders to identify potential problems and increases 
common understanding through visual communication 
even to stakeholders with insufficient knowledge. Making 
virtual prototypes before actual construction is in wider 
context an interesting topic in relation to building infor-
mation models. 
Great potential has been consolidated to 4D – it is suitable 
for solving conflicts and preventing problems pro-actively 
in an effective manner. Alan Kay stated in 1971 that "the 
best way to predict the future is to invent it". This paper 
considers first 4D software development approaches, then 
presents associated challenges and recognizes obstacles 
slowing down the take up of 4D applications. New ap-
proaches from Finnish 4DLive project are prescribed and 
conclusions are made in the end. 
 
 
2 VARIOUS 4D APPROACHES 

Several companies together with researchers have seen 
4D applications as potential products for lucrative busi-
ness. There have been more and less intuitive attempts to 
develop such products. 

  



2.1 Commonalities in various 4D approaches 

Software packages have commonalities in approaches. 
Jongeling (2006) noticed grouping possibilities based on 
detected common features. Following three 4D applica-
tion types provide background for analysis of the individ-
ual 4D applications in the next section. 

1. Rapid prototyping applications. Optimized to visual 
impressiveness and contain attributes for timing. Solu-
tions are typically custom-made, e.g. for public rela-
tions or marketing purposes. Examples: 3D Studio 
Max, EON Reality, VirTools. 

2. 4D CAD. User-type specific approach on planning, 
widely recognized in literature. Solutions contain 
scheduling functionalities and/or support imported 
schedules. Latest efforts indicate that product model-
ing emerges 4D CAD to other simulations and analy-
ses, such as costs. Examples: Graphisoft Virtual Con-
struction, Enterprixe, and Tekla Structures. 

3. Integrative applications. These applications facilitate 
geometry and schedule linking and are either focused 
on presentation and advanced collaboration possibili-
ties amongst project stakeholders. Examples: Ceco4D, 
CommonPoint Project4D, Navisworks JetStream and 
Visual Product Chronology (VPC). 

 
2.2 Retrospective analysis of 4D applications 

Retrospective analysis is based on literature review (Käh-
könen and Leinonen 2003, Sheppard 2004, Heesom and 
Mahdjoubi 2004, Jongeling 2006), investigation of soft-
ware packages (4D links 2007) and interviews committed. 
Applications were investigated in relation to product 
modelling especially how the information process is de-
termined. It is an appropriate time to compare various 4D 
approaches since adequate time has passed from first 4D 
implementations. It could be helpful for showing the way 
ahead for next generation 4D applications. 
Tentative results are presented in Table 1. This paragraph 
gives guidelines for readers and clarifies information in 
columns. The assessment of geometry (3D) and corre-
sponding schedule (4D) have been evaluated separately. 
In 3D the functionalities for designing (create geometry) 
and/or importing 3D model from other applications (im-
port geometry). According to 4D same functionalities 
were considered (manual scheduling and import sched-
ule). Special interest in geometry and schedule was paid 
to streamlining process (dynamic update); is the manipu-
lated information automatically updated to corresponding 
data. 
Visual Product Chronology (VPC) was used as analysis 
baseline. It comprises IFC 2.0 compliant CAD package to 
MS Project compatible scheduling software in integrative 
4D application. It has been developed by VTT in Diver-
city project (Divercity IST-1999-13365). The primary 
goal of the solution is the resultant IFC2.0-4D model that 
links 3D model and time together (Kähkönen and Lei-
nonen 2003). Further discussions data exchange and IFC 
standard are carried out in following chapters. Tool has 
dynamic schedule update. 
 
 
 

Table 1. Retrospective analysis of available 4D applications. 

 
 
Common Point with Project4D is forerunners of 4D. Inte-
grative 4D application provides 4D playback for con-
struction sequencing, movements and site management 
features, visual comparisons on status and planned pro-
gress, and communication for analyzing model with pro-
ject stakeholders. Hence, both geometry and schedule are 
dynamically updated. It is also possible to add comments 
to schedule simulations. In data exchange Project4D sup-
ports IFC in geometry.  
Graphisoft Virtual Construction operates shared model 
assembled from objects in catalogue including recipes, 
elements, methods, and resources amongst many others. It 
manages spatial aspects of a construction project in 
scheduling, facilitating Line-Of-Balance (LOB) method 
in Graphisoft Control, often neglected in Gant charts 
(Seppänen and Aalto 2005). Latest version 2007 enables 
2-way-functionality between shared mode and schedul-
ing. Catalogue provides content selection for visualiza-
tion; e.g. actor’s resource allocations can be simulated in 
4D. Software package has dynamic update in geometry 
and schedule. 
Enterprixe is server solution facilitating shared model 
communication over the Internet. One of the modelling 
clients is Autodesk based. It has two user interfaces for 
3D/4D; one for designer and planners and other for manu-
facturing (factories) and construction site through web 
browser. The latter commits restricted functions to shared 
model and has always the latest model revision for work-
flow planning and coordination. 4D capabilities are 
mainly used in work-flow simulations. Shared model fol-
lows the hierarchy set by main user and geometry and 
schedule updates are dynamically managed. 
Tekla Structures is structural engineer’s tool for managing 
concrete and steel structures. It enables functionality for 
design coordination, production planning and procure-
ment. Solution facilitates integrated model; from engi-
neers further to product manufacturing. In this substance 
4D is rather new functionality; enabling virtual construc-
tion simulation of work-flow and assembly order. Geome-
try and schedule are dynamically updated, current 4D 
presentation functions are under development. 
Swedish Ceco4D tool is used for communicating the 
work progress. Due to format selections (3D in VRML; 
schedule in XML) it has great interoperability; although 
made solution may complicate dynamic updating func-
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tions. Interesting aspect in CECO4D is simulation of spa-
tial aspects (Jongeling 2006). 
Navisworks JetStream (Timeliner and ClashDetective) is 
an integrative product for design reviewing and project 
management; mainly to understand design intent, con-
struction plan and current project status. Animation of 
construction schedules contributes risk identification and 
reduction of waste as a result of better planning control. It 
has extensive format support and enhanced collaboration 
possibilities. Geometry and schedule are dynamically 
updated when changes occur in source. Timeliner uses 
Clash Detective to check time and space co-ordination 
and improve site and workflow planning. Solution can be 
tailored to stakeholders; user interfaces e.g. to data ma-
nipulation and viewing. 
Analysis conducted CAD and integrative 4D applications, 
primarily targeted to work-flow simulations. Functional-
ities of various 4D software are at the moment increas-
ingly automated and streamlined. The current capabilities 
do not provide so much support for the actual schedule 
preparation process and related reasoning. Typically tools 
are used in design phase where use scenario is balancing 
between competing demands for quality, scope, time and 
cost. Compared with this 4D is more focused on under-
standing the validity of the construction process and thus 
it focusing on understanding potential problem areas and 
decreasing the overall project risk to enhance project suc-
cess. 
Project management has 4D interest regarding status and 
progress control differing sometimes greatly from e.g. 
planners point-of-view. Currently project meetings can 
leverage 4D to design reviews, design alternatives and 
‘what-if’ scenarios and verifying constructability. Navis-
works provides support for cross-discipline design re-
views (e.g. HVAC, Structural, architectural) and time-
driven collision checks. According to Navisworks Finland 
the functionality has been very useful. From projects per-
spective the increased communication is needed in trou-
blesome targets, whether this means checking main or 
work schedule, such as panel assembly.  
Reporting from 4D application is currently strongly based 
on visual simulation. Two time management mechanisms 
have been adopted; 1) uniform time models (time runs in 
e.g. week, day, hour and minutes), and 2) activity-based 
models (navigate through tasks). Many of the solutions 
provide customization of visibility settings; it may be 
possible to change e.g. transparencies, colours and add 
text comments to simulation. This increases flexibility 
and adaptability to multiple purposes. 
 
 
3 CHALLENGES OF 4D PRODUCT MODELS 
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The retrospective analysis of 4D applications revealed 
obstacles that need to be resolved during comprehensively 
harnessing 4D for projects. Challenges in IT systems are 
often in relation to adaptation strategies. Fox (2006) in-
troduced levels for adaptation as automational, informa-
tional and transformational described in Figure 1. Analy-
sis revealed that the 4D application main stream has 
reached automational and informational levels by offer-
ing automation reducing required manuel work and con-

solidating data to product models and new functionalities. 
Unfortunately the issues of complexity and labour inten-
sive linking have not fully overcome (Heesom and 
Mahdjoubi 2004). Business forerunners are seeking last-
ing competitive advantage from transformational ser-
vices; 4D solutions have e.g. better synchronization be-
tween stakeholders, increased support decision-making 
and integration to data management systems and other 
modelling packages improves. 

 
Figure 1. Adoptation strategy for industry regarding computer 
models of buildings and relating applications know also as Vir-
tual Building Environments i.e. VBEs (Fox 2006). 
 
3.1 Obstacles restraining utilization 

There are issues explaining relatively slow take up of 4D 
technology, although benefits and cost savings have been 
reported (e.g. Fischer and Kam 2002). A recent industrial 
practice study in Finland revealed that BIM utilization has 
clearly increased (Kiviniemi 2007). Unfortunately major 
share of building construction projects is not utilizing 
latest BIM tools. However, over eighty percent of Auto-
desk BIM authoring software clients sees the need for re-
evaluating ways of working (Sullivan 2006). Currently 
the bulk of design time is spent for producing construc-
tion documents that have earlier fixed costs. Clear indica-
tions for the need to develop adaptable process exists and 
possibilities to utilize intelligent technologies, such as 4D, 
improved. Roadmaps for ICT in construction concluded 
trends for enhancing after design life-cycle phases, such 
as use and maintenance (Hannus et al. 2003, Kazi and 
Hannus 2006). Stakeholders could also get long lasting 
competitive advantage from virtual design teams operat-
ing in integrated data management systems. 
Methodological development should concentrate better on 
4D model creation and manipulation automation towards 
non-labor intensiveness and integration to product model 
content (Tanyer and Aouad 2005). Analysis concluded 
that main outcome of 4D is the visual representation. 
Therefore it is justified to argue that new, appropriate 
ways for reporting should be developed in order to sup-
port decision making. Heterogeneous application field 
raises also data exchange problems and range of vendor 
specific formats possibly reduces interoperability. 
Current 4D applications have enhanced automational and 
informational functionalities. Development of transforma-
tional functionalities requires more user-orientation. Cur-
rently the modeller makes the decision how much in de-
tail he is willing go in 4D simulation. Possibly next gen-
eration products can provide adjustable level-of-detail – 
tailored to user needs in various project meetings. 



3.2 Standardization 

One of the most potential vendor neutral formats is Indus-
try Foundation Classes (IFCs) (IAI 2007). Building own-
ers and clients have taken active role in BIM develop-
ment; e.g. in year 2005 China adopted IFC2x to official 
national standard, next year GSA in the United States 
required IFC BIMs in conceptual design and latest BIM 
request is coming from Senate Properties in Finland. All 
proposals highlight vendor neutral formats. In relation to 
earlier Navisworks is overcoming the paradigm by sup-
porting multiple formats. 
The first set of IFC was published in 1998 as Release 1.5; 
followed by IFC2.0 in 1999. According to 4D, first im-
plementations were made to IFC2.0 for project manage-
ment (Froese and Yu 1999). Results described process 
and work plan model for scheduling; although inconsis-
tency was discovered in core elements. Early tests led to 
trial implementation (Froese et all. 1999). Seren and Kar-
stila (2001) described how task scheduling information 
and associations to building elements are managed in 
IFC1.5.1, IFC2.0 and IFC2x. This mapping specification 
was used in Visual Product Chronology, VPC (Kähkönen 
and Leinonen 2003). IFC2x2 was released in 2003 and 
task planning and 4D have been considered further na-
tionally in Finland (ProIT 2005). Aspect card ProIT-140 
describes general descriptions, partial EXPRESS-G sche-
mas and inherited instance diagrams. High level object for 
work plan (IfcWorkPlan) may contain number of work 
schedules (IfcWorkSchedule). Tasks (IfcTask) are related 
to work schedule through IfcRelAssignsTasks, and con-
nected to timing by IfcRelAssignsTasks. Hierarchy be-
tween tasks includes nesting (IfcRelNests) and dependen-
cies (IfcRelSequence). Target objects of tasks are IfcRe-
lAssignsToProcess instances.  
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The information that is used in 4D modelling originates 
from scheduling and design disciplines. Therefore there 
are varied implementation methods for data exchange 
between various 4D applications. Most integrative 4D 
applications define the linkage information to separate 
geometry and schedule files. Certain solutions use merged 
file. Efficient product modelling utilization and better 
interoperability between applications require that some 
uniform 4D standard is agreed. Vendor specific defacto 
standards have resistance; current IFC version, IFC2x3, 
has more potential. Currently many applications support 
IFC in geometries. IFC already includes the capabilities to 
exchange 4D data, but detailed structure (model view) 
must be agreed before software implementers can start to 
utilize IFC standard. According to IFC, Model View 
Definition (MVD) defines which subset and how IFC 
specification is applied in the data exchange between dif-
ferent applications, according to exchange requirements 
(IAI 2007). 
 
 
4 NEW APPROACHES ON 4D PRODUCT MODEL-

ING 

New research issues have been investigated in a national 
4DLive research project targeted to integrating augment 
and camera systems to 4D product modelling. Mobile 
solutions, such as Augmented Reality (AR) are increasing 

convergence of virtual model and real environment in 
model viewer solution. 4DLive project capitalizes multi-
domain knowledge at VTT in building construction, vir-
tual reality and video processing. Figure 2 illustrates 
process comprising 1) integrative 4D application, and 2) 
building site scenery sub processes.  

 
Figure 2. The 4DLive process outline for putting together live 
camera streaming with 4D building models. 
 
Model viewer solution (IFCViewer) is based on Open-
SceneGraph (OpenSceneGraph 2007) and free IFC En-
gine component (Bonsma 2007). Supported formats are 
MsProject XML and IFC BIM (IAI 2007). Visual repre-
sentation manages objects by global unification ids 
(GUIDs), intending to simulate order of erection instead 
of realistic visualization. 
 
4.1 Open communication protocol for application inte-

gration 

Universal Plug and Play standard (UPnP) provides possi-
bility for managing communications in a standardized 
way. Practically multiple applications can access same 
building model and 4D application transmits visualization 
commands to IFCViewer. UPnP protocol allows devices 
to automatically configure network by XML handshaking. 
These applications can 1) provide services to others (an-
nounce presence) and 2) use services from other applica-
tions (control point). UPnP protocol specification was 
developed in VBE2 project; visualization service access 
methods; including individual and object group controls 
for hiding/showing, highlighting and setting transparency 
(Hietanen 2006). The advantage of selected approach is 
flexible applications integration. Early implementation 
experiences are positive. It is adaptable for various pur-
poses, like analyses or simulations. It has also capability 
to increase interoperability and provide platform neutral 
innovative services. 
 
4.2 Linking building site scenery to product models 

Typically product model backgrounds are one-colored or 
shaded. The research emphasis has been covering mostly 
one-camera systems (Behzadan and Kamat 2005); 
4DLive project addresses domain by utilizing multi-
camera system. Technological novelty value creates also 
market potential. Recognized challenges include proce-
dural management of angles of view for smooth opera-
tions, and most of the sceneries are created from "virtual 
angles" computed from multiple pictures. Feasible use 
scenarios might be early design and marketing. 
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5 DISCUSSION 

Adoptation of 4D in companies has proceeded rather 
slowly. Recent experiences from pilot projects utilizing 
4D in Finland have been positive. Tekla Structures soft-
ware package was utilized in the second phase of a major 
shopping centre construction project (Jumbo shopping 
centre, Finland, Vantaa) to simulate building skeleton 
from steel and concrete. The main contractor in this pro-
ject, Lemcon, reported very promising results on Christ-
mas 2005. Skanska has used Enterprixe’s 4D solution in 
many projects. One of these, the Reimarintorni (tower of 
Reimar, residential building of 18 floors in Espoo), util-
ized 4D in demanding wall panel assemblies. Project took 
lately ‘Finnish construction site of the year 2006’ prize. 
This paper has reviewed capabilities of 4D applications. 
Product modelling was recognized as an emerging tech-
nology. Therefore it is probable that process will be de-
veloped to support new tools and 4D concept that has 
great potential in the future. So far, the experiences from 
projects Finland have been mainly positive. 4D CAD tools 
provide functionalities for multiple disciplines. Some in-
dications for integration, such as intelligent cataloguing 
and server based solutions, have already been detected. 
Integrative 4D applications provide extensive format 
support, optimized visualizations and enhanced algo-
rithms to link geometry and corresponding schedule. 
Some of these approaches should be leveraged to future 
4D development from these tools. 
 
 
6 CONCLUSIONS 

Development of the 4D applications since their introduc-
tion has evolved towards automated and streamlined solu-
tions. There are high-level challenges that should be 
solved to follow-on path towards large-scale use. These 
issues are mainly related to the development of method-
ologies, process and user orientation. Current construc-
tion process has deficiencies and 4D solution should pos-
sibly be leveraged better for decision-making support. 
The new process, differing greatly from current one, 
should be developed from starting point of re-evaluating 
ways of working. To some stakeholders enhanced and 
adaptable process potentially means long lasting competi-
tive advantage. 
Retrospective analysis revealed shortcomings in the 
methodology. 4D model creation and manipulation in 
many cases lead to buildings not verified against the re-
quirements set by the clients in the beginning. Therefore 
it is proposed that integration to other systems is im-
proved. According to simulation outcomes, there is poten-
tial to create new advanced reporting features facilitating 
information in multiple Level-of-Detail. These appropri-
ate ways for reporting should be developed in order to 
support decision making. Due to relatively slow new ICT 
solution adoptation in building and construction industry, 
the competitive advantage in software development might 
also be a result of user friendliness. 
For ensuring the seamless data exchange between sched-
uling and 4D models some uniform standard should be 
agreed. Currently wide range of software packages lacks 

interoperability and one of most promising candidates for 
open BIM standard is Industry Foundation Classes (IFC). 
IFC2x3 can be taken to a technological starting point; to 
be further equipped with 4D case definition. This case 
definition needs to present the new process taking advan-
tage of the holistic IT infrastructure within construction 
process. 
It is possible that the 4D applications shall be integrated 
with other digitalised services in near future. New ap-
proaches from 4DLive project described open communi-
cation protocol for application integration, and building 
site scenery linkage to product modelling. Both ap-
proaches have been disclosed promising and implementa-
tion to e.g. design and marketing might be reality in the 
future. It is considered that new dimensions such as com-
bining live video streaming with interactive 4D building 
model can result in a communication vehicle that meets 
well with the needs of continuously changing project 
conditions and relating managerial challenges. 
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USING 3D AND 4D MODELS TO IMPROVE JOBSITE COMMUNICATION – VIRTUAL 
HUDDLES CASE STUDY 
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ABSTRACT: This paper explores the unique challenges and opportunities of communicating design and construction 
information at the jobsite and describes the format and content of an information delivery method that we call Virtual 
Huddles (VDC-aided morning jobsite meetings).  
The research method used is direct participation in a test case (the construction of the concrete structure for a multi-
family housing project) using VDC methods on a daily basis for approximately 4 months to support more than 40 daily 
morning meetings with the contractor’s field workers and staff. 
From the case observations and a structured interview, we observed that huddles are more effective when the content 
focuses on specific work instead of generic training or safety talks. However, it is not effective to deliver a high level of 
detail since workers will quickly forget it and come back later for specific dimensions. We also found that, on a daily 
basis, 3D models work better than 4D models. Some of the most important impacts of the huddles are a change in the 
structure of information distribution that empowers the laborers, a higher engagement of the laborers with the project, 
and an improvement in the communication between the contractor’s site management staff and the laborers. 
KEYWORDS: VDC (virtual design and construction), jobsite, contractor, communication, case study. 
 
 
1 INTRODUCTION 

Virtual Design and Construction (VDC) methods (such as 
3D and 4D modeling) are being used to improve the pro-
duction, analysis, and management of design and con-
struction information in many phases and areas of con-
struction projects (McKinney and Fischer, 1998; Chau et 
al., 2004). In this context, design information is the in-
formation related to the constructed products (i.e., materi-
als, dimensions, locations, material finishing, etc.), and 
construction information is the information related to the 
construction processes to build the products (i.e., con-
struction sequence, equipment, tools, work method, etc.). 
The communication of this information to the ultimate 
doers (i.e., laborers) on the jobsite is, however, mainly 
based on 2D drawings and informal verbal explanations. 
Moreover, the verbal communication usually occurs only 
from the superintendent to the foremen and from the 
foremen to their laborers, limiting the direct communica-
tion between the superintendent and the laborers. This 
hierarchical communication seems to be due to practical 
reasons mainly: it is difficult to effectively communicate 
directly from the superintendent to the laborers in a con-
struction environment. Low communications skills make 
this direct communication even harder. Makulsawatudom 
et al. (2004) identify low skills as one important cause of 
low productivity. 

This type of communication (2D drawings and informal 
verbal explanations) plays an important role in some of 
the causes of low productivity identified in the literature 
(Rojas and Aramvareekul, 2003; Oglesby et al., 1989), 
such as experience, activity training, and motivation. This 
can be seen in the rework due to misunderstanding of 
design and/or construction information, the low engage-
ment and motivation of laborers, and the non-productive 
time used on looking for tools and materials that should 
have been at the workface. 
We wanted to study whether the use of VDC methods on 
the jobsite could reduce the communication problems by 
supporting the delivery of accurate, precise, and useful 
work instructions. Therefore, we tested the use of VDC 
methods to support the jobsite communication of design 
and construction information to the laborers. Using VDC 
methods on-site presents opportunities and challenges 
different from those in other phases of the project. We 
explored those opportunities and challenges by testing a 
VDC-aided method (Virtual Huddles) to deliver design 
and construction information on the jobsite. 
The rest of this paper introduces the test case (section 2), 
explains the specific opportunities and challenges of using 
VDC on the jobsite (section 3), describes the Virtual 
Huddles (section 4), describes the impacts we identified 
after running Virtual Huddles during 4 months (section 
5), and explains the conclusions we derived from our ob-
servations (section 6). 



2 TEST CASE 

The context of the test case is the multifamily housing 
industry, from the perspective of a cast-in-place concrete 
contractor, using direct hire labor.  
The particular project consists of the concrete structure 
for three apartment buildings. This structure includes 
post-tensioned strip footings, conventional slabs on grade, 
walls and columns at the ground level, and post-tensioned 
deck for the first level. The rest of the building’s structure 
is constructed with wood frames but it is not included in 
the test case as it was done by another contractor. 
Figure 1 shows the form view of a POP (Product-
Organization-Process) matrix of the test case at the con-
tractor level. This is a simple way to describe the most 
relevant components of the product, organization, and 
process for the project (García et al., 2003). 

 
Figure 1. Partial POP matrix of the test case. The complete ma-
trix includes function and behavior rows but these are not 
needed for this test case. The building activities (in the process 
column) have a direct correlation with the building components 
(in the product column). The actors (in the organization column) 
are also consistent with the elements in the other two columns 
since they participate in the processes to build the products. 
 
Regarding the VDC methods used in the test case, we 
created a 3D model for the entire project that includes the 
concrete elements (without rebar, formwork, embeds, 
etc.). The organization and level of detail of this model 
was tailored to support its manipulation and use for daily 
work packages (Figure 2 provides an overview of the 
three buildings with a 3D model). We also created several 
4D models to analyze different construction sequences. 
The IT infrastructure relevant for our work consisted of 
wireless internet access, a SMART Board, a projector, 
and laptops for the site management staff. 
 
 
 
 
 

 
Figure 2. 3D model of the case study project. Buildings A and B 
are a mirror image of each other. Building C is larger but it still 
has the same basic building components (as the “product” col-
umn in Figure 1 shows). 
 
 
3 OPPORTUNITIES AND CHALLENGES OF VDC 

USE ON THE JOBSITE 

In this case study, we identified several unique opportuni-
ties and challenges in the use of VDC methods on the 
jobsite that differ from the use of VDC methods in other 
project phases. 
 
3.1 Opportunities 

- Proximity to the work: having the work face a few feet 
away from the virtual models presents several oppor-
tunities. It makes it easier to compare the 3D/4D mod-
els with the real objects and processes they represent. 
The proximity also significantly reduces the latency 
between asking a question in the field and the answer 
to the question based on an analysis of the models. 
The field people greatly appreciated the quick answers 
to their questions. 

- Admiration and enthusiasm for the new visualization 
technologies: the scarce contact that workers have had 
with VDC methods makes them willing to interact (at 
least passively, see computer illiteracy in the next sub-
section) with 3D/4D models. In some occasions where 
the huddles were run without a model, the workers 
asked about the models and playfully required to have 
them the next time. 

- Information starvation: the need for information is 
huge during the construction phase. Thus, the possibil-
ity of deriving information that was not originally 
available in simple 2D drawings, schedules, or other 
information sources, makes VDC methods very attrac-
tive to field personnel. 

 
3.2 Challenges 

- Computer illiteracy: laborers, foremen and even su-
perintendents have little knowledge about computer 
systems. This made an active use (manipulation and 
revision) of 3D/4D models by the field people more 
difficult. In the case study, laborers and foremen inter-
acted with the models only by looking at them. On a 
few occasions, foremen approached the SMART 
Board and pointed to things or drew something on the 
board. Their computer illiteracy had two main conse-
quences: reluctance to have a bigger interaction due to 
fear of breaking something, and difficulty understand-
ing information conveyed in the models. 
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- Very dynamic conditions: it is not news that condi-
tions on jobsites are very dynamic. Even though this 
dynamic nature also occurs during the design phase, 
people experience it differently during construction 
since labor is usually not responsible for those 
changes but affected by them. This is a big challenge 
for the modeler since it is key to keep the 3D/4D 
models updated all the time. Otherwise the models 
lose credibility and usefulness. The biggest problem 
here was not the task to update the models since the 
project is relatively simple but the latency in getting 
answers through the formal RFI (Request For Infor-
mation) process since the VDC methods were used 
only by the concrete contractor and nobody else on the 
project. 

- Language barriers: this is an important issue in sev-
eral countries around the world since a significant per-
centage of construction workers are immigrants (e.g., 
Mexican workers in the U.S.), who often do not speak 
the local language. This, of course, is a big challenge 
for understanding the design and construction infor-
mation and contributes to the need for middlemen (see 
next point) in the communication as some laborers 
will need “translators”. 3D/4D models make the 
communication more visual. Several laborers men-
tioned during the interview (see section 5) that some-
times they could not understand some of the superin-
tendent’s words during the huddle but the 3D model 
helped them to complement what they did understand. 

- Communication middlemen: there are several mid-
dlemen between where the design and construction in-
formation is generated (i.e., architects, engineers, and 
construction managers) and the last users of this in-
formation (i.e., laborers). These middlemen are usu-
ally created by organizational structures (e.g., superin-
tendent, foreman) but also by technical barriers (e.g., 
skill barriers create masters, language barriers create 
translators). 

 
 
4 VIRTUAL HUDDLES 

Considering the limitations of the traditional communica-
tion of design and construction information, we tested an 
information delivery method that we call Virtual Huddles 
to address the main challenges and take advantage of the 
opportunities of using VDC methods on the jobsite. 
A Virtual Huddle is a VDC-aided meeting that supports 
the daily job-site communication. The purpose of this 
meeting is to explain to the laborers the work to be done 
during the day and to address the corresponding logistics 
and safety issues. Therefore, the meeting is done before 
the work starts every morning. The meeting must be at-
tended not only by the foreman and superintendent but by 
all the workers (including laborers). This eliminates mid-
dlemen in the communication between superintendent and 
laborers (e.g., foremen). The use of 3D/4D models also 
reduces the need for translators. 
The standard agenda of a virtual huddle starts with the 
review of the weather for the current day and the next 
days. After that the superintendent explains the activities 
to be done that day using 3D/4D models to support the 

explanations. This is an interactive process so the laborers 
ask questions and provide information while the superin-
tendent explains.  
 
4.1 Preparing the huddle 

The preparation of the huddle starts with the daily sched-
ule. Each evening the superintendent plans the work to be 
done the next day based on a weekly plan, the current 
situation of the project, and other factors such as weather, 
the general contractor’s instructions, and resource and 
equipment availability. 
After preparing the schedule, the superintendent or the 
project manager edits the 3D/4D models to support the 
explanation of the activities in the daily schedule. For 3D 
models, the superintendent/project manager should: 

- Identify the 3D elements that are related with the ac-
tivities of the next day’s schedule. 

- Turn off layers of elements that have not been built 
yet. 

- Color code the elements as follows: 
• Red: 3D elements where top priority work needs to 

be done. 
• Yellow: 3D elements where lower priority work 

needs to be done. 
- Draw any additional element in the model that could 

be useful to explain the work to the laborers (e.g., di-
mension lines, text, arrows, circles). 

- Select views that facilitate explanation of the work. 
- Turn off layers that obscure the view of the work area. 

Some of these tasks are done “on the fly” during the Vir-
tual Huddle (e.g., turning certain layers off and on) but 
the superintendent has to think about it before the huddle 
so s/he does not waste time in the meeting. 
When using 4D models, the superintendent/project man-
ager should evaluate whether it is necessary to use a 4D 
model to support his/her explanations. When necessary, a 
new 4D model has to be created. However, we realized 
during this test case that, in most situations, 4D models 
were not needed. The superintendent and the modeler 
(lead author) found it easier to use the 3D model as a 
pseudo 4D model by turning 3D elements on and off as 
needed since this gave more flexibility to show the status 
of the project and to manipulate the model during the 
huddle. 4D models were usually used for overall schedule 
discussions. Moreover, usually a 4D animation (e.g., a 
video file such as an AVI) worked better to deliver an 
idea than using the actual 4D model which allows the 
interaction with the model. 
 
4.2 Running the huddle 

The huddle usually lasted between 15 and 30 minutes. 
The number of attendees was around 20 persons. The 
physical set-up of the meeting was in a construction 
trailer with a projector and a SMART Board. Figure 3 
depicts the schematic layout of the meeting space. 
It is relevant to note that in a few cases we ran huddles 
with no 3D/4D models and we only projected the activi-
ties to be performed that day and, in some cases, 2D 
drawings. This happened when the lead author could not 
be present in the project to manage the models. 



 
Figure 3. Layout of the meeting space. All the drawings were in 
the space where we ran the huddles so that we could use draw-
ings to show information that was not in the 3D model (e.g., 
other contractors’ work scope). 
 
In general, 3D models were used in the huddle for three 
main purposes: 

- Show specific locations in the project. This was very 
useful for two reasons: (1) language barriers some-
times made the understanding of specific terms diffi-
cult, and (2) many laborers do not read drawings and 
do not understand when the superintendent makes ref-
erence to certain areas of the project (e.g., specific 
column lines). 

- Explain details of design information such as the way 
a wall and a column meet at a particular location or 
the complicated thickened areas of a post-tensioned 
slab. 

- Explain a construction method. Usually, in these cases 
the superintendent needed to draw on top of the model 
to elaborate on the explanation. 

4D models were used to explain the construction schedule 
to the laborers as a way to keep them engaged in the pro-
ject. 
 
 
5 IMPACT OF VIRTUAL HUDDLES 

5.1 Direct observation 

During the test case, we observed the behavior of the 
workers in the huddles and their attitude towards the VDC 
methods. We summarize our observations in the follow-
ing points. 

- Distance to technology: even though the workers were 
enthusiastic about the technology, they were always 
passive users and preferred to keep their distance. 

- Bypassing of middlemen: several workers asked for 
information directly from the lead author (who was 
managing the 3D/4D models) bypassing the foreman 
and/or superintendent which would be the normal 
path. This was in part because of the easy access to the 
models through the modeler and part because the 
modeler spoke Spanish. 

- Appreciation of 3D models: all workers liked the 3D 
models since they could easily get dimensions that 
were usually not in the drawings from them. 

- Indifference towards 4D models: workers were more 
indifferent regarding the 4D models. They liked the 
animation of the schedule but they did not feel they 
were getting information that was very useful for 
them. As expected, management staff had a better 
evaluation of 4D models. 

 

5.2 Interview 

After more than 40 Virtual Huddles were run in the test 
project, we conducted a short interview of the staff and 
laborers in four groups: Project manager, Superintendent, 
Foremen and Laborers. The purpose of this interview was 
to measure the effectiveness of the huddles and the value 
of 3D/4D models for the huddles as perceived by the dif-
ferent actors of the project. 
We asked the interviewees to answer the questions within 
a Likert scale of 5 points with 1 being the most negative 
appreciation, 3 a neutral one, and 5 the most positive one. 
The questions covered the following issues: 

- Virtual Huddle’s impact on the normal work 
- Impact of 3D/4D model use on the Virtual Huddles 
- Accuracy of the instructions (design and construction 

information) delivered in the huddle 
- Precision of the instructions delivered in the huddle 
- Usefulness of the instructions delivered in the huddle 

Figure 4 summarizes the data captured in the test case for 
those five questions. 

 
Figure 4. Assessment of the Virtual Huddles’ impact. This graph 
shows a very positive perception of the virtual huddles and spe-
cifically the use of 3D and 4D models. The interviewees corre-
spond to 100% of the subcontractor’s people involved in the 
project (two crews of twelve and three laborers, two foremen, 
one superintendent, and one project manager). 
 
As Figure 4 shows the general evaluation of the huddles 
was consistently positive for all the workers in the pro-
ject. The graph also shows a neutral evaluation of the 
value of 3D/4D models for the huddles by the superinten-
dent, which he confirmed with his comment: “3D models 
are good but you do not need to have them.” However, 
the laborers evaluated the 3D/4D models as very benefi-
cial for the huddles. This discrepancy is explained by the 
fact that the laborers benefit directly from the models by 
identifying locations and better understanding the super-
intendent’s explanations while the superintendent benefits 
indirectly through the laborers’ understanding which is 
not easy for him to evaluate on a daily basis. 
The results also show a bias of the superintendent in the 
evaluation of the accuracy, precision, and usefulness of 
the instructions delivered in the huddles since he was the 
person that delivered the instructions. However, this bias 
does not contradict the general evaluation of the other 
actors who also have a positive evaluation. 
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6 CONCLUSIONS 

- VDC engineer onsite: It is key to have someone on 
site that is able to create and revise 3D/4D models. 
The conditions on site are so dynamic that keeping a 
VDC engineer in the main office updated with what is 
happening on site would add a lot of extra work to the 
field management personnel. Moreover, by the time 
the VDC engineer would have updated the models the 
situation would likely be different again. 

- Stakeholders’ involvement: To fully take advantage of 
the opportunities of using VDC onsite, all the stake-
holders (e.g., general contractor, architect, engineers, 
other contractors) of the project must be involved. The 
dynamic conditions of the project were particularly 
critical because the case study contractor was the only 
one using VDC methods on the project. Therefore, in 
many occasions we were waiting for answers from 
others who worked without 3D/4D models. 

- Change of information distribution: The huddles pro-
vided an opportunity for the superintendent to talk di-
rectly to the laborers and vice versa. This type of 
communication is not very typical since, as we de-
scribed before, usually the communication goes 
through the foremen who act as middlemen in the 
communication flow. This instance of direct commu-
nication empowered the laborers who felt they could 
have direct access to the superintendent. 

- Labor engagement and motivation: The huddles 
proved to be a very useful engagement and motivation 
tool. Laborers were eager to know more about the pro-
ject even about the scope and work of other disci-
plines. This motivation gain is aligned with the theory 
of motivation by job enrichment and hygiene factors 
(Herzberg, 1968; Khan, 1993) 

- Better superintendent-labor communication: The 
change in the information distribution described above 
also contributed to improving the understanding of the 
instructions delivered by the superintendent and re-
duced the latency on finding out about issues such as 
lack of tools and materials and other information.  

- Multi-skilled labor: Virtual Huddles present a great 
opportunity to implement a multi-skilled labor force 
since it allows for task-specific training. In our test 
case, plumbers and concrete crews collaborated on 
each others’ tasks as both contractor companies be-
longed to the same owner. This opportunity was very 
valuable since, as Burleson et al. (1998) state, a sin-
gle-skilled workforce strategy is “not necessarily re-
sponsive to construction sequence or the optimal use 
of worker skills.” 

This case study shows the value of the Virtual Huddles 
and some of their challenges. Currently, we are imple-
menting Virtual Huddles in several other projects and 
exploring the challenges of escalating this effort company 
wide. Some of the next steps we have identified are: 

- Standardization of the short-term planning on site 
based on a company-agreed generic WBS: the benefit 
of using a generic WBS is that it defines a common 
language for the planning across the different projects 
of a company. It also simplifies the planning effort for 
superintendents since they may select tasks from sets 
of predefined options and then customize them. 

- Training of superintendents for the manipulation of 
3D/4D models: this will increase the superintendents’ 
appreciation of these methods (see Figure 4) and will 
allow them to run the huddles completely by them-
selves. 

- Definition of incentives to use this information deliv-
ery method: as any new method it requires an initial 
effort and learning that has to be supported by appro-
priate incentives. 
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ABSTRACT: Some urban management tasks such as disaster management, delivery of goods and services, and city-
scape visualisation are managed by using a GIS as the current state-of-art, as the tasks in these processes require high 
level and volume of integrated geospatial information. Several of these tasks such as fire response management also 
require detailed geometrical and semantic information about buildings in the form of geospatial information. This pa-
per presents research focused on investigating whether the process of fire response management can be facilitated 
through the implementation of an IFC model in the geospatial environment. In the first phase of the research, a use 
case scenario is developed in order to investigate the possible use of IFC models in a fire response management proc-
ess. In the next phase, software components are developed to transfer the required level of form and semantic informa-
tion from the IFC model to the geospatial environment. The developed software components are then verified through 
unit and component testing and validated through system testing and semi-structured interviews. The paper first sum-
marises the background on Building Information Modelling and the role of GIS in fire response management. The de-
velopment of the use case scenario and the software components are then explained before finally summarising the 
validation and verification efforts. 
KEYWORDS: IFC, fire response, BIM, GIS, geospatial. 
 
 
1 INTRODUCTION 

Building Information Models (BIMs) and Model Based 
Engineering have become an active research area in 
Computer Integrated Construction over the last 10-20 
years. From an industrial perspective, the rise of the trend 
towards BIMs and model based engineering is due to the 
inadequate interoperability in the industry. Gallaher et al. 
(2004) indicated that US$15.8B is lost annually in the U.S 
Capital Facilities Industry due to the lack of interoperabil-
ity. Today, BIMs are seen as the main facilitators of inte-
gration, interoperability, collaboration and process auto-
mation. A BIM is a digital representation of physical and 
functional characteristics of a building which serves as a 
shared knowledge resource for information about a build-
ing, forming a reliable basis for decisions during its whole 
lifecycle, i.e. from inception onwards (NBIMS, 2006). 
Over the last decade the Industry Foundation Classes 
(IFC), developed by International Alliance of Interopera-
bility/buildingSMART, has matured as a standard BIM in 
supporting and facilitating interoperability across the 
various phases of the construction life cycle. 
On the other hand, geospatial information and Geographic 
Information Systems (GISs) are used in various fields 
related to urban built environment, ranging from three 
dimensional cityscape visualisations to emergency re-
sponse management. Today, fire response management 
process is commonly managed through the use of a GIS, 

while a high volume of geometrical and semantic infor-
mation about buildings needs to be transferred and repre-
sented in the geospatial environment in order to success-
fully manage the overall process.  
Until recently the transfer of semantic information and 
spatial relationships from building models into the geo-
spatial environment could not be accomplished. This was 
mainly due to two reasons: 

1. The inability of standard CAD models to store seman-
tic information and spatial relationships due to their 
lack of object oriented data structures.  

2. Geospatial information models handled and treated the 
data in a different manner than BIMs along with being 
insufficient in representing the detailed 3D geometry 
of building elements and 3D spatial relationships.  

Both these factors made it difficult to transfer information 
from building models to a geospatial environment and to 
represent buildings within geospatial information models. 
This in turn prevented a complete automation of the fire 
response management process, where detailed geometric 
and semantic information about buildings is required to 
be held in the geospatial environment for the management 
of indoor navigation operation. 
Today, BIMs (i.e. IFC as a maturing standard) are capable 
of containing geometrical and semantic information about 
the building elements in an object oriented data structure, 
where semantic information and spatial relationships can 
be derived. Furthermore, geospatial information models 
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are developing in a way that they can support 3D geomet-
rical representation of building elements and representa-
tion of 3D spatial relationships between them. 
In light of such new technological developments in both 
domains, the overall research investigated ways and 
methods for overcoming the technical barriers that have 
prevented a complete automation of the fire response 
management process. 
 
 
2 BACKGROUND 

2.1 Information modelling in the construction industry 

The traditional fragmented nature of the construction 
(AEC) industry causes diversity of the software in use, 
which in turn prevents effective information exchange 
between all parties. BIMs emerged in order to facilitate 
the effective management of construction information 
through the project lifecycle, by overcoming the barriers 
that prevent effective exchange and sharing of informa-
tion. 
Information models in the construction industry are usu-
ally developed by adopting ISO 10303 (Standard for Ex-
change of Product Data - STEP) technologies, e.g. EX-
PRESS, etc. Important efforts in this area include COM-
BINE, STEP Part 225, BCCM RATAS, EDM, SME and 
CIMSteel /CIS2 and IFC (Eastman, 1999; Zamanian and 
Pittman, 1999). 
In 1994, 12 U.S. based companies joined together to ex-
amine the potential for interoperability in the AEC area. 
This first effort was based on the ARX development sys-
tem for AutoCAD Release 13. Following this first effort, 
the organisations realised that there was economic benefit 
to be gained from such interoperability of software. As a 
result the participants decided to develop a vendor neutral 
standard for software interoperability. In October 1995, 
they established the Industry Alliance for Interoperability 
(IAI). The first version of the IAI’s vendor neutral stan-
dard (IFC) was released in 1997. In 2005, IFC became an 
ISO Publicly Available Specification (16739). 
The Industry Foundation Classes (IFC) is a collection of 
entities that together form a BIM. The IFC entities are 
defined by using ISO 10303 EXPRESS conceptual mod-
elling language. The IFC objects allow AEC/FM profes-
sionals to share a project model and allow each profession 
to define its own view of the objects contained in that 
model. The BIMs (and IFC) aim to improve the efficiency 
in design, construction, and facilities management proc-
esses. Recent works on implementing and using BIMs 
and IFC include Spearpoint (2003), Maher et al. (2003), 
Kähkönen and Leinonen (2003), Yabuki and Shitani 
(2003), Lee et al. (2003), Underwood and Watson (2003), 
Kiviniemi et al. (2005), Grilo et al. (2005), Nour and 
Beucke (2005), Petrinja et al. (2005), Karavan et al. 
(2005), Caldas et al. (2005), Chen et al. (2005), Maher et 
al. (2005), Tanyer and Aouad (2005). 
 
 
 
 

2.2 The role of geospatial information in fire response 
management process 

Geospatial information is being used in many domains. 
Various elements of the urban fabric are already being 
represented within geospatial models. Furthermore, GISs 
are common systems that are used in urban planning and 
management activities. As Zeiler (1999) indicated, GIS 
and geospatial information are used in cadastre and land 
use planning, urban growth planning, planning and man-
agement of utility systems (electric, gas, water), demoli-
tion planning, emergency response planning and man-
agement, navigation and routing, delivery of goods and 
services, conservation and renovation projects, and in 
pollution management. 
Local governments and fire departments use geospatial 
information and GISs to prevent fire and to manage 
emergency response operations in rural and urban areas. 
The literature in the area is extensive and some examples 
from the literature include Duburguet and Brenner (1997), 
Wang et al. (2005), Keating (2003), Schroeder (2000), 
Kwan and Lee (2005) who explained the use of geospatial 
information (and GIS) in Fire Response Management. On 
the other hand several studies (Beilin, 2000 and Brenner 
et al. 2001) demonstrated the use of geospatial informa-
tion for assessing fire risk and for emergency response 
planning. Zlatanova (2007) provided a list of her publica-
tions related to the use of 3D geospatial information in 
emergency response management. 
 
2.3 Research methodology 

The aim of the study presented was to assess the applica-
bility of an implementation of an industry standard BIM 
(IFC) in geospatial context, in order to investigate if the 
fire response management process can benefit from such 
an implementation. In order to build up the background 
theory, the first two phases of the research included litera-
ture reviews on Building Information Modelling and on 
the role of geospatial information in the fire response 
management process. The next phase included a technol-
ogy review in order to gain further understanding of 
Building Information Modelling and the technologies 
related to storage and exchange of geospatial information. 
In the next phases of the research, a prototype system that 
transfers information from IFCs to geospatial environ-
ment was proposed, implemented and validated in three 
stages: 

1. A use case scenario on fire response management was 
developed through semi-structured interviews in order 
to determine the level and amount of information to be 
transferred from the IFC model to the geospatial envi-
ronment.  

2. A prototype which would transfer the information 
from IFC to the geospatial environment was proposed 
and implemented as a set of software components.  

3. The prototype software was verified and validated ac-
cording to ISO 9126 through system testing and semi-
structured interviews.  

The following sections will explain the development of 
the use case scenario, the design and implementation of 
the software components, and verification/validation ef-
forts. 
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3 DEVELOPMENT OF THE USE CASE SCENARIO 

3.1 Introduction 

A use case scenario describes the system’s behaviour un-
der various conditions as the system responds to a request 
from its stakeholders. The use case scenarios are usually 
defined in the form of casual and fully dressed versions, 
as explained in Cockburn (2001). The casual version of 
the scenario explains the process in an informal story-like 
style. The fully dressed versions of the scenarios are de-
fined as a part of the functional analysis by the refinement 
of the casual versions. The fully dressed version of the 
scenario explains the process through a step by step ap-
proach in a formal way. The data needs and the structure 
of the proposed system are determined by the help of use 
case scenarios. 
Following a literature and technology review in the field, 
a group interview was organised in the Greater Munici-
pality of Istanbul in order to develop a use case scenario 
and establish a framework for the proposed solution. The 
group were composed of assistant directors from the De-
partment of Surveying and Cadastre (of Greater Munici-
pality of Istanbul), civil and surveying engineers from the 
Greater Municipality of Istanbul, experts from NETCAD 
(a commonly known Turkish GIS developer) and academ-
ics from Istanbul Technical University Centre for Disaster 
Rescue (which works jointly with Istanbul Fire Brigade 
and Istanbul Hospitals, for emergency response manage-
ment research and training). The following sections will 
present the use case scenario development process and the 
scenario itself. 
 
3.2 Use case scenario development process 

The process was initiated with a group interview. In the 
beginning of the interview the participants from Istanbul 
Technical University (ITU) Centre for Disaster Rescue 
explained the data requirements for a successful fire re-
sponse management operation. These general require-
ments can be summarised as the following: 

1. The first type of information required for the operation 
is regarding roads in order to manage the routing of 
fire brigade vehicles and ambulances during the op-
eration. 

2. Other information required about roads includes the 
type of roads (i.e. asphalt or gravel), slope of the 
roads, and the seasonal condition of the roads (e.g. a 
road can be muddy after a heavy rain). 

3. In the operation, the location of fire brigade stations 
and hospitals are also required to be known.  

4. The types and capabilities of fire brigade vehicles (i.e. 
the maximum height of stairs in the vehicles) in a fire 
brigade station need to be known in order to select an 
appropriate fire station and fire brigade vehicle for the 
operation. 

5. The demographic and traffic information about an 
area where the operation will be carried out need to be 
known, i.e. traffic may prevent the fire brigade vehi-
cles reaching the site in the estimated time if the area 
is highly populated. 

6. The information about surrounding buildings also 
need to be known in order to manage the access to the 

building from surrounding buildings (if needed) and to 
prevent the spreading of fire to them. 

7. The usage type of the building (e.g. hospital, school) 
also needs to be known.  

8. The location of fire sensors and fire alarms inside the 
building need to be known.  

9. If any electronic control system is installed in the 
building (e.g. a system to close some doors when a 
fire occurs) then the information about such a system 
should be in the database of the disaster rescue centre.  

10. The location of emergency exits in the building need 
to be known. 

11. The electrical installations and pipelines surrounding 
the building also need to be known.  

12. The location of the fire hydrants nearby the building 
need to be known.  

13. The material of building elements (i.e. walls, doors, 
windows, etc.) need to be known.  

14. The opening directions of doors and windows need 
to be known to assist the fire brigade staff. 

During the interview the participants mentioned that these 
data requirements are only a small portion of the real life 
data needs, and a real life situation would require more 
data from other different resources. In the meeting, the 
participants were informed about the data richness of 
BIMs in that they contain information about materials of 
elements, and functions of elements such as the opening 
direction of doors and windows. Based on this the partici-
pants then pointed out that the data rich structure of the 
BIMs would provide specific advantages in facilitating 
the fire response management process. The BIM to be 
used was selected as the IFC as it is the mainstream stan-
dard for building information modelling. 
A use case scenario was developed with the research 
group in the next stage of the study. As a first step in or-
der to keep the scenario simple, a subset of data needs 
was selected from the above mentioned data needs. The 
participants agreed that the data requirements for the sce-
nario would be in regard to the: 

- Location of the fire brigade stations 
- Road network between the building and the fire bri-

gade stations 
- 3D geometrical model of the building 
- Opening directions of doors and windows 
- Material of building elements 

In the next stage, the scenario for fire response manage-
ment operation was developed. The causal version of the 
scenario is presented in the next section. The fully-
dressed version, which is not presented in this paper as it 
does not comply with the level of detail presented here, is 
presented in Isikdag (2006). 
 
3.3 Use case scenario for the fire response operation  

The Centre for Disaster Rescue of Greater Municipality 
of Istanbul is responsible for managing fire response op-
erations in the city. According to the scenario, a fire oc-
curs at the Institute of Science and Technology building 
of Istanbul Technical University. A witness informs the 
Centre for Disaster Rescue about the fire. An operation 
team is formed immediately in the centre. A member of 
the team determines an appropriate fire brigade station 
(which has suitable vehicles), calls the station and informs 



the station about the fire. At the same time the response 
team begin to use their GIS based fire response manage-
ment system. In the first stage of the operation, a shortest 
route analysis is carried out to find the shortest route from 
the appropriate station to the Institute (where the fire oc-
curs). In the next stage, the operation team uses the in-
formation about the shortest route to direct the fire bri-
gade vehicles to the building. At a later stage when the 
fire brigades arrive at the building, the operation centre 
directs the fire brigade personnel inside the building by 
informing them about the opening directions of the doors 
and the materials of building elements. According to the 
scenario, the Centre for Disaster Rescue has access to the 
BIM of the building (in form of an IFC model). 
In technical terms, according to the scenario: 

1. The operation team, in the first stage, uses a system 
(of software components) to extract the required in-
formation (3D model of the building that contains 
opening directions of doors and windows, and mate-
rial of walls) from the IFC model and transfer it into 
the geospatial environment.  

2. The operation team then uses their readily available 
GIS based response management system to merge the 
background data (i.e. locations of fire brigade stations, 
road network) with the geospatial representation of the 
BIM, to manage the operation without loosing both 
time and the necessary information as a result of 
switching between various applications and data mod-
els. 

Three use cases are derived from the use case scenario in 
the next stage. Figure 1 outlines these use cases. 

 
Figure 1. Use Cases Diagram for the fire response operation. 
 
 
 
 
 
 

4 THE DESIGN OF THE PROTOTYPE SOFTWARE 

The prototype software for transferring the information 
from the BIM (IFC) into the geospatial environment is 
developed in light of the use case scenario explained in 
the previous section. As mentioned in the use case sce-
nario, the software components are developed in order to 
extract a 3D model of a building from the IFC model and 
to transfer it into the geospatial environment. The result-
ing 3D geospatial model would contain opening direc-
tions of doors and windows and material of walls along 
with their 3D geometrical representation. The prototype 
software components are developed in three layers, 
namely human-computer interaction (HCI Layer), prob-
lem domain (PD Layer) and data layer (Figure 2). 
The data layer of the system consisted of a model server 
database (namely EDM) where IFC models were stored 
and a spatial database (ESRI GeoDatabase) where the 
resulting geospatial data model was stored. The problem 
domain layer of the system consisted of two internal and 
two external software components. The external software 
components were APIs, i.e. the model server API, which 
was used to query the IFC model in the model server and 
retrieve the required information from the IFC model and 
the Spatial Database API, which was used to create the 
geospatial model. 
The internal software components were the input process-
ing and the output creation packages. These packages 
were developed as COM+ components. The input proc-
essing package was used to convert different geometrical 
representations of building elements (CSG/Sweeping) to 
Boundary Representation (BRep), which is a common 
geometrical representation form for geospatial models. 
The input processing package was also used to derive 
spatial relationships and semantic information from the 
IFC model. The information obtained from the IFC model 
was held transiently in the objects of the input processing 
package. In the next stage, the output creation package 
used this transient information to create persistent geospa-
tial objects inside a spatial database. The persistent geo-
spatial objects were created with the help of the ESRI 
GeoDatabase API - an API developed to interact with the 
ESRI Spatial Database. The geospatial objects are stored 
within a data model based on ESRI Multipatch object 
model. Figure 2 depicts the physical design of the proto-
type software. 
As shown in Figure 2, the system is designed in form of 
separate components in order to provide flexibility for 
further extensions. For example, when a need to create the 
output in another geospatial model arises (i.e. in form of 
CityGML) the development of a new output creation 
package will be sufficient rather than having to redevelop 
the whole system. The HCI layer of the system is con-
sisted of a single windows user form. The form had com-
mand groups that are used to query the IFC model and get 
information about the building elements, before transfer-
ring them to the geospatial environment. It also contained 
several other commands which are used to transfer the 
transient information from the input processing packages’ 
objects to geospatial objects and persist them in the spa-
tial database.  
 

 100



 
Figure 2. Physical Design of the prototype software. 
 
 
5 VALIDATION AND VERIFICATION OF THE PRO-

TOTYPE SOFTWARE 

Following the development of the prototype software 
components, they were verified through unit, component 
and system tests. Unit tests were conducted to test the 
individual classes of the input processing and output crea-
tion packages, while the component tests were used to test 
the components as a whole. System tests were used to test 
the components and the interactions between them. 
Figure 3 and Figure 4 present a result from the system 
testing phase of transferring a 3D building model from the 
IFC model into the geospatial environment. In the first 
figure, an IFC model of a 3 storey building is seen in a 
CAD application then in the next figure the transferred 
model is seen inside a GIS.  

 
Figure 3. IFC model of a three storey building shown in a CAD 
application. 
 
In the next phase the system was validated by using sce-
nario-based testing (with test cases) and later evaluated in 
light of ISO 9126-1 (first part of the standard for Software 
Engineering Product Quality) by semi-structured inter-
views. 

 
Figure 4. A three storey building transferred from an IFC model, 
shown inside a GIS. 
 
The test cases were based on the use cases defined earlier 
(Figure1). It should be noted that the test cases are differ-
ent from use cases as they explain a process in a higher 
level of detail and focus on interactions more closely. The 
test cases mimic the real flow of events with real users 
and real data, and the results of interactions are measur-
able in terms of success/failure. Kaner (2003) provided 
extensive information on scenario based system testing by 
using test cases. The test cases were completed by par-
ticipants from NETCAD, Greater Municipality of Istanbul 
and academics from Istanbul Technical University Centre 
for Disaster Rescue. All test cases were completed suc-
cessfully. The test model was the BIM of an Institute of 
Science and Technology building of ITU which was in 
IFC format. Table 1 provides the details of the test-cases 
completed during the scenario-based testing process. 
Table 1. Test-cases completed during scenario based testing. 
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The system evaluation by semi-structured interviews was 
undertaken after the scenario-based testing process. Par-
ticipants from NETCAD, Greater Municipality of Istanbul 
and academics from Istanbul Technical University Centre 
for Disaster Rescue joined the semi-structured interviews. 
The questions in the interviews were regarding the system 
quality in order to evaluate the functionality, usability, 
efficiency and portability of the system. During the inter-
views every participant was given a chance to inspect the 
source code of the system as some questions were related 
to the coding itself. All participants were interviewed on a 
one-to-one basis in light of a set of questions. During the 
interviews the participants mentioned that the developed 
components can successfully create 3D representations of 
columns, beams, slabs, windows, doors and walls in the 
form of 2D and 3D geospatial objects. Object attributes 
(e.g. material of elements) and spatial relationships were 
also present in the geospatial object model. 
Several problems that affected the system quality were 
identified during the component and systems tests as: 

- Time behaviour of the output creation package was 
poor. 

- The 3D building elements were not located in actual 
orientation of the building. 

- The spatial relationships in the IFC model were not 
represented in form of topological relationships in the 
geospatial model. 

- The objects represented with BRep method in the IFC 
model were not processed and transferred into geospa-
tial objects. 

The evaluation results showed that the time behaviour of 
the output creation package is not satisfactory. The results 
of the performance tests (carried out during the system 
tests) mainly indicated that this is due to time spent on 
creating the geospatial objects. The reason behind it was 
the complex structure of the ESRI Multipatch object type 
which was used in the implementation. 
Another result from the evaluation indicated that the re-
sultant building elements were not located within the ac-
tual orientation of the building. Geo-locating the output 
with the right orientation is an important aspect of the 
implementation. Further research could accomplish this in 
several ways: 

- By using the information (attributes) obtained from 
the IFC model: The transformation can be achieved by 
obtaining the latitude and longitude of the building 
from IfcSite object and getting the rotation as True 
North from IfcGeometricRepresentationContext ob-
ject. 

- By using a geospatial object as a template: In this 
method, the coordinates of three points of the template 
geospatial object need to be known for the transforma-
tion operation. 

The evaluation results indicated that the spatial relation-
ships of the IFC model were not represented in the form 
of topological relationships in the geospatial model. This 
was mainly caused from the limitations of the geospatial 
model used in the implementation. Although 3D topo-
logical models exist to a certain extent, they are only im-
plemented in specific databases for research purposes and 
are still not integrated into state of art GISs. Further re-
search and developments on 3D topological modelling 

and their implementation in GISs will contribute to the 
efforts towards better representation of building elements 
in geospatial environment.  
Another criticism about the prototype was that the IFC 
objects whose geometry is defined by the BRep method 
were not processed and transferred into geospatial ob-
jects. This appeared mainly because of the design deci-
sion that was taken in order to solve the problems in the 
transformation from CSG and Sweeping Representations 
to Boundary Representation (BRep). The transformation 
of the IFC objects whose geometry is defined by the 
BRep method to the BRep models of geospatial environ-
ment might cause such problems as: 

- The resultant geospatial model would require a high 
amount of storage space in order to store building 
elements that have detailed geometries. In such situa-
tion the resultant model needs to be compressed or 
simplified using the geometric model simplification 
techniques.  

- On the other hand, the system’s performance would 
become worse during this transformation process as it 
would have to process more complex geometries. 

 
 
6 SUMMARY AND CONCLUSION 

Fire response operations are commonly managed by using 
a GIS as the current state-of-art, and require high level 
and volume of integrated geospatial information together 
with detailed geometric and semantic information about 
buildings. However, building information has not been 
transferred into and represented in geospatial environment 
due to the lack of semantic information in early building 
models and due to incompatibilities between the data 
models in the two different domains. This situation 
mainly prevented the management of indoor navigation 
process in a fire response management operation. 
In contrast, when the building information is made avail-
able in the geospatial environment, the emergency re-
sponse management team will have the ability to use their 
readily available GIS based response system to manage 
the outdoor and indoor operation seamlessly, without 
loosing time and necessary information through switching 
between various applications and data models. In order to 
realise this, the study investigated the applicability of 
BIMs (IFC in particular) in the geospatial environment. 
Following a literature and technology review on Building 
Information Modelling and geospatial information, a use 
case scenario was developed in order to determine details 
of the process. The scenario also acted as a framework for 
the implementation. In the next stage, a prototype to 
transfer information from IFC to the geospatial environ-
ment was proposed and implemented as a set of software 
components. Finally, the prototype was verified by unit 
and component tests and was validated according to ISO 
9126-by system testing and semi-structured interviews. 
Two types of mismatches occur between IFC models and 
geospatial environment as form and semantic mismatches. 
In order to prevent these mismatches, the transfer of in-
formation from IFC to geospatial environment should 
address two specific issues, i) the transfer of geometric 
information and ii) the transfer of semantic information. 
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The geometric information is about the geometry of the 
building elements and spatial relationships. The geometry 
in IFC models is represented with CSG, Sweeping and 
BRep methods. On the other hand, in (vector) geospatial 
models the geometry is usually represented by BRep 
method, thus in most cases the transformation from CSG 
and Sweeping representations to BRep appears as a need 
to represent the building geometry correctly in the geo-
spatial environment. 
The spatial relationships in the IFC model can either be 
transformed to topological relationships of a 3D topologi-
cal geospatial model or these relationships can be pre-
served within database tables using a custom geospatial 
model based on 2 and 2.5D geospatial objects. 
The semantic information is about the object types and 
their functions and functional constraints. Semantic in-
formation in IFC can be represented by creating similar 
object types in the geospatial object model (i.e. CityGML 
model is a good example on that) and the functions of the 
BIM objects (i.e. building elements) will be represented 
in object attributes of the geospatial model. On the other 
hand, the functional constraints can be represented by 
object attributes or by topological rules (if a topological 
model is used in geospatial representation). 
In the next stage of this research, the focus will be on in-
vestigating if the proposed implementation will facilitate 
the process of fire response management.  
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AN OCTREE-BASED IMPLEMENTATION OF DIRECTIONAL OPERATORS IN A 3D      
SPATIAL QUERY LANGUAGE FOR BUILDING INFORMATION MODELS 

André Borrmann, Stefanie Schraufstetter, Christoph van Treeck, Ernst Rank 
Computational Civil Engineering, Technische Universität München, Germany 

ABSTRACT: In a current research project, our group is developing a 3D Spatial Query Language that enables the spa-
tial analysis of Building Information Models and the extraction of partial models that fulfil certain spatial constraints. 
Among other features, the spatial language includes directional operators, i.e. operators that reflect the directional 
relationships between 3D spatial objects, such as northOf, southOf, eastOf, westOf, above and below. The paper pre-
sents in-depth definitions of the semantics of these operators by means of point set theory. It further gives an overview 
on the possible implementation of directional operators using a new space-partitioning data structure called slot-tree, 
which is derived from the objects’ octree representation. The slot-tree allows for the application of recursive algorithms 
that successively increase the discrete resolution of the spatial objects employed and thereby offer the possibility for a 
trade-off between computational effort and required accuracy. 
KEYWORDS: spatial query language, building information modelling, direction, octree. 
 
 
1 INTRODUCTION 

The current project develops a 3D Spatial Query Lan-
guage that allows for the spatial analysis of Building In-
formation Models (BIMs) and for the extraction of partial 
models that fulfil certain spatial constraints. In existing 
query languages for BIMs, such as the Product Model 
Query Language of the EuroStep Model Server1 and the 
Partial Model Query Language of the IFC Model Server 
(Adachi, 2003), the utilization of spatial relations within a 
query is limited to simple containment relationships pre-
defined in the product model. This is mainly due to the 
structure of the underlying BIM which does not incorpo-
rate the explicit geometry of the building components. 
The proposed 3D Spatial Query Language relies on a spa-
tial algebra that is formally defined by means of point set 
theory and point set topology (Borrmann et al., 2006). 
Besides fully three-dimensional objects of type Body, the 
algebra also provides abstractions for spatial objects with 
reduced dimensionality, namely by the types Point, Line 
and Surface. All types of spatial objects are subsumed by 
the super-type SpatialObject. The spatial operators avail-
able for the spatial types are the most important part of 
the algebra. They comprise metric (Borrmann et al., 
2007), directional and topological operators. This paper 
focuses on the directional operators. 
Our concept for realizing the proposed spatial query lan-
guage is based on object-relational database technique 
implementing the ISO standard SQL:1999 (ISO, 1999) 
which allows the extension of the database type system in 
an object-oriented way, especially by abstract data types 
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1  http://www.eurostep.com/prodserv/ems/ems.html 

(ADTs), which may include methods (Melton, 2003). By 
using an ORDBMS, spatial data types and spatial opera-
tors can be made directly available to the end-users, ena-
bling them to formulate queries as shown in Figure 1. As 
can be seen in the example, spatial operators such as 
above are implemented as methods of spatial data types 
and can be used in the WHERE part of an SQL statement. 
In contrast to purely object-oriented databases, these 
methods are stored and processed server-side, resulting in 
dramatically reduced network traffic compared to a client-
side solution. This paper discusses the formal definition 
of directional operators and their implementation as 
server-side methods. 

 
Figure 1. Example of a spatial SQL query returning all building 
components located above ceiling 1 and below ceiling 2. 
 
Developing a spatial query language for BIMs is a first 
step towards higher spatial concepts directly available in 
computer-aided engineering tools. The partial model re-
sulting from a spatial query may serve as input for a nu-
merical simulation or analysis, or might be made exclu-
sively accessible to certain participants in a collaborative 
scenario. It is expected that spatial modeling and process-
ing will play an increasing role in future engineering sys-
tems. 
Especially interesting is the combination of the proposed 
spatial query language for BIMs with techniques for the 
extraction of air volumes from 3D models developed by 
our group (van Treeck & Rank, 2004), (van Treeck & 
Rank, 2007). This combination will enable the user to not 



only query spatial relationships between building compo-
nents, such as walls and columns, but also to include non-
physical entities such as rooms and floors. 
Although many of the methods and techniques developed 
within this project are applicable to Spatial Reasoning, 
this field of study is not within the scope of the currently 
conducted research. 
 
 
2 FORMAL DEFINITION 

Direction is a binary relation of an ordered pair of objects 
A and B, where A is the reference object and B is the tar-
get object. The third part of a directional relation is 
formed by the reference frame, which assigns names or 
symbols to space. According to (Retz-Schmidt, 1988), 
three types of reference frames can be distinguished: An 
intrinsic reference frame relies on the inner orientation of 
the spatial objects, such as defined by the front side of a 
building, for example. A deictic reference frame is based 
on the position and orientation of the observer. In con-
trast, an extrinsic reference frame is defined by external 
reference points. In geographical applications, for exam-
ple, these external reference points are the earth’s north 
and south pole.  
The models for the representation of directional relations 
between spatial objects developed so far only work in 2D 
space (Peuquet & Zhan, 1987) or simply use points as 
reference objects, like the cone-based and the projection-
based model (Hong, 1994) (Frank, 1996), and are accord-
ingly not suitable for engineering purposes. To fulfil the 
requirements of different application scenarios, we devel-
oped two new models for representing directional rela-
tionships between 3D objects: the projection-based model 
and the halfspace based model. Both models use an in-
trinsic reference frame that is determined by the orienta-
tion of the coordinate system chosen by the user.  
The proposed directional models are appropriate for arbi-
trary combinations of spatial types and are based on a 
separate examination of directional relationships with 
respect to the three coordinate axes. For each axis, there 
are exactly two possible relations, of which at most one 
holds: eastOf and westOf in the case of the x-axis, northOf 
and southOf for the y-axis and above and below for the z-
axis. As opposed to the directional models used in (Gues-
gen, 1989), (Papadias et al., 1995) and (Goyal, 2000), the 
directional relationships of the relevant axis are not super-
imposed. Accordingly, the relationship between two spa-
tial objects is not north-east, for example, but northOf  
and  eastOf. 
Both models distinguish between two groups of direc-
tional operators. Whereas the strict directional operators 
only return true if the entire target object falls into the 
respective direction partition, the relaxed operators also 
return true if only parts of it do so. 
 
2.1 The projection-based directional model 
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In the projection-based model, the reference object is ex-
truded along the coordinate axis corresponding to the di-
rectional operator. The target object is tested for intersec-
tion with this extrusion. Let reference object A and target 

object B be spatial objects of type SpatialObject and 
a∈A, b∈B. Then the formal definitions of the relaxed 
projection-based operators read: 

 
The relaxed operators return true if there is an intersec-
tion, otherwise false. By contrast, the strict projection-
based operators only return true if the target object is 
completely within the extrusion body. Accordingly, the 
formal definitions of the strict operators are: 

 
Figure 2 illustrates the consequences of these definitions. 
In colloquial language, the semantics of the operator 
above_proj_strict, for example, could be described as 
“directly above” or “exceptionally above”. 

 
Figure 2. The projection-based directional model relies on the 
extrusion of the reference object (A) along the respective coor-
dinate axis. In the illustrated example, the relaxed operator 
above_proj returns true for the target objects B, D, E and G, but 
false for any other target object. By contrast, the strict operator 
above_proj_strict also returns false for B, G and E. 
 
2.2 The halfspace-based model 

The second model is based on halfspaces that are de-
scribed by the reference object’s axis aligned bounding 
box (AABB). In this model, the target object is tested for 
intersection with the halfspace corresponding to the direc-
tional predicate. In analogy to the projection-based model, 
we distinguish strict and relaxed operators. The formal 
definitions of the relaxed operators are: 
 
 
 



 
For the relaxed operators to return true it is sufficient if 
parts of the target object are within the relevant halfspace. 
By contrast, the strict operators only return true if the 
target object is completely within the halfspace. The for-
mal definitions of the strict operators accordingly read: 

 
The examples in Figure 3 illustrate the consequences of 
these definitions.  

 
Figure 3. The halfspace-based directional model relies on the 
halfspaces formed by the reference object’s axis-aligned bound-
ing planes. In the example shown, A is the reference object. 
Accordingly, the relaxed operator above_hs returns true for the 
target objects B and F, but false for any other target object. The 
strict operator above_hs_strict also returns false for B. In con-
trast to the projection-based model, the halfspace-based model 
cannot assign a direction to target object C, D or E. 
 
 
3 IMPLEMENTATION 

3.1 Providing spatial types and operators in SQL 

The spatial types as defined in (Borrmann, 2006) and the 
directional operators specified in Section 1 are integrated 
in the object-relational query language SQL:1999 in the 
following way: The supertype SpatialObject and its sub-
types Body, Surface, Line and Point are declared as com-
plex, user-defined types and the available spatial opera-
tors as member functions of these types. For the commer-
cial ORDBMS Oracle the declaration reads2: 
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2  Note that Oracle SQL does not support the datatype BOO-

LEAN. Hence, the return value of the directional operators is 
of type NUMBER, representing FALSE by 0 and TRUE by 1. 

 
The SQL type is bound to a corresponding Java type 
stored within the database, accordingly the declared SQL 
member functions are bound to specific Java methods of 
this type. After its declaration, the user-defined SQL type 
may be used to create object tables, i.e. tables that exclu-
sively host instances of the given type.  

 
As soon as the table is filled with instances, the user is 
able to perform queries on them that may contain calls of 
member functions3 in the WHERE part: 

 
The processing of a spatial operator is forwarded to the 
specified Java routines stored within the database. In the 
case of a directional operator, such as above_proj, the 
Java stored procedure performs one of the algorithms 
presented in the next two sections. 
In the current phase of our project we store the explicit 
geometry of all building components of a BIM in the da-
tabase by means of a simple vertex-edge-face data struc-
ture. In the future, we will upgrade to a more comprehen-
sive boundary representation, such as Winged-Edge or 
Radial-Edge, which will make it possible to use the re-
sults of a spatial query for further processing in the end-
user’s CAD system. Additionally, we will store semantic 
information, such as BIM classes and non-geometric at-
tributes to allow the usage of such information within the 
selection predicate.   
 
3.2 Implementation of the halfspace-based directional 

model 

The halfspace-based directional model can be imple-
mented easily and efficiently by using the axis-aligned 
bounding boxes of both the reference and the target ob-
ject. It merely has to be checked whether the vertices of 
the target object’s bounding box are within the respective 
halfspace with regard to the reference object. To this end, 
only the coordinate associated with the examined direc-
tion has to be tested. In the case of the relaxed operators, 
in order to return true, it is sufficient for the coordinate of 
one of the vertices of the target’s AABB to be 
smaller/greater than that of all the vertices of the refer-
ence’s AABB. 
Let Amin = (amin_x, amin_y, amin_z) and Amax = (amax_x, amax_y, 
amax_z) be the vertices of the reference object’s AABB and 
Bmin and Bmax the vertices of the target object’s AABB 
accordingly. Then the relaxed operator above_hs, for ex-
ample, checks whether bmax_z ≥ amax_z is fulfilled. The strict 
operator above_hs_strict, on the other hand, checks 
whether bmin_z > amax_z is fulfilled (Figure 4). 

                                                 
3  Note that the intended integration of a spatial indexing 

method will require the declaration of SQL operators. 



 
Figure 4. The implementation of the halfspace-based directional 
model is based on a comparison between the respective coordi-
nate of the vertices of the reference and target object’s AABBs. 
 
3.3 Implementation of the projection-based directional 

model 

The implementation of the projection-based model is 
much more complex than that of the halfspace-based 
model. The proposed algorithm is based on a hierarchical 
space-partitioning data structure slot-tree, which is related 
to the octree data structure.  
The octree is a space-dividing, hierarchical tree data 
structure for the discretized representation of 3D volumet-
ric geometry (Meagher, 1982). Each node in the tree 
represents a cubic cell (an octant) and is either black, 
white or grey, symbolizing whether the octant lies com-
pletely in the interior, in the exterior or on the boundary 
of the discretized object. Whereas black and white octants 
are branch nodes, and accordingly have no children, grey 
octants are interior nodes that have exactly eight children. 
The union of all child cells is equal to the parent cell, and 
the ratio of the child cell’s edge length to that of its father 
is always 1:2. The equivalent of the octree in 2D is called 
quadtree. 
In our implementation concept for projection-based direc-
tional operators, each spatial object is represented by an 
individual octree. There are several different approaches 
for generating an octree out of the object’s boundary rep-
resentation, most of which are based on a recursive algo-
rithm that starts at the root octant and refines those cells 
that lie on the boundary of the original geometry, i.e. 
which  are coloured grey. A very efficient creation 
method based on halfspaces formed by the object’s 
bounding faces is presented in (Mundani, 2003) and is 
used in our implementation. But before applying the oc-
tree-based algorithm, it is wise to conduct a rough test 
based on the relative position of the operands’ AABBs.  
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Figure 5. Implementing the initial check to determine whether 
the projection of the target object’s AABB lies completely 
within the projection of the reference object’s AABB. 

In the case of the relaxed operators, it is necessary for the 
projections of the AABBs on the plane orthogonal to the 
direction under examination to overlap. In the case of the 
strict operators, the projected AABB of the target object 
has to lie completely inside the projection of the reference 
object’s AABB (Figure 5). If these initial conditions are 
not fulfilled, the operators return false. 
Once the initial test has been passed, a detailed exa-
mination based on the exact geometry of the operands has 
to be conducted. As mentioned above, the proposed algo-
rithms use a space-partitioning data structure called a slot-
tree, which is introduced here. A slot-tree re-organizes 
the cells of an octree with respect to their position or-
thogonal to the considered coordinate axis.  
The basic element of a slot-tree is the slot. If we take a 
look at the z-direction, for example, a slot contains all 
cells that lie above each other (Figure 6, left). It accord-
ingly contains a list of octants in the order of their appear-
ance. The octants may stem from different levels of the 
octree, and consequently may have different sizes (Figure 
6, right). This also means that one octant might appear in 
the list of different slots. Introducing the slot data struc-
ture allows for the application of simple tests based on the 
colour and absolute position of the cells contained therein 
in order to decide whether the examined directional predi-
cate is fulfilled or not.   

 
Figure 6. Left: Slots in 3D. Right: A slot in 2D that contains 
cells from different levels of the underlying quadtree. Slot 1212 
from Figure 7. 
 
In analogy to the octree, the slot-tree organizes the slots in 
a hierarchical way. Each node in a 3D slot-tree has either 
4 or no children, dependent on whether the corresponding 
slot contains grey octants. A slot-tree may be directly 
derived from an existing octree representation, or gener-
ated on-the-fly while processing the algorithm of the di-
rectional operator. The procedure is illustrated in Figure 
7. Traversing the octree top-down in a breadth-first man-
ner, we proceed to build up the slot-tree, generating child 
slots and inserting them into the slot-tree, as required. 
Such a refinement is necessary if at least one cell in the 
current slot is grey. By coupling the generation of octree 
and slot-tree with the processing of the directional opera-
tor, it is possible to avoid unnecessary refinements at 
places of no relevance for the operator's results. 
Due to the differing semantics, strict and relaxed opera-
tors are implemented differently. Both algorithms rely on 
the principle of creating slot pairs with one slot from ob-
ject A and one from object B, both covering the same sub-
set of space, and performing local tests on these pairs. 
Due to the limited space available, a detailed description 
of these algorithms will be presented in follow-up publi-
cations. 
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Figure 7. Generation of a 2D slot-tree up to level 4. A slot is 
only refined if it contains at least one grey quadrant. A 2D slot-
tree can be derived directly from the quadtree presentation of the 
object's geometry, a 3D slot-tree from an octree representation 
accordingly. 
 
 
4 CONCLUSION 

This paper presents in-depth definitions of directional 
predicates in 3D space by introducing two directional 
models: The halfspace-based model where the direction 
partitions are formed by the reference object’s axis 
aligned bounding planes, and the projection-based model 
that relies on the extrusion of the reference object in the 
respective direction. The notions of strict and relaxed 
predicates have been defined for both models.  
Whereas the halfspace-based model can be implemented 
by simple tests using the axis aligned bounding boxes of 
both the reference and the target object, the algorithms for 
implementing the projection-based model are much more 
complex. The paper gives an overview on a possible im-
plementation by means of slot-trees, a new space-
partitioning data structure that is introduced here. It can 
be derived from the octree representation and allows for 
the application of local tests based on the colour and loca-
tion of the underlying octants. A detailed description of 
the recursive algorithms on the basis of the slot-tree data 
structure will be presented in follow-up publications. Fig-
ure 8 shows the prototypical client application used to 
submit a spatial query and visualize its results. 

 
Figure 8. The client application used to submit spatial queries 
und visualize the results. The example shows a partial model 

that was extracted from the structural model of the building. It 
contains all components above the first and below the sixth ceil-
ing and was created by the use of an SQL query whose condi-
tional statement (WHERE part) contains the directional opera-
tors above_proj and below_proj. 
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MANIPULATING IFC SUB-MODELS IN COLLABORATIVE TEAMWORK                          
ENVIRONMENTS 

M. M. Nour 
Bauhaus-Universität Weimar, Informatik im Bauwesen, Germany 

ABSTRACT: This paper addresses the problem of workflow management in collaborative teamwork environments, 
where multidisciplinary actors and software applications are involved. Design versions or variants may represent dif-
ferent development stages, partial designs or solution alternatives that need to be integrated together. The paper pre-
sents a novel approach to splitting and merging IFC sub-models (partial models) at different degrees of granularity 
away from the schema oriented approaches. It relies on an instance oriented approach (FIOPE) Flexible Instance Ori-
ented Partial Exchange Environment, that enables end users’ manipulation of the IFC model and consequently the con-
tribution to the evolution of exchange patterns which can be formalised later to partial exchange schemata (e.g. EX-
PRESS-X ISO 10303 P-14). The process of comparing IFC/STEP models’ tree structure is neither simple nor straight-
forward. Consequently, certain algorithms are developed to overcome the complexity of the IFC EXPRESS-ISO P-11 
definition of the IFC model. A whole range of software tools for reading, visualizing, processing and writing IFC/STEP 
models have been developed to achieve the above interoperability aim. 
KEYWORDS: IFC, collaborative team work, partial models, interoperability. 
 
 
1 INTRODUCTION 

1.1 Interoperability 

Since the mid nineties, the AEC/FM (Architectural Engi-
neering Construction / Facility Management) community 
has allocated a lot of research efforts towards solving its 
Interoperability problems. Interoperability in the building 
industry is defined as “An environment in which com-
puter programmes can share and exchange data auto-
matically (without translation or human intervention), 
regardless of the type of software or of where the data 
may be residing” (NCCTP 2007). Another relevant defi-
nition from the (Merriam-Webster, 2007) dictionary is 
“The ability of a system to use the parts or equipment of 
another system.”. The Oxford Dictionary defines the term 
as a noun derived from the adjective interoperable “Able 
to operate in conjunction”. It is also defined as “The abil-
ity of two or more systems or components to exchange 
information and to use the information that has been ex-
changed.” (IEEE, 1990). It could be concluded from the 
above definitions that the main focus is on (1) data shar-
ing, (2) the ability to exchange usable information and (3) 
platform independence, i.e. away from proprietary devel-
opments. 
 
1.2 Industry foundation classes 

The International Alliance for Interoperability (IAI) intro-
duced the Industry Foundation Classes (IFCs – ISO/PAS 

16739, 2005) as a non-proprietary standard for informa-
tion exchange among AEC/FM project participants. It 
provides definitions for syntax as well as semantics of 
construction elements. It facilitates the exchange of both 
geometric as well as alphanumeric data of construction 
elements and their inter-relations. 
The IFC model itself is defined in EXPRESS (ISO 10303-
P11, 1994) schemata. EXPRESS is a lexical object ori-
ented modelling language. It possesses a unique ability of 
enforcing rules and constraints on its objects that is hard 
to map one to one to other modelling or programming 
languages. For a thorough introduction to the language, 
the reader can refer to (Schneck and Wilson, 1994). 
The data instances of the IFC model are exchanged in the 
STEP (Standard for Exchange of Product Model Data - 
ISO 10303-P21, 2002) format. It is the means by which 
data defined by an EXPRESS (ISO-10303-P11) schema 
can be transferred from one application to another. It is a 
clear text encoding of the exchange structure that repre-
sents data according to a given EXPRESS schema. A 
STEP file consists of two main parts; first is the 
HEADER section and then the DATA section(s). The 
header section includes information about the application 
that produced the IFC model, a time stamp, schema ver-
sion, file name, file description and so forth. On the other 
hand the DATA section(s) consists of an arbitrary number 
of IFC elements. Each element is a mapping of the attrib-
ute values and data types of the EXPRESS definition of 
the element in a super to sub-class order. 
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1.3 Collaborative multidisciplinary teamwork 

In the majority of construction procurement systems, de-
sign work needs to be done in a multidisciplinary team-
work environment. The design process is by nature illu-
sive and iterative inside the same discipline and between 
other AEC disciplines. The design process possesses 
many versions that represent various design development 
stages. It also includes many alternative design concepts 
and decision making processes. An obvious general ex-
ample is the delivery of architectural designs to structural 
and HVAC engineers while still undergoing further de-
sign refinements and iterations. It is even worse when we 
consider fast-track procurement routes. 
In the sequential workflow, it is straight forward and there 
are no big problems as long as a lossless information 
handover from one stage to another is guaranteed. How-
ever, in parallel working approaches, severe problems 
related to data acquisition and management in addition to 
multi and inter disciplinary collaboration arise. Often de-
sign team members from the same discipline use different 
software tools and work in parallel. For example, a build-
ing can be divided into three different sections among 
three different architects to design. Every architect can be 
using a different software tool, and they have to integrate 
their work at the end. 
 
 
2 STATEMENT OF PROBLEM 

2.1 The use of building information models 

Building Information Models (BIMs) in general and IFC 
in particular are aimed at achieving interoperability be-
tween software tools that are used in the entire lifecycle of 
a construction project. It is envisaged that all tools will be 
able to work on a central pool of project data. Although, 
the majority of AEC software developers have IFC APIs 
that are capable of importing and exporting IFC/STEP 
files, it is still not possible to make full use of the IFC 
model and abandon the file based exchange scenario. This 
is attributed to the fact that an IFC model of a certain pro-
ject is exchanged as a whole unit. In the meantime, the 
internal structures of different software applications do 
not support the whole range of information that is covered 
by the IFC specifications. This makes it nearly impossible 
to maintain a lossless data exchange across applications. 
 
2.2 Practical implementation aspects 

From a work flow management perspective, in order to 
achieve a lossless information exchange among AEC/FM 
project members, either the software developers should 
change their internal data structuring to eliminate irrele-
vant IFC data loss or the exchange should be limited to 
partial models that contain application-relevant IFC data. 
The latter seems to be the most practical solution, other-
wise software developers will face high levels of data 
redundancy. Moreover, they will have to maintain both, 
the coherency of their own data as well as the data pro-
duced from other applications processing the same model. 
Among the examples for using IFCs in real projects are: 
The Headquarters for the Danish Broadcasting Corpora-

tion (Karlshøj, 2002), LBNL E-Lab Building (Bazjanac, 
2002) and one of the most important experiences of de-
signing real projects where IFCs have been implemented 
for interoperability reasons is the Helsinki University of 
Technology Auditorium Hall (HUT 600), (Kam et al, 
2002) in Finland. In this example IFC-based data ex-
change took place among architects, mechanical engi-
neers, construction managers and 4D research collabora-
tors using IFC release 1.5.1. The project team exchanged 
architectural models, thermal simulation data, mechanical 
component geometries, building components and material 
data. 
The design team reported that they managed to save 50% 
of the design time by minimizing data re-entry. Thermal 
simulations and cost estimation could immediately and 
directly make use of the IFC model. It enabled interop-
erability between 3D geometric and non-geometric data 
such as thermal values, construction material and assem-
bly properties. 
On the other hand, they experienced some geometrical 
misrepresentation by middleware and software, loss of 
object information, confusion in interdisciplinary revi-
sions, large file sizes and absence of specific applications 
requirements. In reporting such experiences, the partial 
data exchange and the support of interdisciplinary revi-
sions were given a top priority among the identified short 
comings. 
The project’s report also emphasised that partial model 
exchange will allow each discipline to read data that is 
pertinent to it. This should result in reducing time and the 
burden to import the entire IFC model. Furthermore, par-
tial data exchange should have the potential of minimiz-
ing the risks of erasing or corrupting other idle project 
data. IFC model servers were identified as a potential 
solution for partial model exchange problems. 
 
2.3 Model views and management of exchange scinarios 

A drawback of some previous research efforts might have 
been that ICT technologies used to sit in the driver seat 
and steer partial model exchange scenarios. However, 
there is a great need to understand the connections to a 
larger context, where the end user’s value chain require-
ments and procurement systems’ demands are the driving 
factors, i.e. research efforts should be driven by end us-
ers’ needs rather than ICT solutions. 
2.3.1 Model views 
The IAI has published the IFC Model View Definition 
Format in year 2006 (Hietanen, 2006). This report in-
cludes the main procedures that should be followed in 
order to reach a Model View Definition. It presents a road 
map that identifies the main processes that should be fol-
lowed all over the lifecycle of a Model View Definition. 
It seems that the IAI has recently become aware of the 
importance of mapping business processes and data ex-
change requirements. They are key enablers for allowing 
deployment of new technologies to take place. This would 
ultimately increase the number of end users and conse-
quently speed up the evolution and maturity of such tech-
nologies. This is particularly true if we consider the 
amount of end users’ (millions) efforts that can be con-
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tributed to the development process in comparison to the 
small group of IAI/ IFC experts alone. 
2.3.2 Partial model exchange 
According to (Lockley et al, 2000) partial model ex-
change takes place in two different forms: 

- Schema oriented partial exchange 
- Instance oriented partial exchange 

2.3.2.1 Schema oriented partial exchange 
The partial schema defines a data subset of the core 
schema. This data subset represents the relevant data ob-
jects’ requirements of a specific application or activity. 
An example of this approach is the exchange of all walls 
of a building regardless the included openings, or the ex-
change of quantities regardless the objects’ geometry. In 
this approach it is emphasised that the subset schema is 
part of the main schema. 
Entities’ instances are extracted “Checked Out” from the 
central repository in a long term transaction in the form of 
a STEP-P21 file, that is used by the importing application, 
i.e. a splitting process. Most probably the extracted partial 
model will have to be mapped to the internal data struc-
ture of the importing application. Information loss de-
pends on the relevance of the imported partial model’s 
objects to the internal data structure of the application. 
The above splitting or partial model extraction can take 
place in two forms. (1) Cutting the extracted instances 
away from the model. (2) Keeping the original model as it 
is and extracting a copy (clone) of the required instances. 
The second approach is safer. However, it requires more 
cautious mechanisms in collaborative working (e.g. lock-
ing) and also at later stages, when a merge of the modi-
fied sub-model is required, otherwise the consistency of 
the model is at risk. 
After accomplishing the required tasks by the importing 
application, the model is (“Checked In”) reintegrated to 
the original core model through a merging process. Ex-
periences from the COMBINE research project (Augen-
broe, 1995) showed that there is a need for an output sub-
schema that is different from the input sub-schema. The 
use of sub-schemata is mainly aimed at avoiding the 
product model being corrupted by inconsistent data. Thus, 
sub-model instances have to be validated against the EX-
PRESS rules before being transferred, in order to ensure 
coherence. 
The above scenarios can be carried out directly by using 
the EXPRESS-X (ISO 10303-P14, 2005) mapping lan-
guage. EXPRESS-X mapping schemata are written to 
manage data transfer from the core model to the sub-
models. In this case, it will be a copying schema that de-
fines the model’s subset. In other cases, it can be a map-
ping schema that maps the subset to an entirely different 
EXPRESS schema (a Business Object, can be a non-IFC 
schema). An advantage of this copying approach is that it 
preservers objects’ Global Unique Identifiers (GUID) for 
object instances that are not newly created, and hence the 
identification of project instances in the merging (integra-
tion) and comparison processes is guaranteed for all in-
stances that posses a GUID (subtypes of IfcRoot). 
 
 
 

3 SOLUTION CONCEPT (FIOPE) 

The Flexible Instance Oriented Partial Exchange Envi-
ronment (FIOPE) is a new approach that depends on an 
instance oriented approach rather than a schema oriented 
partial exchange scenario. The following sections discuss 
the approach in addition to an implementation example 
for an IFC 2X model: 
 
3.1 End user involvement 

As a result of the discussion in section 2.3.1, it could be 
concluded that the involvement of end users in the devel-
opment of partial exchange requirements and mapping 
their processes is the key to any successful deployment. 
End user’s are not considered to be software developers 
only. Architects, engineers, all stake holders and value 
chain members are considered to be end users as well. In 
order to involve end users in the development / deploy-
ment process of IFC partial model exchange, it is totally 
impractical to think of educating them the 
IFC/EXPRESS, EXPRESS-X or SDAI technologies to be 
able to create a sub-schema to respond to their require-
ments and map their processes. It is envisaged that end 
users should have ready made flexible user friendly sim-
ple tools that enable them to define their partial exchange 
scenarios. Meanwhile, the available EXPRESS/STEP tool 
boxes (e.g. EDM (EPM, 2004), (EuroSTEP,2007), 
(STEPTools,2007)) are too complex to be used by actors 
who do not have any idea about the underlying technolo-
gies. 
An important end user is the project manager or the actor 
who controls data acquisition and management. He is the 
one who controls partial model distribution among 
AEC/FM disciplines at each phase of the construction 
project and also at transferring the project data from one 
phase to the other (e.g. from design to construction). Nev-
ertheless, this depends on the selected procurement route 
and the degree of integration between design and con-
struction activities (e.g. whether it is a turn key project , 
design and build, BOOT, PFI and so forth). Moreover, in 
teamwork collaborative environments, team members 
need to share partial models among themselves, regard-
less the software application they are using. Conse-
quently, there is a need for a degree of freedom to be able 
to define the partial exchange contents themselves. Usu-
ally, the partial exchange takes place in three dimensions: 
(1) Is among team members of the same discipline, (2) 
Among multiple disciplines (3) From one stage of the 
project to the other. At this stage of the research work, the 
paper focuses only on the 1st dimension. 
 
3.2 FIOPE specifications 

The FIOP approach enables the end user to carry out IFC 
partial exchange operations without the complications of 
both the partial EXPRESS schema generation or SDAI. 
The prototype is currently under development on the basis 
of the IFC2X3 model version. The main challenge in this 
approach is to achieve consistency and avoid data redun-
dancy on one side, and from the other side to provide a 
flexible user friendly environment for the wide spectrum 
of end users. These two aspects (flexibility of use and 



data redundancy) lie on two opposite ends of a contin-
uum. This approach is aimed at giving end users a chance 
to participate in developing and defining their own partial 
exchange scenarios. By evolution, trials and errors, the 
partial exchange requirements and technological demands 
will force themselves to exist. At this point, well defined 
EXPRESS sub-schemata can begin to have some meaning 
for the end user who is not deeply involved in the under-
lying technologies. 
3.2.1 IFC model splitting 
One of the main functionalities needed by the project 
manager or the body that is responsible for data acquisi-
tion is to be able to create sub-models and distribute them 
among different actors. In the schema oriented approach, 
this would have been done by copying the elements using 
an EXPRESS-X mapping schema from the source model 
to a target model. This necessitates that both the mapping 
schema and the partial model schema should exist in ad-
vance. The FIOPE approach, on the contrary, gives the 
chance to the end user to determine him/herself on the 
spot the elements that should be packed to the partial 
model in a Pack & Go - Drag & Drop scenario. The latter 
necessitates the existence of a 2D/3D IFC CAD viewer, 
the IFC model tree spatial structure in addition to filtering 
and selection functionalities.A main challenge that faces 
FIOPE is keeping the consistency of the IFC model and 
avoiding data redundancy at the same time. Accordingly, 
it is very important to identify places in the IFC model 
schema structure, where it is possible to make a cut in the 
model. It resembles carrying out a surgical operation. By 
observing the EXPRESS-ISO 10303-P11 definition of the 
IFC model, two main places for cutting/splitting the sub-
model from the parent model could be identified as shown 
in figure 1. (1) Optional attributes, (2) Inverse Attributes. 

 
Figure 1. The relation between the partial and parent models 
with potential splitting edges. 
 
3.2.1.1 Splitting at optional attributes 
An attribute being specified as Optional means that it can 
be assigned a null value. This is represented as a “$” in 
the STEP-P21 exchange format. In EXPRESS, (Schneck 
et al, 1994) state that “Unless an explicit attribute is de-
clared as optional valued, a legal value is mandatory.”. 
Saying that an entity has an Optional attribute does not 
mean that the attribute itself is optional. It means that the 
value of the attribute is optional, i.e. the value is not al-
ways needed, but the attribute itself has to exist. It should 

also be mentioned that optional attributes do not change 
the interpretation or the behaviour of the entity (ibid). 
Consequently, cutting or splitting the IFC model at this 
place should not affect the model’s coherence. It does not 
mean a physical cutting to the model. It means copying 
the element of the model with the optional attributes 
given the value null to prevent pulling (copying) the en-
tire tree of referenced objects. This should be decided by 
the user through a graphical user interface. 
3.2.1.2 Splitting at inverse attributes 
Another suitable place for splitting/cutting the sub-model 
from its parent model while preserving the model’s co-
herency is at the Inverse Attributes for the following rea-
sons: 

1. Inverse Attributes are not mapped to the exchange 
STEP-P21 format, i.e. not included in the IFC/STEP 
files. 

2. The role of Inverse Attributes in EXPRESS is to show 
existential dependence rather than the definition of the 
entity itself (Schneck et al, 1994). 

3. By observing the use of Inverse Attributes in the IFC 
EXPRESS definition schema, it could be noticed that 
they are in most of the cases linked to a relation in-
stance (IFCRELxxx) that links an element with other 
elements of the model, (e.g. A building storey to its 
constituents). This relation plays the role of a cross 
reference table in a relational database. Moreover, the 
reference between the abstract entity IfcObject and all 
its subtypes can be restored at reintegration (merging) 
time. 

Due to the above reasons, the Inverse attributes are con-
sidered as a suitable place to perform a cutting when split-
ting a sub-model. 
The splitting process also copies the context of the se-
lected elements together with the non-optional object in-
stances referenced by their attributes (e.g. IfcOwnerHis-
tory, that contains a lot of information about the creator of 
the object, the software application, version number and 
so forth). The importing applications will not be able to 
process the IFC model without contextual information 
like the IfcProject instance, the definitions of measuring 
units and so forth. Therefore, there is a minimal context 
that should be copied with the selected elements to the 
sub-model. This context is also needed later at the reinte-
gration stage. 
3.2.2 IFC model integration / merging 
After the sub-model has been worked upon by software 
applications, it has to be reintegrated to the parent model. 
The main challenge in the integration process is the com-
parison between the elements in the sub-model and their 
existing counterparts (old copy) in the parent model. The 
comparisons can be differentiated into two types: (1) 
Shallow Comparison and (2) Deep Comparison. 
3.2.2.1 Shallow comparison 
In the shallow comparison process, the primitive attrib-
utes of the IFC elements are compared. References are not 
followed. This comparison identifies the elements coun-
terparts in both the sub-model and the parent model 
through GUIDS (Global Unique Identifiers). Conse-
quently, the rest of the primitive attributes are compared. 
The first step in this comparison process is to make sure 
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that the same model is being compared. This is done by 
insuring that both models possess the same IfcProject1 
instance with the same GUID. It is important here to men-
tion that in primitives comparison like (double, REAL, 
float) a tolerance value should be specified, otherwise 
values will be shown as different, even if they are equal to 
the 3rd or 4th decimal place. This tolerance is defined in 
the IfcProject context. This kind of comparison can pick 
up changes in the values of primitives like the width or 
height of an IfcDoor or IfcWindow. 

plete description of how these tools can be built for scien-
tific research purposes, the reader is advised to refer to 
(Nour et al, 2005)  
3.2.4 Example 
As a simple examples that illustrates the principles of the 
FIOPE approach, a CAD model of a building storey was 
initiated in ArchiCAD 9.0 (GraphiSoft, 
www.graphisoft.de), as shown in (figure 2(a)). The model 
was splitted according to the FIOPE approach and the 
IfcProject instance containing an IfcSlab was exported to 
another CAD software; ADT 3.3 (Autodesk, 
www.autodesk.com) as a STEP-P21 sub-model. Walls 
and openings were added to the sub-model, as shown in 
figure (2(b)). The modified sub-model was exported in 
the form of a STEP-P21 file and re-integrated to the 
original parent model, as shown in figure 2(c). 

3.2.2.2 Deep comparison 
The deep comparison on the contrary, follows up the at-
tributes’ references and compares an entire tree structure. 
It is not a direct or a straight forward task. The tree struc-
ture of the sub-model is different from the parent model. 
It can include new elements that do not exist in the main 
model or miss elements that exist in the parent model. 
Elements from the original model could have been erased. 
Comparing counterparts in both models according to 
GUIDs or position in the tree does not satisfy the com-
parison’s needs. This is attributed to the fact that only IFC 
elements that are derived from IfcRoot possess a GUID. 
For example a material (IfcMaterial) that is linked to a 
wall through the relationship (IfcRelAssociatesMaterial) 
does not posses a GUID. Hence, the only means of com-
parison is by comparing the type of the attribute and its 
string value. It is even worse when we consider geometry 
comparison. All elements that belong to the geometry 
resource schema at the resources level of the IFC model 
do not posses a GUID. Hence, if the values of the primi-
tives are different, then the situation is given back to the 
user to handle it himself by either confirming or rejecting 
the new version of the geometry as a whole. Conflict de-
tection in 3D is a matter that is expected to be resolved by 
the user’s intervention through the graphical user inter-
face. 

After integration of partial models, the user could still 
identify the history of each element (who crated it, when, 
by which software application, versions and so forth). 
Normally, if a CAD software imports an IFC STEP file 
and re-exports it, the header file information and objects’ 
owner histories are changed to contain information about 
the last processing application. In the above example, 
each action by each actor and each software application 
can be traced back to its doer. 
The above process is not as simple as it seems to be. Each 
IfcWallStandardCase consists of eight attributes that are 
exchanged through the STEP-P21 file. Six of the eight 
attributes have optional values. The only two mandatory 
values are the GUID and the owner history that are inher-
ited from the entity IfcRoot. Hence, the user is free to de-
cide whether to pack the optional attributes and take them 
to the sub-model or not. In the case of a CAD application, 
the local placement and the shape representation of the 
object are essential. Therefore, they are copied to the par-
tial model. Other optional attributes like the description, 
object type or tag of the wall are left behind. 3.2.2.3 The merging process 

In the merging process, the elements of the partial model 
are copied to replace their original counterparts in the 
parent model. At this point, all optional attributes pos-
sessed by any IFC element in the parent model that are 
absent in the partial/sub model are re-instantiated. Thus, 
all links to the elements that are not part of the partial 
model are retained. 

The user has also the ability to choose between the in-
verse attributes to be copied to the partial model. In order 
to take the wall’s material to the sub-model, the instance 
of the linking relation IfcRelAssociates has to be copied 
together with its referenced IfcMaterialSelect and its ref-
erences to the partial model. (Figure 3) shows an EX-
PRESS-G diagram that clarifies this concept. The user is 
free to determine the splitting edge of the model accord-
ing to the exchange needs. In (figure 3), the user is able to 
chose the attributes according to the above rules. In this 
case, the user decides that the material of the wall and the 
wall’s description (optional and inverse attributes) are not 
needed by the data exchange requirements.  

3.2.3 Needed tools 
In order to be able to perform the operations defined in 
the above sections, a set of tools that enable the manipula-
tion of the IFC model is needed. EXPRESS is NOT a 
programming language and hence, there is a need to bind 
the EXPRESS data structures to a programming language. 
Moreover, the STEP-P21 exchange format has to be read 
and interpreted by the manipulating application. It is en-
visaged that the end user will carry out all splitting and 
merging operations on a graphical user interface that 
visualizes both the IFC CAD view and the IFC model 
spatial tree structure ( IfcProject  IfcSite  IfcBuilding 

 IfcBuildingStorey …). The needed tools are the fol-
lowing: (1) STEP-P21 Parser, (2) An IFC/EXPRESS In-
terpreter, (3) IFC viewer (CAD and Tree ), (4) IFC/STEP 
writer. Due to the limited space in this paper, for a com-

In both cases of optional and inverse attributes, where the 
value of the attribute is non-primitive (i.e. a reference), 
the entire tree structure of the attribute and its references 
are traced and copied to the sub-model. A more advances 
algorithm could also decide whether to take the optional 
or inverse attributes of the followed references. 
The merging or re-integration process highly depends on 
comparing the tree structure of both the parent and partial 
model. Newly instantiated elements are copied to the par-
ent model. The new attribute values of the old elements 
replace the old ones and, thus, the object retains both its 
modified attributes as well as the old ones. 
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1  IfcProject is a unique entity in every IFC model. 



 
Figure 2. The integration of the partial model to the parent model. (a) is the parent model initiated in ArchiCAD, only the IfcSlab and 
IfcProject instances were exported. (b) The rest of the walls in the building storey were drawn in ADT 3.3. (c) The partial model “b” 
is merged to the parent model “a”. 

 
Figure 3. An EXPRESS-G diagram showing the splitting of the 
IFC model at inverse and optional attributes. The diagram is an 
abstraction from the author to enable the reader to follow up the 
references. 
 
 
4 CONCLUSION 

It is concluded from the discussions in this paper that the 
end user’s contribution is essential to the success of any 
process mapping that can be implemented later by a par-
tial exchange schema. The end users are considered to be 
the wide spectrum of users who contribute to the project’s 
whole life cycle and value chain. This contribution will 
determine the process requirements and identify the in-
dustry needs. Consequently, partial exchange scenarios 
can be identified and developed by evolution rather than 
revolution. 
The FIOPE approach is an instance based partial ex-
change approach that enables end users who are not EX-
PRESS, IFC or STEP experts to define their own partial 
exchange patterns on a user friendly graphical user inter-
face. 
The approach makes use of the optional and inverse at-
tributes of the IFC model in splitting and re-integrating 
(merging) models. The comparison of IFC tree data struc-
tures is a crucial aspect to the success of this approach. A 
simple implementation example was demonstrated by 
using two different CAD packages for splitting and merg-
ing partial models containing few IFC elements. 
The advantage of the developed approach is its simplicity 
and the ability of non-EXPRESS or STEP experts to use 
and define their own exchange content. However, the 
disadvantage of this freedom is that it is difficult to guar-
antee a high degree of data consistency and coherency in 
comparison to the schema oriented approach, where 
checks and validation against EXPRESS rules can be per-
formed. 

The developed approach is expected to give a great push 
to the technology pull, which would consequently help 
process re-engineering in various procurement systems in 
the AEC/FM domain. 
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IFC BASED COMPUTER-INTEGRATED CONSTRUCTION PROJECT MANAGEMENT 
MODEL 
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ABSTRACT: In this paper, we present a conceptual framework enabling to manage broad set of activities supported by 
multi-module software application for construction project management. In order to maintain an integrated generic 
structure to enable interoperable use of standardized data in a general CPM model, we proposed an IT environment 
which is based on a formal process methodology, standardized product and process model (IFC), and overall architec-
ture integrating technical (design) work, construction process planning and project management in an open and modu-
lar manner. In this context, we developed Construction Management Phases for Software Interoperability, Organiza-
tional and IT Management Processes with using of ARIS methodology in order to implement IFC views. Based on this, 
we outline a web-based environment enabling to plug in all component tools via a common client, providing a coherent 
GUI.  
KEYWORDS: integrated project management, product and process modeling, web services, IFC, ISO. 
 
 
1 INTRODUCTION  

The systems and methodologies for building descriptions 
have improved over many years ranging from simple 
sketching to complex nD models and databases. Today, 
due to the increased interactions and interrelations among 
the actors and organizations participating in a construc-
tion project, there is a well understood need for computer-
supported conceptual models that can define precisely the 
complex communications between all stakeholders so that 
more efficient concurrent development of the construction 
facilities can be reached. 
Although important implementations have been achieved 
in the last years, the effects on the practical side have not 
yet reached to expected level. Information is produced in 
an effective way, but the information management is still 
the same as is in the past decades. This can be explained 
by lack of generality in terms of data and process interop-
erability and the insufficiency of applications utilizing 
each other’s data directly in digital format. This signifi-
cantly decreases flexibility, information exchange be-
tween the component systems and last but not least, inter-
enterprise cooperation and knowledge transfer.  
To improve a solution to these complex problems consid-
erable achievements were determined in the conceptual 
specification and the development of integration models. 
Following early suggestions such as the IRMA model 
(Luiten et al. 1993), many national and international pro-
jects as; VEGA (Zarli et. al., 1997), ToCEE (Scherer 
2000), OSMOS (Rezgui & Wilson, 2002) etc. have de-
veloped models of increasing complexity, targeting vari-
ous aspects of interoperability. Supported through these 

efforts, the industry-driven IFC (industry foundation 
classes) model was born in the 90s. This model is con-
tinuously improving and maturing towards a true standard 
for cooperative model-based working processes in 
AEC/FM (Liebich et al. 2006). 
However in spite of all achievements for managing the 
process, product, documentation and communication, the 
organizational and information infrastructure in the AEC 
sector is still highly fragmented. 
In order to maintain an integrated structure to enable in-
teroperable use of standard data in a generic CPM model 
in this research, we proposed an IT environment which is 
based on a formal process methodology, standardized 
product and process model (IFC), and overall architecture 
integrating technical (design) work, construction process 
planning and project management in a web-based con-
figuration, enabling to plug in all component tools via a 
common client providing a coherent GUI. 
 
 
2 OBJECTIVES 

To achieve interoperability in the area of construction 
project management (CPM) it is necessary to describe the 
building products, their parts and the related processes 
with multiple inter-related features. This requires to take 
into consideration (1) the economic and technical aspects, 
that can affect the products and processes during their 
lifecycle, and (2) the different involved discipline do-
mains. 
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In this context, based on the experience gained from 
studying state-of-the art systems and best practice exam-
ples, the operational objectives for the development of an 
efficient IT-supported CPM solution can be defined as 
follows: 

1. Generalize and formally describe CPM processes to 
facilitate interoperability over a broad spectrum of ap-
plications 

2. Develop a common formalized information model for 
CPM based on the schemas of the IFC standard (ISO 
PAS 16739), to provide for the integration of product, 
process, cost and management data 

3. Develop methods to integrate existing legacy systems. 
4. Develop a CPM assistance tool to interactively prove 

context relevant data completeness. 
 
 
3 APPROACH 

The specific requirements, the highly distributed nature of 
the construction industry, and the independently used 
systems for management processes provide the rationale 
for setting up the basic principles of the proposed sys-
tems.  
In this research, a feasible methodology for interoperabil-
ity was developed according to: (1) The IFC model of the 
IAI for a hierarchically structured product model, (2) The 
ISO Quality Management System (ISO 9001:2000) for the 
existing real-world process specification for managing 
CPM requirements of outcome and (3) Web-based inte-
grated methods for encompassing the product and process 
information exchange within the CAD, ERP and Schedul-
ing Systems that support IFCs. 
In order to constitute an integrated CPM Model, the Con-
struction Management Phases for Software Interoperabil-
ity (CMPSI) was formalized with using of IDEF0 model-
ing methodology according to implied requirements. 
ISO9001:2000 Quality Management System Procedures 
were established subsequently, to support organizational 
management structure and to establish a control mecha-
nism. In order to narrow the scope and to better define the 
CPM aspects, the Bidding Preparation Phase (BPP) of 
CMPSI was chosen and the overall BPP processes were 
formalized in two interrelated subsystems using ARIS 
methodology (1996): (1) Organizational Management 
Process (OMP) and (2) IT Management processes 
(ITMP). To provide completeness between these interre-
lated systems a mapping structure between CMPSI, OMP 
and ITMP was also obtained. The OMP provides the core 
process structure from which ITMP are referenced and 
coordinated. It was developed based on an implemented 
Process Lifecycle Model which was formalized according 
to CMPSI, ISO 9001:2000 Quality Management System 
Procedures, Procurement Systems, and Software Integra-
tion Requirements. The respective technical and support 
processes were then improved with using of ARIS, eEPC 
(ARIS, extended Event-driven Process Chain) Model, in 
order to provide a core/complete CPM model. The ITMP 
obtain the guiding process structure, related to interopera-
bility of CAD, ERP and Scheduling systems which are 
used for CPM purposes. Using a process-centric approach 
(based on the eEPC), the related services and data re-

sources for each task were identified. Referencing IFC 
Model data is provided via formally defined IFC views in 
the context of the respective tasks. This was achieved 
with the help of a formal specification using the General-
ized Subset Definition Schema (GMSD) (Weise et al. 
2003) developed at the TU-Dresden, rules for dynamic 
run-time filtering, and a dedicated service performing the 
actual view extraction for the specifically referenced 
CAD, ERP and Scheduling Systems. IFC core schema 
objects were used as much as possible, with some needed 
extensions for CPM purposes. However, as the objective 
is to propose an integrated framework and show how IFC 
fits into it rather than develop a specific IFC extension 
model for CPM, this has been done only for selected ex-
amples. Based on the envisaged configurations, an opera-
tional framework for CPM will be developed as an inte-
grated client-server environment, enabling to plug in all 
component tools. 
 
 
4 INTEGRATED CPM MODEL 

Development of an integrated CPM Model requires a ho-
listic approach, taking into consideration management 
items, software applications, product data descriptions 
and a web-based system infrastructure. 
 
4.1 Construction management phases for software inter-

operability 

In order to formalize an integration methodology, encom-
passing the product and process information exchange 
within the CAD, ERP and Scheduling Systems which 
supports IFCs, the phase formalization principles: (1) 
General Project View, (2) Process Consistency, (3) Phase 
and Process Reviews etc. were developed. This approach 
provides the basis for the envisaged structure. 
Furthermore, the Construction Management Phases for 
Software Interoperability which composed of five basic 
phases as: (1) Design, (2) Bidding Preparation, (3) Plan-
ning & Construction, (4) Realization, and (5) Evaluation 
of Outcome and Feedback was improved with using of 
IDEF0 modeling methodology. In all phases specific data-
bases and algorithms were used to provide suitable data 
structures which keep the information about function and 
content. These obtain re-use of requested information 
whenever needed. Bidding Preparation Phase of CMPSI 
was chosen to narrow the scope and to formalize a precise 
structure in this context. 
 
4.2 ISO9001:2000 quality management system CPM pro-

cedures  

To establish a concurrent management and control system 
in terms of monitoring ongoing activities, there is a need 
for a generic procedural model. This should include as-
sessment of current work activities which relies on per-
formance standards, rules and regulations for guiding 
employee tasks and behaviors. 
In order to support required aspects and to obtain a ge-
neric procedural model, ISO9001:2000 Quality Manage-
ment System (ISO-QMS) was examined in detail for 



CPM purposes. To constitute a conceptual framework, the 
envisaged CPM structure was basically modeled accord-
ing to interconnected procedures referencing ISO re-
quirements. Moreover, four main procedures as; (1) Gen-
eral System, (2) Human Resource and Administrative, (3) 
Customer Relations, and (4) Project Management proce-
dures were formalized. Based on these, the sub-
procedures were developed to constitute supporting proc-
esses subsequently. 
 
4.3 Integrated CPM processes 

To represent all diverse parties interested in a process, the 
flexibility and clarity of which allows generic activities to 
be represented in a framework and which encompasses 
standardization, there is a need for a conceptual structure. 
Based on the implemented acquiescence in this research, 
two inter-related process formalizations as (1) Organiza-
tional Management Process (OMP) and (2) IT Manage-
ment Processes (ITMP) were structured in ARIS-eEPC 
model which helps greatly to design an interoperable so-
lution for the actual procurement system used.  
4.3.1 Process life cycle model for OMP  
To complete identified aspects, to develop integrated 
CPM process patterns and to define a process formaliza-
tion structure, a Process Life Cycle Model was imple-
mented for OMP formalization purposes. CMPSI re-
quirements, ISO, Procurement Systems and Services were 
brought together in this structure, thereby exposing an 
integrated model which meets the envisaged interopera-
bility. The Figure 1 below illustrates the main idea.  
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Figure 1. Process Life Cycle Model for OMP. 
 
4.3.2 Organizational management process 
The Organizational Management Process composed of 
interconnected processes (formalized in ARIS-eEPC 
model), based on a developed Process Life Cycle Model, 
was constructed to control whole process sequence. 
According to Process Life Cycle Model, (1) initial analy-
sis of bidding preparation phase of CMPSI, related to 
ISO-QMS procedures, organizational structures, pro-
curement systems, and required services were possessed. 
This phase is fallowed by (2) a process design phase, dur-
ing which the overall process structure is engineered, the 
resulting process model is designed, the resources exam-
ined and the mapping methodology is decided. This in-
cludes the modeling of organizational structures and ser-
vices integrations. In the third phase (3) the designed 

processes were implemented. In our case ARIS-eEPC 
model which enables holistic consideration of processes, 
events, resources and organizational structures in their 
interrelationship, was used to formalize process sequence. 
The main process was defined according to ISO Quality 
Management System’s bidding preparation process which 
is identified under customer relations main procedure. 
The supporting processes (six interrelated process) such 
as job development, design coordination processes etc. 
under project management main procedure were also de-
fined and used within bidding preparation structure. With 
bringing together of procurement systems and integration 
requirements for CAD, ERP and Scheduling Systems, 
OMP was obtained. After implementation of work flow 
(4) established processes were checked whether that they 
are supporting generic integration comprising seamless 
information flow by using IT systems. The formalized 
resources consistencies were controlled and the mapping 
structure was scrutinized in this regard. The processes, 
resources and mapping structure were (5) evaluated in the 
next phase. The required improvements were suggested 
and they were designed and implemented again according 
to these suggestions. The OMP schema based on eEPC is 
given below in Figure 2. 
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Figure 2. Organizational Management Process Partial Schema  
 
4.3.3 IT management processes 
IT Management Processes (ITMP) are defined (using of 
ARIS-eEPC model) in accordance with the CAD-ERP-
Scheduling Systems interoperability needs and derived 
based on OMP. This includes the application sequence of 
the involved IT tools, their relations to processes, per-
forming actors, input output and control information, and 
their general systemic interrelations in the IT environ-
ment. To show different level of system integration, Bid-
ding Preparation Phase was organized in three subsequent 
structures as; (1) IT Mng. Design Process, (2) IT Mng. 
BOQ Process, (3) IT Mng. Scheduling Process. 
 
4.4 Process mappings  

In order to provide a generic concept which identifies 
workflow participants, in terms of resources that can be 
addressed by CPM processes, we identified a mapping 
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structure between CMPSI, OMP and ITMP. This helps us 
to examine IFC views which are used to implement IFC 
based management approach. The mappings between 
three structures provide 1-1 mapping (pairing) formaliza-
tion. The CMPSI phase processes are used as main proc-
esses which are referenced by OMP processes as sub-
processes. Also CMPSI resources are referenced by OMP 
resources as sub-resources. The same approach is used 
within OMP and ITMP mappings, in this context. 
 
 
5 IFC DATA EXCHANGE REQUIREMENTS  

The IFC Object Model (IAI 2005) is essentially a project 
data model addressing the major data exchange require-
ments in the highly fragmented construction industry. It 
encompasses a large set of object definitions that individ-
ual end-user applications always implement only a subset 
of the IFC totality. In order to support practical data ex-
changes, applications need to develop the same or (at 
least overlapping) IFC subsets in order to obtain meaning-
ful product data exchange in AEC/FM environment. Such 
subsets are called IFC Views or, more generally, Data 
Exchange Use Cases. For practical use various such sub-
sets are currently being defined applying more or less 
formal approaches (cf. ProIT 2004). 
IFC mainly describes the outcome of engineering proc-
esses performed with the help of CAD and other special-
ized tools. This is essential input for CPM but it cannot be 
readily integrated in the ARIS-eEPC model since IFC 
data are defined in STEP/EXPRESS (ISO 10303) or as 
instances of an XML Schema representation (cf. IAI 
2005) which are both incompatible to ARIS. Therefore, to 
enable interoperable use of IFC data in the General CPM 
Model and the related CAD and CPM applications the 
following procedure is applied: (1) The CPM processes 
defined in ARIS are examined with regard to IFC Data 
Exchange Use Cases that should be related to them. An 
example for such a use case is the data exchange from 
Architecture to Quantity Take-Off. (2) For each identified 
use case the relevant IFC objects and their relevant rela-
tionships are determined. They are then associated to, the 
relevant organizational entities, and the relevant resource 
entities in the ARIS-eEPC model. In the first case these 
will always be instances of IFC object classes, but in the 
second case these can be individual objects, property sets 
or whole model subsets. (3) Whenever model subsets 
need to be applied, the IFC Views were defined with us-
ing of General Model Subset Definition Schema (GMSD) 
developed at the TU Dresden which is used for the formal 
specification of the subset content on class level. (4) Run-
time use of the IFC data is then provided via a specialized 
GMSD client which enables proper extraction of the spe-
cifically needed IFC instances in each particular situation. 
This is done interactively, whereas in the CPM model we 
provide only some requirements and hints to the user. 
 
5.1 IFC data exchange use cases 

In order to examine IFC Data Exchange Use Cases, IT 
Management Processes were established in 3 sub-
structures form as (1) IT Management Design Process 

(ITMDP), (2) IT Management BOQ Process (ITMBP) 
and (3) IT Management Scheduling Process (ITMSP) as it 
was envisaged. Each phase definition is mapping with 
software compatibility. For example, ITMDP reflects 
CAD-ERP information exchange for design and product 
data integration, ITMBP supports information exchange 
within CAD-ERP systems and exchange of BOQ infor-
mation within ERP Systems, and ITMSP obtains BOQ 
and product data exchange within ERP-Scheduling Sys-
tems. Based on these formalizations, we constructed three 
data exchange use cases as: (1) Data Exchange Use Case 
for Product Catalogs, (2) Data exchange Use Case for 
Architectural Design and (3) Data Exchange Use Case for 
Exchange of BOQ. The Figure 3 below illustrates the 
basic concept.  
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Figure 3. IFC Data Exchange Use Cases. 
 
According to implied model, common items which are 
used for CAD-ERP and Scheduling Systems are based on 
reliable external sources in terms of production units and 
project material analysis. Generally bidding departments 
can form these items from different sources such as firm 
databank, production catalogs etc. Because of supporting 
information exchange within different CPM phases, 
Product Catalog information can be accepted as the mile-
stone of the envisaged model. To obtain reliable forms 
also for architectural design and BOQ information ex-
change, the first data exchange use case was formalized 
based on the exchange of Product Catalog information 
with identifying a new type of ID formalization which can 
be also used for cost data integration for IFC based data 
exchange purposes. 
Subsequently, quantity take-off data for cost calculations 
were taken into consideration. In order to formalize data 
exchanges between design to quantity take-off, Architec-
tural Design to Quantity Take-off Data exchange use case 
was constituted.  
Building product model which was produced by architec-
tural design that can be used for cost estimations are the 
major inputs of the BOQ structure. According to informa-
tion derived from CAD and Product Catalogs in this 
phase, BOQ can be structured within ERP systems. Al-
though BOQ information can be implemented according 
to envisaged inputs, there is a need for to identify the 
relevant items, in order to specify general level exchange 
of BOQ information. In this case data exchange use case 
for BOQ information was formalized. The envisaged 
structure was designed to be also used for planning and 
controlling activities. 
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5.1.1 IFC objects 
In order to identify the basic contents of the IFC product 
model, the minimum components have to be clarified 
precisely. The minimum product model should contain 
the product objects and its attribute values. To support 
minimum requirements, all the needed attribute values 
and possible relationships have to be modeled. 
In this context, Product Catalog, Architectural Design and 
BOQ information which can be compatible with IFC 
model were searched. In order to formalize IFC objects, 
the central information elements were structured within 
Data Exchange Use Cases. This approach was developed 
based on the requirement analysis, and the process re-
sources which were determined within IT Management 
Process structures (based on ARIS-eEPC Model). Figure 
4 below illustrates the principal idea.  
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Figure 4. Schematic presentation of the association of IFC data 
to the CPM Model. 
 
The mappings between the central information elements 
and IFC Classes were then structured subsequently. The 
Table 1 below shows mappings for Product Catalog’s 
central information elements and IFC classes. 
Table1. The Mapping for Product Catalog Cent. Info. Elem. into 
IFC Classes (Partial Sch.). 

Product Catalog Central 
Information Elements IFC Class 

Product/Elements       
* Production Units * IfcBuildingElementType/.... 
  * IfcDistributionElementType/... 
  * IfcElementComponentType/... 
  * IfcFurnishingElementType/... 
Assembled Products 
* Production Units * IfcBuildingElement 
* Material Analyses * IfcDistributionElement 
 * IfcElementComponent 
  * IfcFurnishingElement 
  * IfcRelAggregates 

 
5.1.2 IFC views 
We used different parts of the IFC product data model as 
IFC Views. An IFC View is grouping of an IFC product 
data model subset so that one IFC View describes object’s 
such as building element’ s objects, certain specific char-
acteristics or bundled properties (ProIT 2005). The IFC 
Views which are needed for the implementation of the 
Data Exchange Use Cases were structured with using of 
GMSD for the formal specification of the subset content 
on class level. Runtime use of the IFC data was then pro-
vided via a specialized GMSD client which enables 
proper extraction of the specifically needed IFC instances 
in each particular situation. 
Although there are initiatives can be seen to formalize 
IFC Views in this case, the formalizations which support 

cost information exchange based on IFC were not consti-
tuted up to now. In our structure with the new definition 
of Production Units and related IDs will be an answer to 
this gap. The Table 2 below illustrates Production Catalog 
information elements which are used for IFC Views. 
Table 2. The IFC Views for Product Catalogs. 

Information Element IFC Aspect 
Product Catalog Information: Product Catalog 
* Identification (IDs)   
* Production Units   
* Material Analysis   
* Classification   
* Grouping    
* Properties   
* Cost items (Unit Prices)   

 
 
6 SUGGESTED OPERATIONAL FRAMEWORK 

From the operational point of view, interoperability 
means the ability of the system components to work to-
gether in a coherent way for the solution of complex 
tasks. In this sense, the operational framework has to be 
structured and established according to a coherent process 
and information exchange paradigm as shown in Figure 5 
below. It is comprised of 4 clearly defined layers: (1) Ap-
plication Layer, (2) TSD Layer, (3) Management Process 
Layer, and (4) WPA Layer. 
 
6.1 Application layer  

The purpose of this layer is to support different types of 
project activities, performed with the help of CAD, ERP 
and CPM programs. The main target is to combine the 
construction site and project partners’ databases, thereby 
allowing improved project/cost control, increased work 
efficiency and fast response to changes within the con-
struction environment. The layer is structured and estab-
lished in accordance with the interoperable CAD-ERP-
CPM environment. 
 
6.2 TSD layer  

This layer consists of Transfer Module, System Database 
and Data Exchange Module. The information that can be 
obtained from the application layer is stored in the System 
Database. This information should cover the identified 
needed outcomes of the CAD, ERP and CPM programs. 
The Transfer Module supports the data exchange between 
the Application Layer and the System Database. Assum-
ing that IFC data can be exported by the involved applica-
tions, this can be done with the help of a general-purpose 
API in a convenient format (using ISO 10303-21 files 
and/or ifcXML). Information is transferred to the Data 
Exchange Module which is the coordination module for 
the below layers, ensuring synchronous and asynchronous 
information flows in a standardized, regular way. 
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Figure 5. Web-based integrated CPM solution. 
 
6.3 Management process layer 

The Management Process Layer consists of 7 different 
modules that can perform and be managed separately. 
Five of them, namely the Measurement/BOQ Analysis 
Module, the Drawing Module, the Report Module, the 
CPM Planning Module, and the Budget and Cost Module 
include and further process the data obtained from the 
TSD layer. Additionally, a Live-Cam Module can be pro-
vided to track the execution on the jobsite, and an ISO 
Module can be included for process support in accordance 
to ISO Quality Management procedures. This module 
would also allow to observe the approval process within 
the partner organizations and within the applications. 
 
6.4 WPA layer 

The WPA Layer provides the facilities for (1) execution 
of the management processes and the related applications 
via the Internet, and (2) presentation of the obtained re-
sults to all stakeholders via a common Web Browser. The 
process workflows can be carried out using a standard 
based schema and on every step the information can be 
checked and approved by the responsible persons who are 
attained by the project organization. 
 
 
7 CONCLUSIONS 

In this paper, we outlined a novel CPM model based on a 
logical conceptual schema starting with the specification 
of management along a number of well-defined steps to-
wards the creation of an operational framework. 
The major goals of the suggested approach are to enable 
handling of various types of information coherently, in-
cluding product, process, and management data, and to 
provide seamless information exchange between the ac-

tors and tools in the process. To reach these goals we 
have brought together state-of-the-art CAD-ERP-
Scheduling Systems interoperability concepts, a novel 
formalization and integration approach for ISO9001 qual-
ity management procedures, advanced IFC-based integra-
tion issues, and an acknowledged holistic business proc-
ess modeling methodology (ARIS). Some clear benefits 
of the integral treatment of all CPM aspects on the basis 
of ARIS, ISO9001 and IFC were identified, especially 
with regard to IFC penetration in practice. Currently IFC 
use is still modest, mostly for CAD-based data exchange. 
With the developed CPM model a contribution towards 
its much broader use in ERP and Scheduling applications 
in all life cycle phases of the virtual enterprise of a CPM 
can be accomplished. 
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PERCEIVED CUSTOMER VALUE IN CONSTRUCTION INFORMATION SERVICES 
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ABSTRACT: The information needed to design, construct and manage a building is nowadays mainly produced, stored 
and made available in digital form. Information is produced partly in the design process itself. Design and procurement 
documents refer only to information produced elsewhere as external printed matter or databases (for example, describ-
ing building products).  
An important channel for such external information is provided by specialized information service providers. In order 
to meet competition from companies’ homepages, search machines, internet start-up companies etc, established info-
mediaries need to rethink their services as well as their business processes. A key issue is achieving a deep understand-
ing of how customers perceive the value of these services and products compared to those of new competition enabled 
by the internet. A study of new business patterns and networks provides the empirical support for the concepts exam-
ined in this paper. 
Traditionally, value is regarded as something inherent in the product; and which is handed over to the customer. More 
recently, research argues that value cannot be pre-produced. Value is co-produced by the customer, partly as a result 
of interactions between the customer and the supplier or the service provider. For services, value is, according to this 
view, produced and consumed simultaneously. Using this theoretical framework as a basis, the conclusions of the study 
are that it is not enough for construction infomediaries to produce just digitised versions of their traditional products, 
e.g. printed standards, and product sheets. They also need to gain a thorough understanding of their customers' busi-
ness processes and, instead of producing products (or services), become facilitators of value creation for customers. 
KEYWORDS: construction infomediaries, customer value, information service providers, product information. 
 
 
1 INTRODUCTION 

The use of ICT, and hence digital information, has be-
come an inseparable part of everyday practice in construc-
tion. Where information has traditionally been handled 
using various paper media such as drawings, schedules, 
catalogues, brochures and other types of printed matter, it 
is now produced, transferred and stored digitally. The 
construction process now has to produce not only build-
ings, but also information about them. Information needs 
to be produced and exchanged better and more efficiently, 
and the amount and accuracy of it has grown. Information 
is produced partly by the design process and is thus 
unique for each building. Some consists of general infor-
mation produced outside particular projects and is noted 
in design and procurement documentation by references 
to printed standards, guidelines etc. or to external data-
bases. 
Much of this general information is provided by service 
providers, for example, Rakennustieto in Finland, Svensk 
Byggtjänst in Sweden and NBS Services in the UK. They 
are infomediaries, or information middlemen, as well as 
information producers, and they provide standards, gen-
eral specifications, standard contract forms, product direc-
tories etc. for customers and stakeholders in the construc-

tion value chain. Digitization in combination with the 
emergence of the internet has changed the prerequisites 
for their success in business, and created a need to pro-
duce more customer value in order to sustain their com-
petitiveness. 
The research, of which parts are reported in this paper, 
examines these new business patterns and networks for 
digital information in the construction sector (taken in the 
broadest sense). It strives to provide new insights into 
how the supply chain of general information should be 
organised in the networked, internet age. The research 
question is to identify and describe a basis for the design 
of sustainable business strategies for infomediaries in the 
sector. The need for infomediaries to adopt an e-business 
approach, and integrate into the construction value chain 
has been reported in an earlier paper (Finne 2003). Areas 
of the architect’s work where the use of ICT, in particular 
CAD, can be beneficial have been identified. Product 
models, as a means for data storage, and the need for ex-
ternal databases such as those provided by infomediaries, 
have been proposed as solutions for making ICT use more 
efficient (Finne 1992, 1993). The architect’s work proc-
esses have been examined further as an integral part of the 
construction value chain via the use of a formal model 
(Finne 2006). The last part of the study, described in this 
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paper had, as its objective, establishing an understanding 
of customer perceived value, such that it can aid infome-
diary managers in the construction value chain in their 
pursuit of sustainable answers to the question of ‘how to 
plan business strategies?’ 
This part of the study is on a conceptual level, relying on 
an extensive literature study, where the theories put for-
ward in marketing and management science have been 
viewed from a construction process perspective. The use 
of services and the business model of one particular com-
pany, the Building Information Foundation, provide the 
basis of the case. The company is representative of its 
kind and a member of the two international organizations 
of relevance: UICB and ICIS. It has a larger mix of ser-
vices than any other member of these organizations, and 
most (if not all) services are represented. Results of the 
theoretical work have influenced the company in develop-
ing and implementing new business strategies. Examples 
of implementation are the customer database, renewal of 
accounting and invoicing systems, an electronic book-
shop, product databases and servers for electronic pub-
lishing, and corresponding internet platforms. Develop-
ment work has been performed concurrently with the re-
search. Each has influenced the other; to this extent, the 
approach can be regarded as an example of action re-
search. 
 
 
2 ICT-INDUCED CHANGES FOR CONSTRUCTION 

AND INFOMEDIARIES 

In the days of what was then termed ’computing in con-
struction’, computer aided drafting‘ etc, many practitio-
ners were biased against the new technology and feared 
many things, from losing jobs to losing control of the 
ability to create good design and architecture. Still, there 
were many areas where benefits could be achieved by this 
new technology (Finne 1993). A number of benefits did 
derive from the opportunity to send information electroni-
cally between the participants in the construction process, 
and even combine it. This was referred to as integrated 
design (Mitchell 1977). Quite soon after, it was realized 
that there was more to the concept than a mere collabora-
tive production and exchange of paper documents, which 
led to the concept of product models or building informa-
tion models1 (BIM). It was evident that significant bene-
fits could be achieved in many areas by the use of com-
puters and computer programs (Gielingh, 1988, Björk 
1989, Turner 1989, Eastman 1999). The architects’ work 
too, if divided into parts with different levels of need for 
creative freedom and viewed separately, could benefit 
significantly from computer use, in particular when com-
bined with a product model approach (Finne 1992, 1993). 
Widespread use of computers also opened up opportuni-
ties for new digital information services such as the pio-
neering French Minitel service, which to some extent has 
continued until today (Queré 1990, Wikipedia 2007). An-
other pre-internet online service was the Finnish Teleratas 
building product information services, which was not 

 
1  A common model ideally carries all information needed 

throughout the construction process. 

however commercially successful due in part to the lack 
of a suitable delivery platform (Björk 1994).  
The emergence of the internet provided such a platform, 
but it also changed the border conditions for infomediar-
ies. Finne (2003) has examined this aspect and related 
developments among construction infomediaries. The 
starting point for the analysis is transaction cost theory, 
which helps us to understand how specialised information 
brokers can add value. One way of adding value is for 
infomediaries to employ a multi-tier architecture for their 
information systems in order to meet new and varying 
demands. This enables information to be provided in dif-
ferent combinations for different purposes throughout the 
building life cycle and, thus, construction value chain. 
The activities of infomediaries in a construction value 
chain where information is digital, and the means by 
which they produce and deliver value for their customers, 
have been elaborated by Finne (2006). An important no-
tion is that the construction industry’s contribution to the 
value chain is not only buildings but also (digital) infor-
mation. Finne analyzes, through the medium of a formal 
graphical process model, parts of the construction value 
chain relevant to the pursuit of customer value. The focus 
of the model is not on the production of the physical 
building, but on the production of information and of 
product information in particular. The viewpoint is that of 
the infomediary and is based on the case of a national 
enterprise – the case company. The model is used to ex-
plore in detail how value is aggregated, delivered and 
received. It compares the creation of product information 
by manufacturers with that of infomediaries and proposes 
transaction cost theory as a tool for the analysis. It also 
identified many construction process activities where 
value could be added by the infomediary. Thus, if value is 
to be aggregated, delivered and received, the concept of 
value, or customer perceived value, needs to be better 
defined and understood. 
 
 
3 THE CONCEPT OF CUSTOMER VALUE 

Customer value is frequently referred to, but there is little 
or no common agreement, or mutual understanding about 
the concept (Woodruff 1997; Saliba & Fisher 2000; 
Sweeney & Soutar 2001). In several definitions, per-
ceived value is described as a correlation between benefits 
and costs (Sinha & DeSarbo 1998; Saliba & Fisher 2000; 
Johnson & Weinstein 2004; Holbrook 2006). Saliba & 
Fisher illustrate it using a formula with benefits as the 
numerator and with costs, which they name sacrifices, as 
the denominator. Sacrifices and benefits are subjective 
measures of the customer. Value grows when the numera-
tor grows and/or the denominator becomes smaller: 

Perceived Benefits 
Perceived value    = 

Perceived Sacrifices 
Costs or sacrifices, i.e. things to be minimized, can con-
sist of, for example: 

- exchange costs, which include transaction and trans-
portation costs and taxes – transaction costs include 
time and effort to search out, negotiate and consum-
mate an exchange – and also out-of -pocket costs; 
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- start-up costs, i.e. costs to make the product opera-
tional or usable; 

- post-purchase costs, i.e. costs to keep the product 
working (Saliba & Fisher 2000); and 

- non-monetary costs, e.g. time, energy and psychologi-
cal stress (Johnson & Weinstein 2004), time ex-
pended, time to receive the product and environmental 
impact (Keeney 1999).  

Descriptions of benefits, i.e. things that should be maxi-
mized, seem to fall into two categories. In one category, 
value is mainly seen as something that has been created in 
advance and embedded in the product by its manufacturer 
(product attributes). In a second category, value is addi-
tionally perceived as something that emerges when a 
product or service is consumed (use situations). It cannot 
be produced in advance, and value to the customer de-
pends on how it enhances what the customer is intent on 
doing. In this paper, a similar distinction has been made. 
To be specific, section 3.1 looks at customer value as 
something which resides in the product, while sections 
3.2 and 3.3 follow what Woodruff (1997) defines as: ‘a 
customer’s perceived preference for and evaluation of 
those product attributes, attribute performances and con-
sequences arising from use that facilitate (or block) 
achieving the customer’s goals and purposes in use situa-
tions’. In section 4, the consequences of the theory es-
poused in section 3 for construction information services 
are discussed in the light of the case company and sister 
companies in other countries. 
 
3.1 Customer value inherent in the product 

When value is considered as something inherent in the 
product, it is often seen as a part of brand building or an-
other aspect of marketing. Value is thought of as some-
thing that can be produced and delivered as part of the 
product and its attributes, being handed over to the cus-
tomer who pays a price for it. Research typically analyses 
various dimensions of product or service attributes and 
offers different sets of combinations as tools for value 
providers. 
Johnson & Weinstein (2004) describe value as something 
that can be developed within a diamond shaped area 
whose edges are the parameters of service, quality, image 
and price, which is aptly termed an S-Q-I-P-approach. In 
a related description containing a 19-item measure devel-
oped by Sweeney & Soutar (2001), the dimensions are 
emotional, social, quality/performance and price/value for 
money. Han & Han (2001) describe value as enhance-
ments by changing two components: the ‘content’ and the 
‘context’, which can be broken down into: quality en-
hancement, cost reduction and customization. Keeney 
(1999) mentions maximization of product quality, con-
venience, privacy, shopping enjoyment and safety. Other 
attributes include quality and cost of logistical customer 
service (Holcomb 1994) or their availability, timeliness 
and consistency of delivery, ease of placing orders and 
other elements of customer service (Langley & Holcomb 
1992).  
Product attributes can be both intrinsic and extrinsic and 
include texture, quality, price, performance, service and 
brand name (Sinha & DeSarbo 1998). Intrinsic and ex-

trinsic can be defined using the typology in table 1 (Hol-
brook 2006): 

Table 1. Extrinsic and intrinsic product attributes. 
 Extrinsic Intrinsic 
Self-oriented Economic value Hedonic value 
Other-oriented Social value Altruistic value 

 
Another framework for value creation is the ‘value fun-
nel’, where value is analyzed and maximized on four in-
terdependent levels: global business community, market, 
organization and customers. The model represents a 
downward flow, with each lower level a part of the level 
above. The framework describes the macro issues sellers 
must deal with when determining customer value (John-
son & Weinstein 2004; Pohlman et al. 2000). 
Relatively few researchers deal directly with customer 
value in construction. Wilson et al. (2001) list several 
values perceived by customers of corporate real estate 
organisations. Elements of time, cost and quality are re-
peatedly mentioned. Others, which are important to cus-
tomers, are concerned with flexibility, ease of doing busi-
ness, management of risk etc. Underwood et al. (2000) 
have reported an example of enhancing the construction 
value chain using a specification system making it possi-
ble to specify design elements using a web-based product 
library. The system could be regarded as adding value to 
either the specification system or the product library, de-
pending on which way it is regarded. 
Berry (2001) discussed the total customer experience, 
which he divides into five pillars:  

1. solve your customers’ problems; 
2. treat your customers with respect; 
3. connect with your customers’ emotions; 
4. set the fairest (not the lowest) prices; and 
5. save your customers’ time. 

According to Berry, it is imperative to appreciate that 
value is the total customer experience and to move away 
from merely thinking that value equals price. Common 
for these dimensions of value is that they focus on what 
the product (or service) provider does, not what the cus-
tomer does. 
 
3.2 Customer value in a service perspective 

The research described in this section argues that cus-
tomer value cannot be pre-produced. It treats value as 
something co-produced by the customer throughout the 
relationship, partly in interactions between the customer 
and the supplier or the service provider. When it comes to 
services, value is produced and consumed simultaneously. 
Products (or services) can only be facilitators of value. 
Value generation processes are embedded in what the 
customers do in their everyday lives. Business customers 
create value when they produce and deliver products to 
their customers. Consumers and customers use the inputs 
the sellers provide in their own value-generating proc-
esses. Value springs out of use of the inputs of sellers to 
realize more revenue or decrease costs (time, money, in-
convenience and frustration). This also implies that all 
firms are, in fact, service firms. The mission of the seller 
thus becomes to support the buyer’s value creation proc-
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esses. This means that the seller must gain a thorough 
understanding of the customer’s value generating proc-
esses and the customer’s goals: he or she should deter-
mine how to improve those processes by his or her activi-
ties (Grönroos 2000). The customer value approach does 
not focus on the product that a customer purchases, but on 
the outcome he or she seeks and value derives from the 
ability to achieve the customer’s goals (Saliba & Fisher 
2000, Goodstein & Butz 1998). 
Customer value might manifest in different ways, but they 
link together in a customer’s evaluation process. The es-
sence of customer value can be captured in a ‘hierarchy 
model’ (Woodruff 1997). One of the most important con-
sequences of the hierarchy model is that it extends the 
concept of customer value beyond mere attribute-based 
buying criteria. The product or service possesses value 
only to the degree that these consequences are aligned 
with a customer’s goals and needs (Woodruff & Gardial 
1996). 
According to Kano’s theory of attractive quality (2001), 
success cannot be gained only by listening to what cus-
tomers say. What needs to be gained is a deeper under-
standing of the customers’ latent needs. He has described 
the factors that influence customer purchase decisions as a 
model with three main factors: basic (must-be), perform-
ance (more is better or one-dimensional) and delight (ex-
citement or attractive). Additional factors are ‘indifferent’ 
and ‘reverse’, but these add relatively little to this context. 
The basic factor must be met; otherwise the customer will 
react with disappointment or disgust. If all basic factors 
are met, the customer reaction is neutral. 
The performance factor is best defined by negation, since 
absence is likely to lead to disappointment. Performance 
factors can be identified by market surveys and it is im-
portant that any deficiency is quickly identified and reme-
died. The delight factor is something the customer does 
not expect and which therefore cannot be identified by 
market surveys: presence leads to delight. In time, per-
formance and delight factors tend to become basic, as 
customer expectations grow (Wood 2004, Mello 2001). If 
products regularly meet or exceed the customer’s expecta-
tions, especially as compared to the competition, an emo-
tional bond emerges (Butz & Goodstein 1996). 
 
3.3 Consequences of adopting a service perspective 

Adopting a service perspective has far-reaching implica-
tions on the strategy as well as the organization of the 
firm or company (Crosby et al. 2002, Grönroos 2000). 
When companies strive to make it easier for customers to 
get the benefits they seek, their focus extends from the 
product and its attributes to the use of the product. They 
need to interact with their customers and even gain influ-
ence over customer behaviour in order to reduce risk in 
purchase and ownership (Vandenbosch & Dawar 2002). 
The focus of management of risk (and potential for value 
creation) needs to be taken forward from research and 
development, manufacturing and distribution to use and 
post-use handling. This new logic demands that the sup-
plier, or co-producer, learns more about how customers’ 
value creation processes work. Where focus used to be on 
simple buy and sell transactions, it is now on relationships 
with clients and on helping them in their value creation. 

This means that a new value creating system is estab-
lished where ’offerings now take part in the customer’s 
value creation process delivering performance to the cli-
ent‘. When focus shifts from products to services, focus 
on risk management and, thus, value creation shifts too. It 
moves away from risk management of natural systems 
and manufacturing processes to the users’ value creating 
processes and to human systems (Ullberg et al. 2002). 
Common tools for management of natural systems and 
manufacturing processes, including risk, are customer 
surveys and total quality management (TQM). Much of 
this is also what Kano’s levels basic and performance are 
about. This is often referred to as a customer value para-
digm. To manage the users’ value creating processes and 
human systems demands additional tools and the means 
for adopting a customer value paradigm (Saliba & Fisher 
2000) or including a customer value orientation into the 
customer orientation dimension of TQM (Dickey 2001, 
Flaherty et al. 1999). The potential in striving for cus-
tomer value lies in the notion that organizational perform-
ance does not correlate highly with customer satisfaction. 
Customers might say that they are satisfied, but they 
might buy elsewhere (Woodruff 1997). This does not 
mean that customer satisfaction as a paradigm should be 
abandoned. It is simply insufficient and it should be com-
plemented by the concepts of customer value (Eggert & 
Ulaga 2002). 
Failure in product definition is due to insufficient cus-
tomer understanding. Often, the solution is in-depth cus-
tomer team interviews, sometimes repeated, using open-
ended questions (Mello 2001). Questions need to be taken 
beyond talk about typical customer satisfaction issues to 
questions that develop a broader understanding of cus-
tomers and what is important to them (Wilson et al. 2001; 
Salz 2001). Questions of the following form need to be 
raised (Salz 2001): “what helps you to be successful?”, 
“what makes a great day for you”, and “what keeps you 
awake at night?” or, as Woodruff (1997) has suggested: 
what do target customers value? Of all the value dimen-
sions that target customers want, which are the most im-
portant? How well (poorly) are we doing in delivering the 
value that target customers want? Why are we doing 
poorly (well) on important value dimensions? What are 
target customers likely to value in the future? Data which 
needs to be learnt about the customer’s determination 
process include macro-environmental data, customer 
complaint data, competitors’ offer data, customer visits’ 
data, salespersons’ call reports’ data, customer targeting 
data and customer value determination data. 
In the digital business environment, companies need to 
look beyond the traditional market space and migrate to 
an experience space for co-production of value where 
they can act as nodes and pull together consumer commu-
nities, partners and suppliers into an experience environ-
ment, which actively involves consumers, as individuals 
and as communities. In this situation, key building blocks 
are dialogue, access, risk assessment and transparency, 
even if the specific questions that customers have will 
vary. The intention is not to provide a product per se. In-
stead, the goal is to enable co-creation of value where 
companies, customers and their networks all take part in 
the creation of value. The idea is that individual custom-
ers are able to co-construct their own consumption ex-



4 CUSTOMER PERCEIVED VALUE AND INFOME-
DIARIES’ SERVICES 

periences through personalized interaction. Products and 
services are means to that end. Customers can be seen as 
a source of competence. From this perspective, four es-
sential responses arise: Using a formal graphical process model as a medium, 

Finne (2006) has described how infomediaries produce 
and provide building material and product information 
and how their customers retrieve and use it. The model 
adopts transaction cost theory (Coase 1988) as a means 
for demonstrating customer value; consequently, that is-
sue of decreasing costs will not be discussed further. The 
theories presented in this paper, describing value as some-
thing inherent in the product, deal with, and support, the 
actions explored in the leftmost parts of Finne’s model 
(Figure 1); whilst, the rightmost parts describe the cus-
tomers’ business processes and thus offer a starting point 
for an analysis from a service perspective. 

1. customers need to be engaged in an active, explicit 
and ongoing dialogue; 

2. communities of customers need to be mobilized; 
3. customer diversity has to be managed, and; 
4. personalized (not customized) experiences have to be 

co-created with customers. 
When a value chain perspective is used, sources for value 
production can be extended to supply-chain partners, who 
can be regarded as part of an extended company, and their 
competencies too may be drawn upon (Prahalad & 
Ramaswamy 2000, 2003, 2004). Similar views have been 
presented by Nambishan (2002). 

 Wilson et al. (2001) argue that it is not enough to rely on 
operational effectiveness and efficiency or on written out-
comes of customer surveys in order to satisfy their cus-
tomers. Instead, it is important to work closely with cus-
tomers and to involve them in the reviewing and revision 
of processes and in streamlining solutions. 

4.1 The product perspective 

The concept of adding attributes to existing products is 
familiar, widely used and well-supported by electronic 
media as the delivery means. Typical examples are prod-
uct directories and product data sheets, which have been 
published in printed form for decades. Today, internet and 
CD-ROM versions are offered, with added functionality. 
Examples include multi-faceted on-line search features 
including attribute-based searching, an abundance of add-
on CAD-files, environmental declarations, and indoor air 
and cleanliness classifications (Figure 2). Quality assess-
ments of manufacturers and their products, promotion of 
their information product brands, i.e. Rakennustieto in 
Finland or Svensk Byggtjänst in Sweden, are correspond-
ing activities. SMEs consider the infomediary’s brand on 
a product information sheet as adding credibility to the 
product. Other examples are products in print where CD-
ROMs have been added, internet versions of paper prod-
ucts where the net version offers additional files, calcula-
tion facilities, databases with search facilities etc. 

In the case of customer value in construction, Sarshar et 
al. (2000) approach increased customer value as some-
thing that comes through continuous process improve-
ment. This is difficult to achieve without directly address-
ing supply chain issues. Performance and predictability of 
the key process are essential, and can be enhanced by 
process enablers. Productivity and quality form the basis 
for customer satisfaction. 
 
 
 
 
 

 
Figure 1. Finne's model, here presented as a node tree, explores how infomediaries produce their services (left) and how their cus-
tomers use them (right). 
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Figure 2. Screen dump from an infomediary’s product directory 
and information sheet database service2. 

 
In the production and provision processes of (product) 
information, Kano’s factors – basic and performance – are 
widely applied among infomediaries. Quality systems and 
TQM, have been in use on a regular basis and for more 
than decade. The same goes for customer and reference 
group surveys, which are undertaken systematically and 
repeatedly. In recent years, the Balanced Scorecard (Kap-
lan & Norton, 1996) has been taken into routine use, and 
basic as well as performance level factors have been in-
corporated into it. The need to remedy deficiencies 
quickly is also recognized and has been made part of the 
quality system. All these factors prevail and continue to 
be crucial, but are not sufficient tools for value production 
and delivery. The narrowness of customer surveys was 
demonstrated by the outcomes of some recent workshops, 
which showed that most of what the customers them-
selves were able to identify was already known to the 
infomediary. 
 
4.2 The service perspective 

The idea of a service perspective, as described in section 
3, is little known among infomediaries, but has been re-
ceived positively. The idea of customer orientation is 
widely adopted, but mostly it manifests as customer (sat-
isfaction) surveys. It is based on the belief that by asking 
the customer what he/she wants success can be gained. 
This is however, as discussed above, too limited a view-
point. Thus, the need for additional tools for value defini-
tion is apparent, and the adoption of a service perspective 
offers one solution, which shifts the focus from infomedi-
ary to include the customer.  
The adoption of a service perspective opens up a new set 
of dimensions for exploration. Additional sources for 
value production can be sought in that part of the model 
describing what the customers do, i.e. their business proc-
esses. The theory is described in sections 3.2 and 3.3, and 
customer processes are pictured in the rightmost parts of 
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2  www.tarviketieto.net. Search possibilities include classifica-

tions, firm names, product names and product attributes. 
Search results are (from left): name of product sheet, classifi-
cation, sheet ID, company and publication date. Additional 
service attributes are listed in the rightmost column. 

the model in figure 1, as well as in the upper oval(s) in 
figure 3, where Finne’s model has been transformed and 
simplified into the same format as Woodruff’s (1997) 
hierarchy model mentioned in the previous section 
Examples from parts of the model that describe the archi-
tects’ work are: composing masses, looking for building 
materials, comparing building materials, making draw-
ings, writing specifications, compiling product models, 
solving construction details and composing facades. Cor-
responding information services include: architecture 
books, product directories, product datasheets, CAD-files, 
specification writers, object libraries and technical stan-
dards. 

 
Figure 3. Finne's (2006) model (left) compared with Woodruff's 
(1997) schema (right). 
 
The case company has taken some steps towards a service 
perspective. As part of the development of a new quality 
management tool for customers in civil engineering, 
product definition workshops have focussed on what the 
customers want to be able to do with the product, instead 
of the product and its features and attributes, which has 
been the normal way. In the development of add-ons to 
the product information, focus has moved from delivering 
CAD files alone to delivering files with calculation mod-
ules, which are compatible with the customers’ systems 
(Figure 3). The product data sheets published under the 
brand of the case company are considered as a form of 
quality assessment of the product itself by many of its 
smaller clients, even if it only presents the data in a stan-
dardized way (Finne 2003). They claim it gives them 
added credibility in the eyes of their own customers. For 
instance, indoor air emission classifications reduce health 
problems and environmental declarations help to reduce 
environmental damage. A series of monthly discussion 
events has gained in popularity when customers were 
engaged in formulating discussion themes and inviting 
speakers. 
The need to extend beyond regular customer surveys in a 
way proposed by Mello (2001), Wilson et al. (2001) and 
Salz (2001), and which has been discussed in section 3.3, 
has also been recognized and successfully carried out. 
During 2005, a series of in-depth customer team inter-
views was undertaken. This resulted in such an abundance 
of new initiatives that it far exceeded the resources 
needed for implementation.  
 
 



 
Figure 4. A Service Perspective Extends and Moves the Focus 
of Value Production Forwards in the Value Chain. 
 
When focus on value creation moves from products to 
what customers do for their own customers, the potential 
for value creation moves forward in the value chain (fig-
ure 4) (Ullberg et al. 2002). Many infomediaries have 
traditionally provided services primarily for design. When 
focus is put on the rightmost parts of the value chain, it 
moves to territory yet under-exploited by the infomediar-
ies, who at present focus mainly on design. It also covers 
a much larger volume since new supply accounts for just 
one percent of the housing stock (Barker 2004). Observa-
tions from the case infomediary support this. Users and 
building owners have now been identified as a promising 
customer segment where additional resources are allo-
cated. Recently, a large project for developing common 
and general quality specifications for facility management 
and maintenance has been initiated. Additionally, the 
board of the company has begun a revision of the com-
pany’s consumer strategy. Special emphasis is to be put 
on the reduction of mainly quality risks following deci-
sion-making on maintenance and renovation by people 
who are not professionally qualified in the construction 
sphere.  
Figure 4 can also be used to demonstrate the cause of a 
problem, which continues to hinder realization of the full 
benefits from the use of ICT in construction. If the pro-
vider of value and the consumer of it do not meet in a 
business transaction, because they are too far apart in the 
value chain or if there is no delivery (ICT) platform, it is 
hard to motivate the producer to provide anything. To 
some extent, this might explain why some actions that 
would be of great benefit late in the value chain are not 
undertaken in the earlier phases. As an example, in 
Finland designers do not produce models of real benefit to 
for ‘quantity take-off’ purposes unless they are paid for it 
separately, which is seldom the case unless he/she is hired 
by the construction company. If these shortcomings are to 
be overcome, research is needed; in particular, research is 
needed into information delivery and monetary risk com-
pensation in a product modelling environment. A recent 
customer survey performed by the case company for the 
Finnish funding agency, Tekes, supports the observation. 
 
 
5 CONCLUSIONS 

Most information handling in the construction value chain 
has become digital. So has the value chain of infomediar-
ies. The internet has become an increasingly important 
delivery platform, as well as a competitor for infomediar-
ies. In the pursuit of sustainable competitive advantage, a 
deeper understanding and implementation of customer 
value is one important and, to some extent, still under-
exploited element. The findings suggest that infomediar-

ies have much to gain by adopting a customer value ap-
proach, and a service perspective. 
Customer value can be defined as a trade-off between 
costs and benefits. Less cost and/or more benefits, bring 
more value. Costs should be understood in a much wider 
sense than mere out-of pocket expenses, and include time 
and effort expended. This is territory where infomediaries 
traditionally have offered services such as standards, 
product databases and search facilities and where the 
internet has provided a platform that is now widely util-
ized. 
Theories of how to provide benefits can be divided into 
two categories. The first deals with the product and with 
what the service provider does. The underlying idea is 
that the more attributes and properties a product is pro-
vided, the greater its value will be. 
In the second category, value is seen as something that 
comes from the use of the product by the customers. It 
cannot be produced in advance, but springs out of use of 
the inputs of the sellers to realize more revenue or de-
crease costs. This also implies that all firms are or could 
be service firms. Hence, it is referred to as a service per-
spective. This perspective is not as well established as is 
the first category, but steps towards it can be observed. In 
addition, the brand of the infomediary on product data 
sheets is considered to add credibility for smaller clients 
in the eyes of their customers. Risk reduction in the value 
chain is another issue brought along by this perspective; 
for example, infomediaries’ indoor air emission classifi-
cations reduce health problems and environmental decla-
rations help to reduce environmental damage for the cli-
ents of architects. Tools such as TQM and customer sur-
veys continue to be important, but are not enough. A 
more profound knowledge about customer processes is 
required. Service providers must bother to ‘understand 
their customers’ processes better than the customers 
themselves’. The literature suggests in-depth team inter-
views and open-ended questions as one method: evidence 
from the case company supports this view. In addition, 
the need to re-build the organization of the service pro-
viders for the identification of customer needs, as well as 
service provision, is seen as crucial. 
The findings suggest that infomediaries have much to 
gain by adopting a service perspective. There seems to be 
a wealth of under-developed, as well as new, business 
opportunities. This requires an approach where the focus 
is extended to include support for, and risk management 
of, the customers’ activities. As this also implies that all 
firms could be service firms, it could contribute some 
interesting perspectives to the on-going discussion about 
construction turning into a service industry. 
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BUILDING INFORMATION MODELS: A REVIEW ON STORAGE AND EXCHANGE 
MECHANISMS 

Umit Isikdag, Ghassan Aouad, Jason Underwood, Song Wu 
School of the Built Environment, University of Salford, UK 

ABSTRACT: The concept of Building Information Modelling (BIM) has its roots in 2D digital drawings and product 
modelling. Early modelling efforts emerged in order to provide a solution to data exchange problems between several 
CAD and analysis systems. BIMs which used STEP as their base standard, adopted STEP data exchange and sharing 
mechanisms, enabling data exchange in three levels; file exchange, working form and shared database. In contrast to 
the traditional and accepted view of BIM as the central project model, some software vendors today define BIM as the 
management of a federated data layer, which consists of multiple models. After a brief summary on the history of in-
formation modelling in the construction industry, this paper reviews the storage and exchange mechanisms of BIMs and 
presents the role of model views as an information sharing and exchange method. 
KEYWORDS: building information models, storage, sharing, exchange. 
 
 
1 INTRODUCTION 

Fragmentation is a key feature of the construction indus-
try structure and client base. The traditional nature of the 
industry involves bringing together multi-
disciplines/practitioners in a one-of-a-kind project that 
requires a tremendous amount of coordination. A typical 
construction project is extremely complex, involving a 
variety of organisations and disciplines being brought 
together for the duration of the project to form the “pro-
ject team” or “virtual enterprise”. These organisations 
vary in terms of size, physical location and IT capabili-
ties. Furthermore, the industry is essentially an informa-
tion intensive and processing industry. The traditional 
nature of the industry is extremely ‘document-centric’ 
with construction project information being captured pre-
dominately in documents, i.e. 2D CAD drawings, specifi-
cations, etc. Although project information may be pro-
duced in an electronic form, in essence it is distributed 
among the various multi-disciplinary teams involved in 
the project as documents. The format of such information 
is also rich and multi-dimensional. Such nature of the 
industry has resulted in significant barriers to communica-
tion between the various stakeholders, which in turn has 
significantly affected the efficiency and performance of 
the industry. Gallaher et al. (2004) indicated that 
US$15.8B is lost annually in the U.S Capital Facilities 
Industry due to the lack of interoperability. In recent 
years, Building Information Modelling has become an 
active research area in order to tackle the problems related 
to information integration and interoperability. Today, 
Building Information Models (BIMs) are promising to be 
the facilitators of integration, interoperability and collabo-
ration in the future of the construction industry. This pa-
per provides a review of the storage and exchange 

mechanisms in terms of BIMs, as they have evolved in 
addressing the issue of the seamless communication and 
transition of information between software applica-
tions/stake holders and across the project life-cycle 
phases. The paper first summarise the evolution of BIMs 
from the early initiatives of facilitating the exchange of 
CAD information between different CAD applications, 
leading to the emergence of the concept of product mod-
els which incited the development of BIMs. Later in the 
paper, the storage and exchange mechanisms of BIMs are 
reviewed and the role of model views is discussed. 
 
 
2 BACKGROUND 

2.1 Storage and exchange of information in early CAD 
applications 

The construction industry is highly fragmented and there 
is a variety of different information systems that are used 
in each organisation. Thus, the transfer of information 
between different systems is and continues to be an ap-
parent need. As Eastman (1999) explained, during the 
1970s CAD companies realised the need for data ex-
change which was being expressed by industry. In re-
sponse, they developed some low level methods to read 
and write data from applications. Some of these methods 
were: 

1. Writing parts of a project out to a file, translating into 
a textual format and conversely reading such a text 
file and parsing it. 

2. Writing standalone application that reads the file for-
mat in which project data is stored on disk. 
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3. Providing subroutine calls that can be executed from 
other programs to extract data from a file format. 

As explained in Eastman (1999), Autodesk offered its 
proprietary file format DXF as an implementation of 
method 1, which then became a de-facto standard, while 
other methods were also implemented by some other 
CAD vendors. The drawback of these proprietary file 
formats were that: 

1. They were controlled by the companies who had im-
plemented them therefore they could change at any 
time. 

2. Another problem to emerge around the same time was 
when several different applications had a need to ex-
change data. When a new file format is introduced a 
number of N*(N-1) data translators needed to be writ-
ten (or 2*(N-1) more needs to be added to existing 
translators) in order to exchange data between N ap-
plications.  

If a common format from which all applications can ex-
change data could be defined, the number of translators 
needed would decrease to two, i.e. one for writing the 
common format and one for reading it.  
The drawbacks of the proprietary file formats and the 
advantage of using a common file format have forced 
communities of several knowledge domains to develop 
non-proprietary/vendor neutral file formats such as In-
terim Graphics Exchange Specification (IGES). 
 
2.2 The emergence of standard for exchange of product 

data  

The emergence of STEP - ISO 10303: Industrial Automa-
tion Systems – Product Data Representation and Ex-
change - was a result of the issues associated with the 
shortcomings of CAD data translation and the recognition 
by a number of industry-based research groups for a new 
generation of standards effort. In 1984, the International 
Standards Organisation (ISO) initiated a Technical Com-
mittee (TC184) to initiate a Sub Committee (SC4) to de-
velop the STEP standard with the long-term ambition of 
improving the communication of engineering information 
and enabling integration through the co-ordination of 
open standards for data exchange and data sharing. In 
parallel, in the US the first Product Data Exchange Speci-
fication (PDES) report was issued in July 1984 and the 
second report was issued in November 1984 (Kemmerer, 
1999). These reports laid the background for the PDES 
Initiation effort, a proof of concept project for the IGES 
organisation. In 1988, these two different efforts 
(TC184/SC4 and IGES) and information models devel-
oped for them merged into a single model called Inte-
grated Product Information Model (IPIM). IPIM used 
emerging EXPRESS language for its data definition and 
specification. Following these developments, SC4 Reso-
lution 68 established the first edition of STEP- ISO 10303 
in June 1990. The distinction between data sharing and 
exchange is clearly identified during STEP development 
efforts and in addition the STEP standard identified four 
implementation levels for data storage and exchange. 
These will be explained further in the next sections. 
 
 

2.3 Data exchange and sharing in STEP context 

ISO TC 184/SC 4 defined data exchange as the transfer of 
information from one software system to another via a 
medium that represents the state of information at a single 
point in time. This information snapshot is encoded digi-
tally, typically in an ASCII or binary representation. For a 
given software system (System A) to generate a data ex-
change file, the system must implement specific function-
ality, generating a neutral file that represents the informa-
tion to be exchanged. Another software system (System 
B) that receives the neutral exchange file created by Sys-
tem A has to provide functionality in its implementation 
for accessing the neutral file, interpreting its contents and 
creating an internal representation of that information 
(Kemmerer, 1999). On the other hand, according to ISO 
TC 184/SC 4 data sharing provides a single logical infor-
mation source to which multiple software systems have 
access. In data sharing, the information source may be 
realised as a database management system, a specialised 
file system or a combination of the two. The characteris-
tics that distinguish data sharing from data exchange are 
the centrality of the data and ownership of that data. In 
the exchange model, one software system maintains the 
master copy of the data internally and exports a snapshot 
of the data for others to use. Other software systems that 
import the exchange file has effectively assumed the 
ownership of the data. In the sharing model, there is a 
centralised control of ownership and there is a known 
master copy of the data, i.e. the copy maintained by the 
information resource. In theory, the data-sharing model 
alleviates the revision control problems associated with 
the data exchange model. 
 
2.4 STEP implementation levels  

STEP has four different implementation levels derived 
from PDES implementation levels. Wilson (1990) (cited 
in Loffredo, 1998) presented these four levels as: 

1. File exchange level: EXPRESS-defined product data 
is passed between applications using flat files. The 
STEP Part 21 format has been defined for this purpose 
and at this level for an application to simply read and 
write files. An application may read the EXPRESS-
defined data file using a dedicated parser and immedi-
ately convert the instance data into some other data 
structure. 

2. Working form level: The software in working form 
level has all features of level one in addition to the 
ability to manipulate data. When an application in this 
level reads the data into its memory the data should be 
made available to the code, in a form organised and 
described by the EXPRESS model. Standard Data Ac-
cess Interface (SDAI) is developed as a standard API 
for level two. The SDAI functions allow the product 
data to be manipulated. 

3. Database level: This level has all features of level two 
along with the ability to work with the data stored in a 
database. 

4. Knowledgebase Level: Implementations of this level 
will have all features of level three and should be able 
to reason about the contents of the database. This level 
has never been implemented.  



In this section, we would like to note that BIMs (such as 
IFC, CIS2) that are defined with STEP description meth-
ods such as EXPRESS can be exchanged and shared us-
ing the first three implementation levels (as the fourth 
level has never been implemented). Today, the sharing 
and exchange methods of BIMs are not limited to these 
three levels. The next section looks at STEP implementa-
tion levels from a different perspective in order to identify 
where STEP implementation levels fit into the bigger 
picture of software/system integration. Further sections 
then expand these three levels in light of the state of art in 
data sharing and exchange. 
 
2.5 Data storage and exchange in software integration 

perspective 

Software integration can be defined as making disparate 
applications work together to produce a unified set of 
functionality. There is no standard classification for ap-
proaches to software integration, as approaches change by 
emerging technologies and technological achievements. 
Well known textbooks on integration technologies and 
their applications include Erl (2004), Hophe and Woolf 
(2003), Fowler et al. (2002), Chappell (2004), and Linthi-
cum (2003). Erl (2004) identified three levels of integra-
tion, which are data level integration (where an applica-
tion logic of an application reaches the data layer of an-
other application or data from an application’s data layer 
is replicated to another application’s data layer), applica-
tion level integration (where the integration is between 
application logic layers) and process level integration 
(which is process oriented). Linthicum (2003) explained 
four different approaches to integration, namely informa-
tion oriented (which includes data replication by file ex-
change and database replication, data federation by the 
integration of multiple databases into a single unified 
view of them, and interface processing by using APIs), 
business process oriented, service oriented (where a 
composite application is created by using several compo-
nents, application interfaces or wrapped legacy applica-
tions, which provide methods that can be invoked by 
standard messages over the web) and portal oriented 
(where all information is made available through a web 
browser). Hophe and Woolf (2003) provided four styles 
for integrating different systems. These styles are file 
transfer, shared database, remote procedure invocation 
and messaging. Table 1 provides information on the 
STEP implementation levels and corresponding integra-
tion levels, and approaches and styles, to demonstrate 
where the STEP implementation levels fits in the bigger 
picture of software integration. 
Table 1. STEP implementation levels vs. Software Integration 
Approaches. 

 
 
 

3 BUILDING INFORMATION MODELS: A BRIEF 
HISTORY 

BIMs of today have emerged as a result of an evolution 
from de-facto drawing exchange formats such as DXF 
through semantic AEC information models (which in the 
main are based on STEP technologies). 
Tolman (1999) provided an historical overview of seman-
tic AEC information models. Early models in the area 
include General AEC reference model GARM (Giel-
ingh,1988), Integration Core Model (ICM) and the Inte-
gration Reference Model Architecture (IRMA). These 
efforts continued with the development of the Building 
Construction Core Model (BCCM) which was later ap-
proved as Part 106 of the STEP standard (ISO 10303). 
Another early effort in the area includes COMBINE pro-
ject, which is explained in Sun and Lockley (1997) and 
Eastman (1999).  
Other important efforts in the area include Computer In-
tegrated Manufacturing of Constructional Steelwork 
(CIMSteel and CIS/2) explained in Eastman (1999), NIST 
CIS2 Web Site (2005), and Eastman et al. (2005), Engi-
neering Data Model (EDM) as explained by Eastman et 
al. (1991), Semantic Modelling Extension (SME) ex-
plained in Zamanian and Pittman (1999), models devel-
oped in the Integrated Design Environment (IDEST) pro-
ject as explained in Kim et al. (1997), Kim and Liebich 
(1999), RATAS and STEP Part 225 as explained in East-
man (1999). 
Eastman (1999) grouped these models as Building Aspect 
Models and Building Framework Models. The author 
indicated that Building Aspect Models are similar to the 
ISO 10303 models developed for middle level ‘applica-
tion domains’ that addressed the data exchange needs 
related to the organisational level of engineering depart-
ments. On the other hand, according to Eastman (1999), 
Building Framework Models are more comprehensive 
and appeared as the result of efforts to develop a Building 
Model structure capable of capturing the information 
needed to represent an overall building.  
Most of these semantic models also adopted product 
modelling concepts by being enablers of communication, 
interpretation and processing of information, thus many 
of them are also known as Building Product Models. 
Similarly, most of them such as CIS2, BCCM, etc. are 
defined using STEP (ISO 10303) description methods 
(EXPRESS), thus these models are also referred to as 
BIMs, deriving from the term Information Modelling that 
is used in STEP resources such as Schenk and Wilson 
(1994). The next section will focus on the recent defini-
tions of BIMs. 
 
 
4 BUILDING INFORMATION MODELS: THE RE-

CENT DEFINITIONS 

NBIMS (2007) defines three important elements of build-
ing lifecycle as the process helix, the knowledge core and 
the external suppliers of products and services. The 
knowledge core is defined as the information backbone 
which provides historical and current data about the life-
cycle processes. Information exchanges occur throughout 
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the processes between all the stakeholders that take part in 
these processes. In this context, Building Information 
Modelling can be defined as a new way of creating, shar-
ing, exchanging and managing the information throughout 
the entire building lifecycle. The NBIMS initiative cate-
gorises Building Information Modelling in three ways as 
a: 

- Product: an intelligent digital representation of a 
building. 

- Collaborative process: which covers business drivers, 
automated process capabilities, and open information 
standards use for information sustainability and fidel-
ity. 

- Facility: of well understood information exchanges, 
workflows, and procedures which teams use as a re-
peatable, verifiable, transparent, and sustainable in-
formation based environment used throughout the 
building lifecycle. 

According to NBIMS (2006), a BIM is a computable rep-
resentation of all the physical and functional characteris-
tics of a building and its related project/life-cycle infor-
mation, which is intended to be a repository of informa-
tion for the building owner/operator to use and maintain 
throughout the life-cycle of a building. 
AGC (Associated General Contractors) Guide (2006) 
defined BIM as a data-rich, object-oriented, intelligent 
and parametric digital representation of the facility, from 
which views and data appropriate to various users’ needs 
can be extracted and analyzed to generate information that 
can be used to make decisions and improve the process of 
delivering the facility. 
CRC Fact Sheet (2005) defined BIM as a three dimen-
sional database designed specifically for built facilities, 
and indicated that BIM integrates a digital description of a 
building with all the elements that contribute to its on-
going function such as air conditioning, maintenance, 
cleaning or refurbishment along with describing the rela-
tionship between each element. 
US General Services Administration BIM Guide (2006) 
indicated that the information in a BIM model catalogues 
the physical and functional characteristics of the design, 
construction, and operational status of the building. This 
information may span a number of disciplines and appli-
cation types. BIM integrates this information in one data-
base in a consistent, structured, and accessible way. The 
importance of BIMs stems from having an open inter-
change of information across platforms and a transferable 
record of building information throughout a building life-
cycle.  
Autodesk (2002) explained that BIM solutions have three 
characteristics: 

1. They create and operate on digital databases for col-
laboration. 

2. They manage change throughout those databases so 
that a change to any part of the database is coordinated 
in all other parts. 

3. They capture and preserve information for reuse by 
additional industry-specific applications. 

Today, the current key efforts in the area of BIM are the 
Industry Foundation Classes (IFC) and the CIMSteel In-
tegration Standards (CIS), both of which are defined us-
ing STEP description methods, and can be shared and 

exchanged in the three implementation levels explained 
earlier. 
IFC is the effort of IAI/buildingSMART whose goal is to 
specify a common language for technology to improve 
the communication, productivity, delivery time, cost, and 
quality throughout the design, construction and mainte-
nance life cycle of buildings. Each specification (called a 
‘class’) is used to describe a range of things that have 
common characteristics. These IFC-based objects aim to 
allow AEC/FM professionals to share a project model, 
while allowing each profession to define its own view of 
the objects contained within the model. In 2005, IFC be-
came an ISO Publicly Available Specification (as ISO 
16739) 
CIS are one of the many results to emerge from the CIM-
steel pan-European Eureka 130 project. The project in-
volved some 70 organisations in 10 countries to improve 
the efficiency and effectiveness of the European Con-
structional Steelwork Industry both through the harmoni-
sation of design codes and specifications, and through the 
introduction of Computer Integrated Manufacturing tech-
niques for the design, analysis, detailing, scheduling, fab-
rication, erection and management functions. The CIS are 
open standards for the digital exchange and sharing of the 
engineering information relating to a structural steel 
framework. 
In our research we identified several definitive character-
istics of the BIMs by analysing the recent definitions of 
them and by investigating the key Building Information 
Modeling efforts in the area. As a result, the definitive 
characteristics of the BIMs were identified as follows: 

1. Object Oriented: Most of the BIMs are defined in an 
object-oriented nature. 

2. Open/Vendor Neutral: BIMs are developed with the 
aim of effective information exchange and sharing, 
therefore being open/non-proprietary and vendor-
neutral is recognised as an important characteristic. 

3. Enables Interoperability: BIMs are developed to 
overcome the problem of insufficient interoperability, 
thus this is recognised as a natural characteristic. As 
explained in NBIMS (2007), software interoperability 
is enabled by seamless data exchange among diverse 
applications using a shared universal information 
model. 

4. Data-rich / Comprehensive: BIMs are data rich and 
comprehensive as they cover all physical and func-
tional characteristics of the building. 

5. Extensible: BIMs can be extended to cover different 
aspects of their information domain. For example, the 
IAI in the development and release of IFC 2x marked 
a major change in the way that IFCs had been previ-
ously developed/released. The IAI created a frame-
work for the development of models to progressively 
extend the range and capability of IFCs in a modular 
way, i.e. projects developing models using the plat-
form and issuing models independently as work is 
completed. 

6. Three dimensional: BIMs always represent the ge-
ometry of the building in three dimensions. 

7. Covers various phases of the project life-cycle: State 
of the art BIMs cover various phases of the project 
life-cycle. The objects of the model can be in different 
states in different phases of the lifecycle in order to 
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represent the N dimensional information about the 
building. 

8. Spatially-related: Spatial relationships between build-
ing elements are maintained in the BIMs in a hierar-
chical manner. 

9. Rich in semantics: BIMs store a high amount of se-
mantic (functional) information about the building 
elements. 

10. Supports view generation: The model views are sub-
sets or snapshots of the model that can be generated 
from the base information model. BIMs therefore sup-
port view generation. 

11. Stored, shared and exchanged: BIMs can be stored 
as a file or in a database, be shared in databases or by 
the help of APIs (when it is a physical file) and can be 
exchanged in form of physical files. 

In many resources, one of the main characteristics of the 
BIM is defined as their ability to be stored, shared and 
exchanged. In the next section the ways and methods of 
storing, sharing and exchanging the BIMs are expanded 
on. 
 
 
5 BUILDING INFORMATION MODELS: STORAGE, 

SHARING AND EXCHANGE  

A BIM is defined by its object model. The object model 
of the BIM is the logical data structure (or data model) 
that defines all entities, attributes and relationships in the 
BIM. The object model is physically implemented in the 
form of schemas. The model data is created by an applica-
tion and stored in physical files or databases. The model 
data must be consistent with the object model of the BIM. 
As mentioned previously, it is possible to share and ex-
change BIMs by using three implementation levels of 
STEP, if the model is defined by using STEP description 
methods. If not, (as the common practice in the other in-
formation domains indicate) then the BIM will possibly 
be defined and populated as a model in a relational or 
object database, and the data sharing will be realised by 
using the database interfaces. On the other hand, as the 
IFCXML implementation points out, the structure of the 
physical file will most probably be defined by using an 
XSD schema and the physical file will be exchanged as 
an XML file. The following sections present five different 
methods for storage and exchange of BIMs that were 
identified during the research. The first three methods are 
very similar to the three implementation levels defined by 
STEP, but in our approach we expanded these levels to 
cover XML based data sharing and exchange approaches. 
The fourth method is identified as a result of discussions 
between academics in our department with regard to 
Bentley’s view of BIM. The fifth method is identified by 
observing the successful results of SABLE, a proof-of-
concept project that demonstrated the use of Web Ser-
vices to interact with the BIMs. 
 
5.1 Data exchange by using physical files 

Physical file exchange is carried out by creating and shar-
ing a physical file of the BIM through the transfer of the 
file either by using physical mediums (e.g. DVD media), 

or using computer networks (e.g. Intranets and Internet). 
The physical file is created by a CAD application and can 
be exchanged among various applications. The BIM 
physical file can be an XML file or an ISO 10303 P21 file 
if the BIM is defined by using ISO 10303 description 
methods. For example, currently IFC P21, CIS2 P21, and 
IFCXML physical files are exchanged among various 
applications. 
 
5.2 Data sharing through application programming in-

terfaces  

The BIM physical file can be accessed using an Applica-
tion Programming Interface (API). This approach focuses 
on data sharing rather than exchange, and generally oc-
curs in a two-tier architecture where a tier is formed by an 
API. The API can be proprietary for the BIM it is defined 
for, or it can be the Standard Data Access Interface 
(SDAI) API (if the BIM is defined by using ISO 10303 
description methods). If the physical file is an XML file, 
then the model can be shared using the XML interfaces 
(i.e. APIs supporting DOM). The commercial APIs for 
IFC BIMs include BSPRo Server, IFC Active Toolbox, 
IFCsrv ActiveX Component, TNO IFC Engine. The 
SDAI APIs include StepCase and JSDAI. 
 
5.3 Data sharing through central project database  

Central project databases can store data that covers many 
aspects of the engineering life cycle. The advantage of 
storing the BIM in a central shared database is that multi-
ple applications can access the product data, and make use 
of the database features such as query processing and 
business objects creation. The BIMs can be stored in a 
relational or object database system. Commonly the data-
base entities are created (populated) from the object 
model of the BIM, which can either be carried out manu-
ally, by a database script or some specific database man-
agement systems have the ability to automatically create 
related entities from the object model schema. These ob-
ject model schemas can be XML schemas (XSD) or ISO 
10303 schemas (defined in EXPRESS language). The 
database can be populated by importing a physical file of 
the model (i.e. an XML file or a P21 file), or manually 
creating entity instances by using standard (i.e. ODBC) or 
proprietary (i.e. SDAI) database interfaces (which is not a 
common method). The data then can be queried using the 
database interfaces. One of the most well known data-
bases in the field is the EDM Model Server. 
 
5.4 Data sharing through federated project database 

Linthicum (2003) defined data federation as the integra-
tion of multiple databases into a single unified view of 
them. This approach views the BIM as a composite in-
formation model in a federated database that is distributed 
but synchronised. The term federated database is used for 
the logical database and in physical terms it indicates a 
federated data layer, which consists of loosely coupled 
databases and files, coordinated by an application. As 
Linthicum (2003) explained, database federation software 
places a layer of software (middleware) between the 
physical distributed databases, files and the applications 



5.5 Data sharing by web services that view the data. This layer connects to the back-end 
databases and files using available interfaces and maps 
the physical databases to a virtual database model that 
exists only in the software. The data is then shared by 
using this virtual database. In this approach, the software 
application together with the database federation software 
are the main actors which will allow the use of various 
formats and keep the consistency of data throughout the 
entire life-cycle of the building. Bentley White Paper 
(2003) indicated that federated database is characterised 
by a system that allows users to continue to transact lo-
cally using methods, tools and data formats they find 
most productive and also provides central controls to 
manage global connectivity and broader transactions. The 
federated databases offer tightly/loosely coupled transac-
tion mix and local/global load balance to make it more 
scaleable. On the other hand, the central database pro-
vides tightly coupled transactions where all changes to the 
database are immediately synchronised with the central 
copy. Bentley White Paper (2003) argued that the build-
ing life cycle requires a careful mix of tightly and loosely 
coupled transactions and the federated database approach 
will be a better solution than the central database ap-
proach. 

Web Services can be defined as data, software or system 
interfaces that are accessible over the Internet. He (2003) 
indicated that two constraints exist for implementing the 
Web Services: 

1. Interfaces must be based on Internet protocols such as 
HTTP, FTP, and SMTP. 

2. With the exception of binary data attachment, mes-
sages must be in XML. 

BIMs can be shared through Web Services in two ways. 
The web service interface can provide access to: 

1. The central project database where the BIM is stored.  
2. An API, which in turn provides access to a BIM 

physical file or to the domain specific views of the 
model. 

The SABLE (Simple Access to the Building Lifecycle 
Exchange) project is an example which demonstrated the 
use of Web Services to interact with BIMs. The project 
aimed to provide IFC web services by creating and using 
domain specific interfaces to an IFC model. SABLE Web 
Site (2005) indicated that IFC have the following short-
comings:  

- IFC model is difficult to understand and to implement. 
- Compatibility between different releases is difficult to 

maintain. 
 
 - EXPRESS technology is not main stream. 

 
Figure 1. Methods for Storage and Exchange of Building Information Models. 
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The project participants mentioned that trying to fix any 
of them separately may have an adverse effect on the 
other one. The project proposed a solution to these short-
comings of IFC as: 

1. Creating low level web services: these services are 
web interfaces to IFC processing components and 
model server databases. 

2. Creating high level web services: these are domain 
specific web interfaces to an application server. 

3. Creating an application server: that will use the data 
from low level services, process it and serve it for 
high level services. 

According to the SABLE proposal, an application would 
either use low level web services to reach the data in the 
model server databases and IFC processing components, 
or use high level interfaces (over web services) to reach 
domain specific data. Figure 1 presents an overview of all 
the storage, sharing and exchange methods reviewed. 
Along with the five methods presented here, the model 
views also have a significant importance in sharing and 
exchange of the BIMs. The next section will review the 
role of the model views. 
 
 
6 THE ROLE OF MODEL VIEWS 

In order to support several phases and the stakeholders of 
the construction life cycle, several views of the BIM 
needs to be generated. These views can be generated from 
files or databases by using application, database and web 
interfaces. These views can either be transient or persis-
tent depending on the need. Eastman and Jeng (1999) 
indicated that model evolution is the transition of a model 
with one structure or schema to the same or different 
model with a different structure or schema. The authors 
described four types of model evolution as model transla-
tion, view generation, modification of a single integrated 
model, evolution of a product model based on multiple 
application views and mapping between them and the 
central project model. In this section, as the focus is on 
the model views, we will focus on the first two of the ap-
proaches, i.e. model translation and view generation. 
Eastman and Jeng (1999) explained that model translation 
involves a mapping from one complete model to another, 
where each model schema is defined statically. On the 
other hand, the model views are generated by a declara-
tion of a model that is a subset of another model, or by 
declaration of a model that is derivable from another 
model. The original model is called the base model and 
the new model is called the view. The entities of the view 
are populated from the base model.  
The persistent model views are generated by model trans-
lation, and under the following conditions the (translated) 
model can be called as the model view: 

1. The view should not be a superset of a predefined 
(base) information model. The view can be a subset of 
the model or the model itself. 

2. The view should provide a snapshot of the information 
model (or its subset). 

If the model view is persistent then it will be stored in a 
physical file or a database, otherwise if it is transient the 

physical storage of the view is not necessary. The persis-
tent model views can be used whenever there is a need to 
exchange a subset of BIM between various different do-
mains or when there is a need to exchange a snapshot of 
the BIM in one stage of the project. For example, East-
man and Jeng (1999) indicated that model translations are 
most appropriate between the phases of the construction 
life cycle, i.e. at the end of the construction to generate a 
maintenance model. The transient views are commonly 
used when an application requires a subset of BIM enti-
ties from a model server database. Another type of model 
view is application/system specific view. Eastman and 
Jeng (1999) named this view as the application view. The 
application/system specific view does not have to be a 
subset of the base information model. In contrast, this 
view is an information model on its own. It is defined 
according to the needs of the application/system it is 
working with. Under the following conditions, an infor-
mation model can be called as an application/system spe-
cific view: 

1. The model should be interacting with a base informa-
tion model. 

2. The model should address the specific data needs of 
an application/system it is developed for. 

3. The model should address a similar information do-
main with the base information model. 

4. The model should address the same information do-
main with the application/system it is developed for. 

The application/system specific views are used when the 
information domains of an application and the base in-
formation model are slightly different. An application 
(before processing the information) might need to elimi-
nate some entities from the base information model, or 
conversely some information produced by an application 
might be redundant for the base information model. In 
such situations, the application will work with the appli-
cation/system specific view, and the base information 
model will be updated by mapping information from the 
application specific view to the base model. In order to 
maintain consistency when the base model is updated, the 
mapping can also be in the other direction (i.e. from the 
base model to the application specific view). Isikdag 
(2006) demonstrated the use of application specific views 
while mapping information from the IFC model to an 
application specific view, which is developed to interact 
with a GIS. In the common practice, the model views 
(transient, persistent and application specific) are updated 
using EXPRESS-X and XSL languages. 
 
 
7 SUMMARY AND CONCLUSION 

The paper reviewed the ways and methods of information 
sharing and exchange using BIMs. The fragmented and 
document-centric nature of the construction industry con-
tinues to create barriers to effective exchange of informa-
tion and integration. The lack of interoperability between 
information systems and software applications has caused 
great financial losses in the industry. Today, Building 
Information Modelling is a very active research area in 
order to tackle these problems related to information inte-
gration and interoperability. The recent collaborative ef-
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fort in the US towards defining a national BIM standard 
and the development of Industry Foundation Classes, 
which later became an ISO Publicly Available Specifica-
tion (16739), are just two examples that demonstrate the 
importance given to Building Information Modelling by 
the industry. Data sharing and exchange over the entire 
building life cycle can be enabled by using BIMs, which 
is recognised as potentially providing substantial benefits 
to the industry. 
As most BIMs are being defined by using STEP descrip-
tion methods, three implementation levels of STEP are 
generally accepted as methods for storage and exchange 
of BIMs. In parallel with the developments of web tech-
nology, XML has become an important facilitator for file 
and message exchange in recent years. In addition, Web 
Services have also become an important method for data 
sharing and exchange. On the other hand, in line with the 
developments in the database technologies, the federated 
database approach appeared as a valuable method for data 
sharing. In the review, we expanded the three implemen-
tation levels of STEP to cover XML storage and exchange 
methods, and also highlighted the role of federated data-
bases and Web Services as new storage and exchange 
mechanisms.  
As explained earlier, file exchange methods are focused 
towards the data exchange where there is no centralised 
control of ownership, while the other four methods focus 
on data sharing where there is a centralisation and control 
of ownership. Three of these data sharing methods (APIs, 
Central Database, and Web Services) use tightly coupled 
transactions, and this provides advantages for maintaining 
the consistency of the base information model. On the 
other hand, the federated database approach offers 
tightly/loosely coupled transaction mix, where the central-
ity of the information is not clear as the other three ap-
proaches. In the federated database approach, it is the 
responsibility of the database federation application and 
software that manages the federated database to keep the 
consistency of data throughout building life-cycle. Oth-
erwise, as there is no centrality in terms of a single shared 
file or database in this approach, the consistency can be 
lost and versioning problems between the different mod-
els can easily occur. It should also be noted that the Web 
Services can also be used together with federated data-
bases, and can be a part of loosely coupled transactions. 
The use of sharing and exchange methods explained here 
will facilitate the effective exchange of information 
throughout the building lifecycle. These data sharing and 
exchange methods need to be jointly used to create and 
manage the knowledge core (information backbone) of 
the lifecycle along the process helix. It is difficult to sug-
gest that one method has a greater advantage over any 
other as every method has its own pros and cons. In terms 
of the file exchange and federated database approaches, 
problems on data consistency and versioning appear, 
while the other approaches that are built upon model and 
information centrality are less scaleable and load balanc-
ing becomes a need. It would be the joint decision of the 
project and the IT manager to use either a shared central 
BIM or a BIM that is exchanged among various applica-
tions, depending on the needs of the project and also on 
the phase of the building life-cycle. A mix-and-match 
approach where several of these methods are used in tri-

angulation is also possible and reasonable. However, in 
this situation the data consistency should be carefully 
monitored. It should also be noted that none of these data 
sharing and exchange methods will work unless mature 
and robust BIM compliant software is offered by the 
software industry. Whatever method is used, the model 
views will always be important facilitators of information 
sharing and exchange and further research in the area 
should focus more on generating and using these model 
views. 
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MANAGING DESIGN OPTIONS WITH BUILDING INFORMATION MODELING 

Ivan S. Panushev1, Spiro N. Pollalis1, Dawn Korbelak2 
1 Graduate School of Design, Harvard University, USA 
2 K. Hovnanian Homes, Red Bank, USA 

ABSTRACT: Building Information Modeling (BIM) proves to be an effective approach for managing design options in a 
product line, as shown in the case study of K. HovnanianHomes. The business strategy of a production homebuilder is 
to maintain a series of design options to satisfy a wide spectrum of needs of its customers. The logistics of handling a 
large number of design options are quite complex as well as making sure that the selected options are compatible to 
each other. The introduction of BIM has significantly enhanced the management of the process and the options offered 
as well as streamlined the overall design flow. 
This research has two primary purposes: first, to formalize the generic process of generating and managing design op-
tions with BIM, and second, to improve its implementation by describing and analyzing current building modeling prac-
tices. 
KEYWORDS: building information modeling, design options, BIM implementation, design management. 
 
 
1 INTRODUCTION 

Building Information Modeling (BIM) (Bazjanac 2004) 
provides the opportunity to create different design options 
for various building components such as the structural 
system, the exterior cladding, and the interior space 
(Eastman 1999). With BIM, options can be evaluated 
based on selected criteria and be assembled for the final 
configuration (Haymaker et al, 2004). This paper exam-
ines the specification and modeling processes for design-
ing with options in the BIM environment. First we ana-
lyze an approach to establish the modeling requirements 
and manage the modeling workflow that builds on the 
generic framework for BIM project delivery (Panushev 
and Pollalis, 2006). The process starts with definition of 
the overall project objectives which drive the design ob-
jectives and the building modeling requirements. After 
the requirements are formalized they are communicated to 
the modeling team. Our data collection is from field re-
search and is additionally supported by structured inter-
views of the involved team members. 
The BIM environment in this case is a model server (Jeng 
and Eastman, 1998) based on 3D object information. Pre-
vious work (Amor and Faraj, 2001) has indicated the dif-
ferences of various project information architectures. The 
object definitions are stored in a single project database 
and quarried based on certain model configuration crite-
ria. Wang at al. (2007) see the web-service enabled inter-
faces as means to access the database and propose an ap-
proach to create middleware to achieve that. We provide 
additional insights to the process of using such system in 

a business environment in order to facilitate future im-
plementation efforts. 
Tanyer and Aouad (2005) have proposed a method for 
enhancing the 3D model based project approach by inte-
grating cost and schedule data to create “what-if” con-
struction scenarios. This improves the decision making 
process by evaluating complex alternatives which com-
bine elements from different domains. Some form of revi-
sion control (Cooper at al., 2005) has to be utilized in 
order to trace where the underlying information in the 
architectural models is originating. The decision path 
(Ozkaya and Akin, 2006) is documented and highly valu-
able for future design developments. We analyze practical 
examples of how design decisions of different alternatives 
are generated, formalized, and used to create building 
model options. 
This research is based on a case study at the New Jersey 
division of K. Hovnanian Homes (www.khov.com). The 
company is the sixth largest homebuilder in the US, and 
has built more than 20,000 homes in 2006. Design options 
are critical for homebuilders because they provide the 
opportunity to offer customization and flexibility to their 
customers. In 2006, BIM was used on approximately 
2,000 homes in the Mid-Atlantic region to automate the 
production of lot-specific documentation for each indi-
vidual house built in a subdivision. Lot-specific informa-
tion is required by local authorities in order to issue build-
ing permits. It is further used by the homebuilder and its 
trade partners for construction documentation. There are 
current efforts to integrate the BIM database with the pro-
curement systems of the company. 

 
 

 
 



2 CASE STUDY BACKGROUND 

The BIM software environment involved multiple appli-
cations and customizations at K. Hovnanian Homes. The 
3D modeling software used is Argos by the Finnish com-
pany Vertex Systems. It has object based modeling capa-
bilities and supports open database formats such as 
ODBC. The 3D model database is managed by an SQL 
server and is accessible via the company intranet and cus-
tom-built on-line interfaces. 
The modeling starts with the creation of a base house 
model which hosts the various design options. Such op-
tions include kitchen configurations, window patterns, 
garage layouts, foundation types and façade finishes. All 
options are modeled with reference points to the base 
model so they satisfy all spatial requirements. For a single 
base model there might be dozens of design options re-
sulting in hundreds of possible building configurations. 
Each 3D model element is uniquely identified in the data-
base. As the modeling progresses with more and more 
options, the BIM requires to be “solved” periodically in 
the database processing system to ensure that there are no 
interferences between the different options. Finally, a 3D 
object based master model with all options is created from 
which the homeowners can select desired components. 
After an option configuration is identified by the future 
homeowner it is forwarded to the system and “solved” for 
a lot-specific set of documents for permitting and con-
struction. 
The BIM system is parametric so that some elements 
could "stretch" to accommodate changing geometry. For 
example by a single command, without any modification 
by the BIM modeler, foundation walls could stretch by as 
much as one foot in order to accommodate various floor 
deck options. Additionally, parametrically created win-
dow trim can automatically adjust to different size win-
dows, with no intervention by the modeler. This reduces 
the amount of actual modeling that needs to be done in 
the system. 
Another key aspect of the BIM system is the fact that all 
option selections are collected in object databases, which 
provides the ability to query for different features of 
homes built in the past. Thousands of homes have been 
"solved" since 2002 and K Hovnanian can determine 
which options have sold well, based on date ranges and 
which home types are currently selling. BIM has become 
a great market forecasting tool to project trends so that 
company management can determine geographically the 
most popular home size ranges and popular design op-
tions. 
 
 
3 BIM OBJECT STRUCTURE 

3.1 Base model 

The base model (Figure 1) represents a stripped down 
house configuration which holds the common compo-

nents and provides reference points for connection to the 
design options. 

 
Figure 1. Building Model Structure. 
 
Figure 2 shows a base model at the top right with multiple 
façade options. The design is driven by the program re-
quirements for each specific community and is defined 
during the project planning phase. BIM is not used as a 
conceptual design environment since it is viewed as very 
detailed and not flexible enough to allow for the full ex-
pression of the architect’s creativity. However the design 
teams are aware of the capability of the system and their 
solutions are based on generic modular concepts. This 
allows easier modeling of design options and introduction 
of additional alternatives at later stages of the process. 

 
Figure 2. 3D Master Model with Seven Facade Options and a 
Base Model (Top Right). 
 
3.2 Design options 

The base model hosts reference points to the primary de-
sign options as well as placeholders to accept derivative 
options. The customer selects the primary design options 
based on his/her direct preferences. These could include 
kitchen, porch, façade, and garage options. They affect 
the house configuration and are driven by the architectural 
design. A unique set of reference 3D points is placed on 
each option which corresponds to another set of points on 
the base model. Figure 3 shows how a point from the op-
tion reference set corresponds to a point in the base 
model. 
Secondary design options are customer driven and do not 
affect the space program of the house but have an impact 
on the overall architecture. For example these can include 
exterior finishes such as brick veneer or stucco. They are 
represented in the 3D BIM and can either be individual 
options or options within the primary design options. 
They are uniquely identified in the information database. 
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Figure 3. Reference Connection Points (in 2D) between the Base 
Model (Top) and a Facade Option (Bottom). 
 

 
 

 
Figure 4. 3D (Top) and 2D (Bottom) Views of Primary Kitchen 
Cabinet Design Options. 
 
Design options of options represent variations within the 
other options. They can be nested in any of the primary, 
secondary or derivative options. They are also based on 

customer preferences. Examples of these are window 
types within different façade options. 

 

 
Figure 5. 3D (Top) and 2D (Bottom) Views of Derivative Roof 
Options. 
 
Derivative options are driven by the selection of primary 
and secondary design options without direct customer 
involvement. Their configuration is rule based within the 
database system and they can affect the overall architec-
tural design. One example for a derivative option is roof 
assembly (Figure 5) generated by selecting a specific set 
of façades. 
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4 ESTABLISING THE MODEL SPECIFICATIONS 

The management of this complex data structure is possi-
ble because of the BIM environment. The BIM technol-
ogy provides a single geometric modeling environment 
and a programmable configuration. The initial options 
selection process involves architectural, construction and 
business decisions. We found that a structured approach 
during the design options definition improves the model-
ing process because it clearly outlines the BIM and estab-
lishes the options dependency. K. Hovnanian uses a two-
step process and focuses first on the generic building re-
quirements, and then through design workshops, ad-
dresses the individual building features. 
 
4.1 Generic requirements 

After the general building requirements are established 
from market research and due diligence, a Community 
Development Manager (CDM) starts collecting building 
information from the site manager, the project architect, 
and the permitting consultant. The CDM generates a 
document including information about community and 
project requirements such as the type of building to be 
designed (e.g. single-family, multi-family, active-adult), 
number of homes, construction phases, and whether the 
design will be new or based on previous work. The site 
manager selects relevant items which will be designed 
later or influence the overall design such as soil condi-
tions and common community structures (e.g. pools, en-
trances, fencing, etc.). The project architect identifies the 
community site and the local applicable codes, as well as 
the main building features and design options (e.g. ceiling 
heights, garages, porches, etc.). The permitting consultant 
specifies the building lot constraints and other local re-
quirements which will affect the design. The CDM col-
lects this information and makes it available to everyone 
who participates in the architectural workshop meetings. 
This approach is greatly facilitates the development of the 
BIM because it encompasses all major factors that govern 
the design. During the architectural workshop meetings 
these factors affect the level of detail specification of the 
building elements and the design options. 
 
4.2 Design workshops 

The design workshop meetings are managed by the CDM 
who coordinates the design and the BIM specification 
teams. The design team is led by the Design Architect 
who may not be involved in the building modeling proc-
ess itself but participates in the definition of all key archi-
tectural components of both the base model and the op-
tions. 
The CDM manages the specification documentation and 
is responsible for collecting written approvals from the 
participants on all decisions made at the meetings. In this 
second phase, he leads the discussion on the specific 
building configurations, elevation options and exterior 
materials. The site manager identifies landscaping issues 
and how utility supply lines might affect the building de-
sign. The project architect together with the design archi-
tect creates the final base architectural building design 
and all options. This information is primarily in descrip-

tive text format and might include design sketches of ele-
vations connection details and new building systems. The 
level of detail in this specification is very high and in-
cludes references such as size of bathroom tubs and brand 
of brick veneer. This information is transferred to the 
building modeling team to generate a 3D model linked to 
the company’s materials database. 
During the initial generic BIM specification phase all 
participants define the main components of the building 
which would be modeled later. Those components and 
their level of detail are matched with the fundamental 
project objectives coming from non-design sources such 
as market analysis. During the second phase, at the design 
workshops, the project becomes more defined by defining 
additional level of detail to the building specification. 
This approach follows the generic structure of the BIM 
delivery framework (Panushev and Pollalis, 2006). Our 
analysis finds it comparable to the programming and 
schematic design phases in conventional architectural 
practice. However in this case designs are developed to a 
much higher level of detail in order to allow for the de-
velopment of the building information models. 
 
 
5 THE MODELING PROCESS 

Building modeling starts with creating the base model 
together with the initial set of primary options. This set of 
options includes one option of each of the components 
which are identified to be variable in the model specifica-
tion. The reference points in the base model are clearly 
identified so that options can be easily disconnected. The 
modeler defines all dependencies while rules for element 
connections are built in to the database. 
 
5.1 Model “solving” 

After creating one instance of the BIM, the model is 
“solved” by the database processing system to ensure 
building components from the design options match those 
from the base model and verifies that there are no clashes 
(Figure 6). “Solving” can take relatively long for models 
with dozens of options. This process is one form of qual-
ity control for both the 3D models and the information 
rules database. 
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Figure 6. 3D Views of the "Solved" Model Matching Facades 
(Primary) with Roof (Derivative) Options. 
 
5.2 Options development 

Once the base model is created, team members focus on 
developing the specific options. The primary options 
which define the overall architecture of the house are cre-
ated first together with the corresponding derivative op-
tions. This is necessary because the overall house geome-
try is hosting the secondary options and the options of 
options. With the development of new options the model 
is “solved” periodically to ensure the components match 
geometrically. If there are clashes the system can generate 
a report and the modelers modify either the geometry or 
the “solving” rules. 
The “solving” process is a very effective method for con-
tinuously checking model integrity as its complexity 
grows. Similar process could be used on the scale of 
commercial design where for example an engineer is pro-
vided boundary conditions for certain building section 
and is asked to generate several structural solutions. The 
BIM environment facilitates the creation of dynamic links 
between different modules so solutions or design prefer-
ences could be easily compared. Key in this process is the 
early definition of the option variables because it might 
require models to be built with different driving parame-
ters. 
 
 
6 MANAGING DESIGN OPTIONS 

The most critical part in the management of design op-
tions is creating a detailed model specification. K. Hov-
nanian has developed a process for collecting necessary 
information and synthesizing it to a format that modelers 
can use to develop single building components. The main 
feature of the system is a record trail of all decisions made 
by the design teams. They are documented with standard-
ized spreadsheets so modelers can easily identify which 
components and material types should be created in the 
BIM. 
As the section on model specification indicated the re-
quirements documents are “owned” by the CDM, the site 
manager, the project architect, and the permitting consult-
ant. These standard spreadsheets together with the de-
signer sketches are provided to the modelers to develop 
the base model and the initial set of options. If needed, the 

design team might add more options to the model in 
which case new specifications are generated in the same 
format. 

 

 
Figure 7. Lot-specific BIM (Top) and Construction Documents 
(Bottom). 
 
The ability to add new options to existing base designs 
provides the building owners with enormous flexibility. 
After all options are generated and a specific configura-
tion selected, the BIM can automatically generate render-
ings, construction documents, bill of materials, and other 
information needed for the later stages of construction 
(Figure 7). 
The management of the model specifications is as impor-
tant as the management of the design options because 
they provide a record of the underlying decision process 
behind the BIM. Assigning “owners” to each information 
set facilitates the management process and provides a 
point of contact for the modeling team in case additional 
information is needed. The requirements “owners” serve 
as the translation group between the design and the mod-
eling teams. This process enables the formalization and 
synthesis of the design intent. 
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7 CONCLUSIONS 

The paper explores the BIM specification process as a 
tool for generating and managing design options. In the 
case study, the conceptual design and the BIM specifica-
tion processes evolve in parallel. Design architects are not 
involved in the actual building modeling. However, they 
participate actively in the BIM specification. We have 
found that in essence the BIM specification is a formal-
ization of the design intent. 
The programming, conceptual, and schematic design 
phases, as known in architectural practice, provide infor-
mation for the BIM specification. The output from these 
phases needs to be structured so that it can be directly 
translated into the BIM. Hence it is important for design 
professionals to understand the BIM structure and system 
requirements in order to provide comprehensive building 
descriptions. If information is not available, placeholders 
are created in the model in order to be populated in the 
later phases of the project. Furthermore software vendors 
could develop BIM conceptual design tools integrated to 
the company’s information databases at lower levels of 
detail in order to make decisions early in the design proc-
ess. 
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RECOGNITION OF BUILDING PARTS FROM MEASURED DATA 

M. Laasonen 
 

ABSTRACT: Improvement of the information management of the existing building stock is aimed at more effective use 
of buildings and design of renovations. Available documentation on old buildings is often inadequate or its information 
content is out of date. The best way to acquire reliable input data is to measure buildings.  
Modern design related to the use and renovation of buildings is based on the modeling of buildings. To serve the needs 
of the end user, measurement methods should be linked to the building modeling technologies used in design. This arti-
cle presents a computerized method for creating that link based on the recognition of building parts from measurement 
data. The main functions of data processing and a rough estimate of the usability of the outputted CAD model are given 
for the different levels. The four cases reviewed here are: 1) no recognition -> visual model, 2) surface recognition -> 
surface model, 3) individual building part recognition -> building part model 4) CAD object based recognition -> pa-
rametric object model. The suitability of different models for different uses is discussed and the model types are linked 
to measurement methods. One application of the measuring program for recognizing parametric objects is presented. 
KEYWORDS: measurement of a building, CAD, building model, parametric object. 
 
 
1 INTRODUCTION 

Building models have mainly been used in the design of 
new buildings. A similar model can be produced for the 
planning of renovations based on old drawings. However, 
such models do not include the necessary as-built infor-
mation or possible undocumented changes of structures. 
If the reliability of drawings is dubious, the model of the 
existing building should be based on measurements. 
Methods originally developed for geodetic surveying 
have been applied to the measurement of buildings al-
ready for a long time. The purpose is to get reliable input 
data, for example, for the design of renovations. The 
measurements are often made by sector professionals who 
may often lack in-depth knowledge of modern modeling-
based building design. This is only natural, because 
measurement and building design are two different fields 
of expertise. Both are presently highly IT-oriented, which 
constitutes a third field that should be mastered before a 
comprehensive approach can be developed. The result 
may be a situation where the fields do not converse with 
each other despite the high technology orientation of both. 
In practice, the worst-case scenario is that a measured 
building will have to be modeled again from scratch at the 
design stage.  
Buildings can be measured geodetically or photogram-
metrically. Independent of the used measuring method, 
the raw measurement data consist of the positions of 
points. To generate data suitable for modeling the points 
must be assigned information about the object from which 
they have been measured. Objects generated from several 
points must be the same kind of concepts as those used in 

building design models. Here these concepts are called 
building parts. 
The assignment of points to building parts must always be 
done by an interactive computer program. The recogni-
tion of building parts cannot be fully automatic. For ex-
ample rooms normally contain a lot of stuff that is mean-
ingless from the point of view of modeling. Even in an 
empty room it may be impossible to automatically recog-
nize, for example, the surface of a column intentionally 
hidden among walls. 
 
 
2 BACKROUND 

2.1 Building measurement methods 

Photogrammetric measurement methods use overlapping 
stereo photographs of the object. The method is com-
monly used for measurements from aerial photographs. 
When the technology is applied to nearby objects, it is 
commonly called close-range photogrammetry. This 
method and its practical application have been described, 
for example, by Arias et al. (2005) in an article. The arti-
cle also addresses the selection of a measurement method, 
and the authors find speed, accuracy and low costs the 
main advantages of photogrammetry.  
Earlier film-based photography has been largely replaced 
by digital photography. Photographs are mutually ori-
ented by matching common points. Orientation markers 
are generally attached to the photographed object to facili-
tate measurement and improve accuracy. Since the posi-
tion of the camera is usually not known, the global coor-
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dinates of the markers are measured by a tacheometer. 
Known points can be used to calculate the scale and 
global positioning of the photographs. Actual measure-
ment is performed by storing the positions of the meas-
ured points shown in a three-dimensional stereo model 
image one point at a time. Another alternative is to place 
three-dimensional objects in the measured image directly 
based on visual observations. This method requires spe-
cial workstation software.  
Buildings can also be measured directly by a tacheometer 
using topographic methods. Donath and Thurow (2007) 
presented an indoor measuring method where a tacheome-
ter can be used to match a sketched space model to real-
ity. However, tacheometric measurements are more often 
used for improving the accuracy of other methods than as 
an independent measurement method. 
Current tacheometers use a prismless distance meter that 
can measure the distance to ordinary building materials. 
The maximum measurable distance depends on the reflec-
tive properties of the surface. The stronger the reflection, 
the longer the maximum observation distance. The dis-
tance meters are set to be so sensitive that, for example, a 
glass surface gives a too strong reflection and cannot be 
measured. The measured distance and the horizontal and 
vertical angle can be used to calculate the three-
dimensional coordinates of the observed point. This re-
quires that the location of the tacheometer is known, and 
its positioning is based either on satellite positioning or on 
measuring a traverse anchored to known points around 
the object. In some cases a gyroscope can also be used to 
assist in the measurement. To observe the vertical angle, 
the device must be aligned carefully in the horizontal di-
rection. To measure the horizontal angle, a reference di-
rection must be measured from a known point.  
A measurement device taking digital photographs can be 
connected directly to a tacheometer. Reiterer A. (2007) 
described in his article the application of this measure-
ment method to the surveying of buildings. A number of 
functions have been developed to assist the user in recog-
nizing the objects to be measured. Fully automatic recog-
nition is not possible according to the article. 
The tacheometer has also been further developed into a 
measuring device that automatically observes points be-
tween given horizontal and vertical angles. The method is 
called laser scanning. For example, De Luca et al. (2006) 
documented the application of this method to the model-
ing of building facades.  
The angle covered by a single scan can be, for instance, 
40 degrees. The interval of the scanned points can be var-
ied, but it is usually very small, for instance, 0.001 de-
grees. The result is a very large point cloud that can be 
used to calculate surfaces. To establish the coordinates of 
the observed points, the location and orientation of the 
scanner must be known, as in the case of a tacheometer. 
For example, in aerial laser scanning by aeroplane or heli-
copter, the location of the measuring device is measured 
continuously by GPS and its orientation by motion sen-
sors. A scanned point cloud can also be processed like a 
stereo photograph, that is, it can be scaled and placed in a 
global set of coordinates by individual known points.  
The simplest measurement method for buildings is ob-
serving the dimensions of building parts manually by a 

laser distance meter placed by the object. Since any indi-
vidual measurement is independent of the set of coordi-
nates, it must be assigned directly to the measured build-
ing part. In the simplest case the dimensions are written 
on paper, such as old drawings. However, more complete 
measurement requires that the measures can be stored 
directly to a computer. An effective method is to use a 
measurement program with an image-based user interface 
for the assignment. Such a method is described, for ex-
ample, on the Web pages of Nemetschek AG (2007a). 
 
2.2 The modeling of buildings in design  

The term building information modeling (BIM) has been 
used since around the mid-1980’s to refer to CAD models 
where the concepts of the construction sector have been 
combined with coordinate data. For example, BIM inte-
grated such concepts as building parts and their material 
information. The information content of the used concepts 
has been similar content to, for instance, those used in 
product modeling and integrated models. For example, 
van Nederveen and Tolman (1992) included building in-
formation models and product models as keywords of 
their article dealing with the structures of models usable 
by different user groups. 
Nowadays BIM is the term mainly used to refer to intelli-
gent building models. The possible data content of BIM 
has also been expanded over time. Cavallero (2006) has 
described this development in his essay by the terms tra-
ditional design-focused BIM and comprehensive BIM. 
The white paper of Autodesk (2002) provides some kind 
of a basis for the current understanding of BIM. 
Nassar et al. (2003) discussed in their article the devel-
opment of CAD software for architectural design from 
drawing to modeling. An important feature of current 
software is the use of parametric objects to depict build-
ing parts. The article presents a method for further devel-
opment of the interrelations of these objects. No commer-
cial software has implemented constraint-based modeling 
similar to the presented example. 
Predefined objects make the creation of a model fast, as 
entire building parts can be added with just one com-
mand. Objects are linked together so that all adjoining 
objects adapt automatically to changes made to one. For 
example, when a wall object is moved, the doors in the 
wall move along and the length of adjoining walls 
changes. As object dimensions are indicated by parame-
ters, there is no need to select a new object when a dimen-
sion changes. For instance, the same window object can 
be used to produce different sized windows by changing 
the length parameters. 
The data content of objects may vary. The following three 
research projects investigated different ways of expanding 
data content. Qizhen et al. (2002) presented in their report 
a general design object library (DOL) which can be used 
by several CAD softwares. The objects are made to in-
clude information also for other users of the CAD model 
than architects and engineers. Ekholm (2001) presented in 
his article objects which can be used to model activities. 
The presented method allows generating, for example, a 
space object which can contain activities with time infor-
mation. Coyne et al. (2002) presented in their article an 



environment where the information of objects could be 
expanded with web-based libraries. They had a database 
of objects in a server which the users can use to commu-
nicate. The objects in the database can contain URL links 
that allow seeking additional information from the Web. 
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Commercial architectural design software use slightly 
different names for objects depicting building parts. The 
names used on the web sites of the software include: 

- Architectural objects in Autodesk Architectural Desk-
top by Autodesk, Inc. (2007a). 

- Parametric components in Autodesk Revit Building 
by Autodesk, Inc. (2007b) and in MicroStation by 
Bentley Systems, Inc. (2007). 

- Intelligent objects in Archicad by Graphisoft R&D zrt. 
(2007) and Allplan Architecture by Nemetschek AG 
(2007b). 

 
 
3 THE MODELING OF BUILDINGS BY MEAS-

UREMENT 

3.1 Determination of measured model based on users´ 
needs 

If a building owner commissions a survey of his building 
without detailed specifications, the measurement consult-
ant performs the job using the most economical methods 
from his viewpoint. Then it cannot be known in advance 
how well the model will serve its purpose. Moreover, if 
requirements have not been set and their realization 
documented, the reliability of the end result is not known. 
This forfeits the main point of the measurement: to get 
real measured data on an existing building. In fact, it can 
be said that a model of dubious reliability is not essen-
tially better than a model based on old drawings. 
Figure 1 presents a diagram where the requirements of 
measured models are determined based on users’ needs. 
Then the method for measuring the model is chosen. The 
selection is not clear-cut because the same kind of model 
can be generated by several combinations of a measuring 
method and processing of measured data. If the measure-
ment becomes too expensive to realize with every possi-
ble method, the requirements must be eased. 
The particularity of a building model can in practice be 
improved endlessly, which requires setting limits for the 
modeling work. The limits apply both to the level of de-
tails and the building parts to be modeled. As a general 
rule, a model should only include data that can be ex-

ploited by existing know-how and resources. When mak-
ing provisions for future needs, variables affecting the 
general development of automated data processing should 
also be considered. 
The technical definition of a model will not be discussed 
in more depth here, and no examples of the definition will 
be given. However, the main aspects of the definition 
need to be discussed: information content, data storage 
format and measurement accuracy. Information content 
primarily specifies the building parts to be measured and 
their attributes. The data storage format depends on the 
applications used. A measured model is usually rather 
rough which makes it is easier to export from one system 
to another than a model that contains application-
dependent features. An important aspect of the storage 
format is the data structure used for describing the build-
ing parts.  
The information content of the produced model may also 
be made to correspond to requirements by computer mod-
eling without measurements. For this reason it is neces-
sary to make a distinction between measured and only 
modeled data. At a minimum, only a few individual refer-
ence points and dimensions are measured. At a maximum, 
modeling is based entirely on measurement. In practice 
measurement requires a visual contact with the object, so 
there are usually some building parts that cannot be meas-
ured. These missing objects are added to the model. 
Besides the information content the amount of measure-
ment work is essentially affected by the geometry of the 
building and its environment. Models of different accu-
racy levels take highly different amounts of work in dif-
ferent buildings. For example, a labyrinthine building, 
small room size and wall directions deviating from a rec-
tangular set of coordinates increase the workload per 
square meter of floor area. Valuable old buildings made 
by hand are usually slow to measure. 
The difficulty of measurement has a direct impact on at-
tainable measurement accuracy. A high measurement 
accuracy requirement in a building that is difficult to 
measure radically increases measurement costs. Meas-
urement accuracy also depends on whether inside meas-
urements can be tied to exterior measurements of the 
building. In a long row of successive rooms, measurement 
errors may accumulate unless the measures can be veri-
fied, for example, against the outer surfaces of the exte-
rior walls. For this reason, the measurement accuracy of 
basements is always lower than that of above-ground 
floors.  

 
Figure 1. The determination of requirements for a measured model. 



Measurement accuracy is a combination of the measure-
ment assumptions made with the used method, the accu-
racy of individual observations and verification measure-
ments. Only verification measurements allow assigning 
numerical values for accuracy. Otherwise, the default 
accuracy of the measurement method has to be used. The 
default accuracy of the method considers no possible hu-
man errors. As a general rule, individual points can sel-
dom be determined at an accuracy of millimeters due, for 
instance, to different rounding of corners.  
In terms of the purpose of the model, measurement accu-
racy may be described either by global or local coordi-
nates. Global coordinates consider things such as the mu-
tual accuracy of floors. Local coordinates can be defined, 
for instance, for the interior of a room. If the model is 
used, for example, for making fixtures or cutting wall-to-
wall carpets in advance, high measurement accuracy for 
the interior of a room is required. Global accuracy, in 
turn, is needed, for instance, for designing penetrations of 
ventilation ducts between floors.  
CAD programs are quickest to use when the model fol-
lows the coordinate axes and copying can be used exten-
sively. In CAD modeling the dimensions and locations of 
building parts can be expected to correspond to standard 
measures. For example, the spacing of columns may be 
assumed to adhere exactly to a 6,000 mm division. The 
more accurate and more complete the measurements, the 
more variations from standard measures. In the generation 
of a model from measurement data, there is a persistent 
conflict between modeling practice and measurement 
results. 
Because of what was said above, fully uniform measure-
ment accuracy requirements could only be set for build-
ings that were built in the same way, that have an identi-
cal room arrangement and occupancy and are located in a 
similar environment. In addition, if the purpose of the 
model and the operating environment, i.e. the parties and 
used software are the same, a standard procedure for the 
measured model and its production could be specified. In 
practice, every case is unique, and no universal specifica-
tion for the measured model can be given. 
 
3.2 Connections between needs and general measured 

model types 

Instead of a universal specification, the following analysis 
divides measured models into types by their data struc-
ture. The visual and surface models do not recognize 
building parts at all. The appearance of the model can be 
enhanced by linking surfaces to photographs of the ob-
jects. However, the models lack the data actually needed 
in the planning of renovation and use of buildings. The 
only useful application for models of this form is as refer-
ences for CAD modeling.  
A building part model contains the building part and 
space concepts. Its information content can be made to 
suit most purposes. Utilization of the model in a CAD 
application requires data transfer where building parts are 
converted to objects used by the software. In theory this 
can be achieved, for instance, by using common data ex-
change formats. In practice the management of different 
parameters and attributes is difficult, and linkages be-

tween the measurement program and the objects of the 
CAD application must be made by case by case. A proce-
dure where data transfer creates new objects is not rec-
ommended, either. The new objects do not necessarily 
support the user’s established conventions that are also 
compatible with other systems. Table 1 presents the used 
model types and their general features. 

Table 1. Types of measured models and their features. 

 
 
Table 2 presents applications of models and examples of 
data in each application. The examples of data represent 
the minimum requirement for a model type suitable for 
the intended use. The right-hand column gives the exam-
ples a rough measurement accuracy requirement. It is not 
defined in more detail here but divided into three groups.  

Table 2. Examples of the use of different measured models. 

The main use and exam-
ples of data Minimum model type Accuracy 

Architectural planning   
 - parametric object based 

building parts 
Parametric object 
model Medium 

 - added reality Surface model Low 
Structural planning   

 - load-bearing structures Parametric object 
model High 

 - elements Parametric object 
model High 

Condition data and reno-
vation plan     

 - prepared and demol-
ished structures 

Parametric object 
model Low 

HVAC planning and 
maintenance    

 - devices Building part model Medium 
Fitting    
 - carpets, fittings Building part model High 
 - installations Building part model High 
Facility management   
 - space management, 

fixtures, work points  Building part model Low 

 - keys, security, traffic 
zones Building part model Low 

Cleaning   
 - furniture, materials Building part model Low 

Signaling, presentation Visual model No require-
ment 

 
With a view to the end use, the best procedure is one 
where recognition deals directly with the objects defined 
by the end use. This requires that the objects are initially 
read as input data for measurement. Thereby data ex-
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change is not a problem because the compatibility of ob-
jects is ensured beforehand. A disadvantage is that the 
operating environment, that is, the software used in the 
process must be fixed already before the start of meas-
urements. If this is not possible, a linkage-based method 
must be applied. 
Predefined objects may also be useful in defining the 
needs mentioned in Figure 1. Object parameters and at-
tributes provide a technical specification of the data on 
the measured building that need to be stored during meas-
urement. 
 
3.3 Connections between model types and measuring 

methods 

A model that meets certain requirements can be produced 
by several different measurement methods. Table 3 shows 
a rough estimate of the applicability of the main meas-
urement methods for the production of the model types 
presented in Table 1. In practice, methods can be com-
bined to optimize the amount of work and measurement 
accuracy. 

Table 3. Suitability of measuring methods for producing differ-
ent model types. 

 
 
Only methods that directly produce a photograph-like 
presentation of the structure are suitable for creating vis-
ual models. In terms of geometric content, a model con-
sisting of points and surfaces is a wire frame or surface 
model. A surface model can be created by all methods 
either directly or by measuring the points that define the 
boundary lines of the surface.  
The software used in the measurement is able to directly 
produce a building part model. The same method allows 
producing a parametric object model if objects can be 
read into the measurement program. In the case of laser 
scanning and photogrammetry recognition is done at the 
office. Then is it possible to avoid unnecessary data trans-
fer if measurement results are transferred directly to the 
end user's CAD application and modeling is performed on 
top of measurement results. 
Laser scanning can be supported by an automatically cal-
culated geometrical surface model based, for instance, on 
the triangulation of surfaces. In photogrammetry the ref-
erence points must be measured whereby the measure-
ments can be used to generate boundary surfaces of build-
ing parts. Possible adjustment of 3D objects requires a 
special application if these data need to be transformed to 
the end user's CAD. 
 
3.4 Selection of a measurement method 

As already noted, measurement requires a visual contact 
with the object. At any given point it is only possible to 

measure building parts visible from that point. If only a 
few building parts or points to be measured are visible 
from a point, the amount of preparatory work before ac-
tual measurement is relevant from the viewpoint of the 
feasibility of using the method. Such preparations include 
the matching of a pair of stereo photographs and the set-
ting up and positioning of a tacheometer. These tasks 
must be carried out before any actual measurements of the 
object can be made.  
In the light of the above, methods other than those based 
on distance measurements are poorly suited to the meas-
urement of the interiors of buildings with small rectangu-
lar rooms. Usually a room has only a few points to be 
measured, but they may not necessarily be visible from 
one point in the room, especially if the room is in normal 
use. An exception is the mechanical room where the ducts 
need to be measured. Then there are a lot of points to be 
measured, but the limited visibility poses a problem. 
Measurements are usually made during normal occupancy 
of the building, because it is not economically feasible to 
empty the building already during the design stage, espe-
cially if the purpose is just to examine the suitability of 
the building for different uses.  
A method based on distance measurement is not at all 
suited to the measurement of facades, because it requires 
physically placing the meter by the object to be measured. 
The only economically feasible alternative are other 
methods based on non-contact measurement. 
The above limitations are not absolute, and the same 
measurement method can produce different models. Both 
the information contents and measurement accuracies of 
the models may vary. The information content can be 
chosen rather freely irrespective of the method, but in 
practice some limits may be set on the attainable meas-
urement accuracy depending on the method. Table 4 pre-
sents the suitability of different measurement methods for 
producing models with different measurement accuracies. 
The accuracy requirement is indicated verbally, as in 
Table 2. 
Table 4. Ability of measuring methods to produce different ac-
curacy levels for models. 

 
 
The use of a distance meter always presumes that the sur-
face to be measured is planar. If this assumption is valid, 
the method is able to produce reasonable accuracy. Accu-
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racy can be improved by extra measurements and known 
points. The method is not suitable for measuring points 
located freely in three-dimensional space. With a 
tacheometer the accuracy of the method can be greatly 
increased. Because of the preparatory work involved, the 
method is poorly suited to low accuracy applications, be-
cause there the number of points to be measured is small 
and a similar end result can be attained, for example, with 
rectangularity assumptions. 
The accuracy of methods based on laser scanning and 
photogrammetry is easiest to adjust. The accuracy of the 
end result can be improved by increasing the number and 
accuracy of visible known points. The accuracy of known 
points can also be improved by additional and independ-
ent observations. By reducing the amount of this work, 
the method can be used quickly and economically if the 
required measurement accuracy is low. 
 
 
4 RECOGNITION OF BUILDING PARTS BY A 

MEASURING PROGRAM  

4.1 Development history 

A measurement method where measurement based on a 
laser distance meter is controlled by a software applica-
tion run by a laptop is used as an example of building part 
recognition. This research environment has been devel-
oped at Tampere University of Technology for a long 
time. Developed methods have been tested on actual 
buildings.  
The first testing environment was implemented in the 
1980s linked to a tacheometer. Already in this version, 
measurement was based on measuring the surfaces of 
building parts. Laser distance meters introduced to the 
market in 1994 made use of the present method possible. 
In this method the recognition of building parts is based 
on the features of the measurement software. The accu-
racy of the end results can be varied by different meas-
urement procedures. Used procedures have included addi-
tional measurements, reference points measured with a 
tacheometer and the linking of measured points to facade 
measurements. The measurement results have been proc-
essed using the least squares method.  
The next major stage in the development was a procedure 
where wall surfaces were combined into solid structures. 
This procedure is documented in the doctoral thesis of 
Laasonen (2001). The development stage presented in this 
paper involves the introduction of parametric objects to 
the measurement and recognition of building parts. This 
procedure has not been tested extensively in practical 
applications, because it brings nothing new to actual 
measurement work. The purpose of the procedure is to 
serve the further utilization of the model.  
 
4.2 Use of parametric objects in measuring 

The objects used in the measurement are defined in the 
end use application, which is usually a CAD application 
for architectural design. For the definition, the building 
part types of the building are inventoried and assigned a 
counterpart among the application’s objects. Usually a 

building contains a limited number of different building 
part types. The data essential for the measurement of 
these objects are entered as input to the measurement ap-
plication. The required information content to be trans-
ferred is modest. The main point is that each object is 
identifiable. In its simplest form this can be achieved by 
assigning identifying names. In addition, default dimen-
sions are needed to limit the maximum measures of the 
building part which may be called its bounded box. For 
instance, in the case of a window usually only the opening 
in the wall is measured. Measuring other properties of the 
window such as clear openings does not increase the use-
fulness of the model enough to make the effort worth-
while. An exception to this rule could be a valuable build-
ing with individually dimensioned windows handmade on 
site.  
Table 5 shows an example of a data structure covering the 
minimum information on a door, where the same door 
type can appear in different sizes. The data structure in-
cludes only a limited number of alternative sizes, al-
though in theory no such limitations are necessary with 
parametric objects. In practice, however, only doors of 
certain standard sizes are manufactured industrially. The 
data structure consists of two tables, and the table on the 
left contains the names and descriptions of the building 
parts. These data are linked to alternative default sizes 
shown in the table DoorMeasures on the right. The link-
ing has been implemented using an internal code, such as 
DoorT1 on the first row. The file format corresponds to 
that of Microsoft Visual Basic ini files. 

Table 5. Example of a simple definition of a parametric door 
object. 

[DoorType] [DoorMeasures] 
DoorT1=D1, Front_door, Wood DoorT1=900x2200 
DoorT2=D2, Inside_door, Melamine DoorT2=900x2100 
DoorT3=D3, Inside_door, Wood DoorT2=800x2100 
 DoorT3=1200x2200 
 DoorT3=900x2100 

 
Structural elements used in construction are manufactured 
to certain dimensional tolerances. Accurate actualized 
dimensions can be stored in connection with measure-
ment. The resulting information can be applied in two 
ways: either the original standard measures or the actual 
measures can be selected. If dimensional variations of 
elements are not considered significant information, 
measurement work can be saved by simply measuring the 
object in place.  
Figure 2 shows the user interface for controlling the 
measurement of an opening in the measurement software. 
The menu on the left is used for measuring the location of 
the lower edge of the opening in relation to a wall corner. 
The center dialogue box is used for selecting the type of 
the building part in the opening, in this example a door. 
The dialogue box on the right allows editing nominal 
measures to correspond to reality. 
In this measurement method direct recognition of objects 
is possible only with building parts that are sufficiently 
visible from one location. Such objects usually include 
windows, doors and fixtures. Beams and columns can 
generally be assumed to be known objects, even if they 



continue in another room. If objects are limited to the 
visible terminals of heating, plumbing, ventilation and 
electrical equipment, they are also directly recognizable.  

 
Figure 2. Example of a measurement software user interface for 
measuring a building part corresponding to a parametric object. 
 
Poorly recognizable building parts include walls and roof-
ing decks and base floors. Their delimitation and thick-
ness pose a problem. For this reason these building parts 
are usually not recognized until the processing of the 
measured model. If the surfaces of a structure are treated 
as objects at the measurement stage, it is possible to attain 
a similar model structure for these building parts as in 
direct recognition. 
 
4.3 Measurement accuracy 

It takes three observations to calculate the three-
dimensional coordinates of a single point. For example, a 
tacheometer observes the horizontal and vertical angle as 
well as distance at a go. As already noted, measurement 
accuracy can be improved by additional observations to 
verify the calculation result. On the other hand, the meas-
urement accuracy requirement can be eased by making 
assumptions that reduce the number of observations 
needed. For instance, by assuming a simple room to be 
rectangular, it can be measured based on three distance 
observations, that is, the length, width and height of the 
room. The measurement method is shown on the left in 
Figure 3.  
The right half of Figure 3 shows the measurement of the 
same room if room surfaces are assumed to be planar and 
their height to change only linearly. Then, the length and 
height of every wall is measured separately and the shape 
of the room is verified by cross measurements. The meas-
urement is more accurate, but the amount of measurement 
work increases from 3 observations to 10. Moreover, the 
3 observations of the assumption-based method can be 
made more quickly because easier observation points can 
be chosen. The example of reveals how much the amount 
of measurement work may increase if the same method is 
applied to producing more accurate models. 

 
Figure 3. Measurement of a simple room by distance observa-
tions. 
 

4.4 Further development 

The next stage in the further development of the presented 
measurement method is intended to focus on the rectan-
gularity of the model. An attempt will be made to make 
the thickness of all walls uniform and aligned with the 
coordinate axes by calculations. The calculations used to 
modify the model will not destroy the original measured 
coordinates. After modification it must be possible to re-
port the difference between the model and measured real-
ity. In addition, it is possible to select the use of either a 
modified rectangular or the original measured model. The 
significance of the difference depends on the use of the 
model. For example, smaller errors are allowed in the 
design of fittings than in the rental business. 
 
 
5 CONCLUSIONS 

The theoretical section of this article examined how the 
needs of the end users of buildings can be linked to prac-
tical measurement methods. It was found that due to their 
uniqueness, buildings have to be designed separately in 
terms of needs and implementation. Needs should be 
specified in a computer file format to correspond to im-
plementation. The main aspects of such specification are 
information content, data storage format and measure-
ment accuracy.  
In theoretical terms, the presented method arose from the 
experiences gained from measurements on several test 
buildings and the processing of measurement data. Practi-
cal application of the method has not been documented 
scientifically which makes it a possible subject for further 
research. 
The test section of the article describes how the method 
can be applied to measurement work. The technical solu-
tion is based on the recognition of the building part con-
cept of CAD modeling software from measurement data. 
In principle, the presented method is simple, but its im-
plementation still requires a versatile environment. The 
test environment comprises the measuring apparatus, the 
measurement program, post-processing of measurement 
results and transfer of data to a CAD modeling applica-
tion in the format needed by the end users of the data. The 
method can be used even with very limited information 
contents, as shown by the presented example. By limiting 
data content it is possible to find the most effective 
method to measure and transform data. In an integrated 
operating environment based on information exchange, 
software should have features for both inputting and out-
putting all information contents automatically. For maxi-
mum flexibility, the method should not limit the number 
of attributes attached to concepts. 
The purpose of the recognition of building parts is to pro-
duce information as relevant to and compatible with the 
end use of buildings based on modeling as possible. To be 
effective, recognition should be done only once and thor-
oughly enough for the generated model to support build-
ing modeling by design software. Consistent methods 
make the application of measurement results easier and 
reduce a labor cost which allows the measurement of 
buildings to become a more routine standard service. 
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ABSTRACT: As the prevalence of BIM increases in A/E/C-FM disciplines it is timely to review the standards that are 
being utilised and how well they are serving the discipline. The analysis presented analyses the most common standard, 
the IAI’s IFC, from a meta-level and asks questions about the evolving model from the viewpoint of metrics for data 
models as well as a low level analysis of the accuracy and correctness of implementations of the data model interpret-
ers. Metrics applied to the evolving versions of the IFC schema can indicate the trajectory of the schema and profile 
areas which may be of concern in the maintenance of the schema and applications that have to utilise the schema. 
Analysis of the approaches to importing and exporting data for design tools, based on the schema, help indicate how 
market ready the technology really is. Where commercial projects are starting to rely on the standards as a mechanism 
to reliably transfer semantically correct information there must be guarantees of the accuracy of the data as it is ma-
nipulated by these design tools. 
KEYWORDS: data model, metrics, translator, data management. 
 
 
1 INTRODUCTION 

There has undoubtedly been progress in the development 
of BIM for A/E/C-FM industries, especially in the last 
decade. The IFC standard (IAI 2007) has been adopted by 
the majority of the large CAD vendors, and in several 
countries there are strong government-level policies in 
place to ensure the adoption of this standard. There is also 
strong support for the use of BIM by many in the industry 
as reflected in supportive articles appearing in the various 
trade magazines and Internet commentary sites (e.g., 
http://www.laiserin.com/ and http://www.aecbytes.com/). 
However, there has not been as much research-based 
critical analysis of the adoption of these standards and 
their impact on the industry. To help understand where 
current BIM is taking the industry there needs to be 
analysis of the evolving schemas and the approaches to 
the management of the data against these schemas. 
One form of analysis is through the measures of the struc-
ture of the data model which can be achieved through 
utilising standard data model metrics. These metrics pro-
vide commentary on the strength of a data model and its 
maintainability over the long term. A second form of 
analysis is the accuracy and correctness of the design 
tools interpreters when they interact with the data models. 
This analysis provides an insight to the problems that will 
be encountered when actually using the current BIM ap-
proaches. In this paper we apply metrics designed for 
UML class diagrams to the evolving IFC schema to un-
derstand its trajectory. We also examine the results of 
data model manipulation through various commercial 
CAD systems in order to understand how they maintain 
the integrity of BIM data. 

2 IFC DATA MODEL METRICS 

One approach to understanding the strength of a data 
model and its evolution is to apply metrics to that model. 
One of the main motivations in applying these metrics is 
to ensure the maintainability of the data model and soft-
ware systems which interact with the data model. Some of 
the main aspects of maintainability are: the ease of under-
standing of the data model; the amount that the data 
model changes over time; how easy it is to test the cor-
rectness of the data model; and how to ensure compliance 
with its specification. The metrics therefore provide view-
points on the evolving complexity of the model, and in a 
standard software development project would help drive 
the refactoring of the data model. 
 
2.1 Metrics for data models 

There are a wide range of metrics which have been 
mooted for data models (Piattini et al 2002), but for this 
work we look at metrics applicable to UML class dia-
grams as developed by the research community and 
summarised by Genero et al (2000). Metrics for UML 
class diagrams will be applicable in this domain as UML 
class diagrams are analogous to the EXPRESS-G dia-
grams developed for the IFC efforts.  
The metrics calculated and the motivation for applying 
them (Genero et al 2000) are as follows: 

- Overall number of classes: Provides a simple measure 
of the global complexity of the data model. An indica-
tor of the coverage provided by a model. 

- Depth of the inheritance tree: Provides an indication 
of how much impact changes in the model are likely 
to have. As the average depth increases the impact of 



changes near the root of the tree have a greater impact 
on the model. If this number increases over versions 
of a model it indicates a model and software which 
will require greater work to maintain under change. 

- Number of children: Provides a direct measure of the 
reuse being made in the model but as the average 
number grows also indicates greater difficulties in 
maintaining the model and code as changes in the par-
ent impact a greater number of child classes. 

- Number of associations in a class: Provides a measure 
of the reusability of a class, where in general the 
greater the number of associations the less reusability 
exists for that class. The greater the number of asso-
ciations the greater the complexity of a class and the 
greater the difficulty to understand the class definition 
correctly. 

- Number of dependencies in: Provides a measure of 
how many classes rely on a particular class. The 
greater the number of dependencies in the greater the 
complexity of the model. 

In addition to these measures we introduce measures spe-
cifically related to the property set construct found in re-
cent versions of the IFC data model. Of interest are the 
following: 

- Overall number of property sets defined: Provides a 
simple measure of the complexity of the data model. 

- Ratio between property set data and class data: Pro-
vides an indicator of the balance between the formally 
defined data model and the informally defined model. 

 
2.2 Application of metrics to the IFC schema 

In order to calculate the metrics described in section 2.1 
the EvaSys system (Ma et al 2006) was extended to report 
on the structure of the schema loaded alongside the data 
files it analyses. This analysis was run on the long-form 
version a set of final versions of the IFC schema which 
have been published by the IAI (2007) over the last dec-
ade. The results of which are presented in the following 
tables. 
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Table 1. Simple measures of the IFC schema. 

 
Table 1 indicates that the complexity of the IFC data 
model has increased significantly over the major versions 
of the schema. There exists over three times as many 
classes as in the original IFC model. This is a strong indi-
cator for the growth in the domain coverage of the IFC 
data model. An issue for the community now becomes the 
effort involved in understanding the complete IFC model 
in order to implement it correctly. The likelihood of 
schema errors increases with model complexity as does 
the likelihood of implementation errors. It is interesting to 
note the decline in number of base attributes (defined as 
attributes with a simple type) per class which is an indica-
tor of the amount of information defined per class. An 
indication that information is being inherited through the 
class hierarchy effectively but also that there is less new 
information being added in the new specialised classes. 

Table 2. Associations in the IFC schema. 

 
 
Table 2 also indicates the increasing complexity of the 
IFC schema. The average depth of the inheritance tree has 
increased by over one and is still increasing slowly. This 
means that changes to the model will, on average, affect a 
greater number of classes in an implementation of the 
model, and hence from a maintenance point of view indi-
cates greater effort to maintain IFC compliant software 
under change. The average number of direct children per 
class is not increasing, which is a good sign from a main-
tenance and development point of view. The average 
number of associations and in-dependencies is increasing 
slowly, also reflecting a more complex model and the 
likelihood of difficulties in understanding the full schema. 
Table 3. Property sets in IFC. 

IFC version 2.x.2 2.x.2 
Add1 2.x.3 

Unique properties 1527 1797 1791 
Maximum properties for a 
class 136 151 151 

Average properties per class 5.15 6.87 6.65 
Attributes 1268 1279 1320 
Average attributes per class 2.04 2.03 2.02 
Ratio of attributes to prop-
erties per class 0.40 0.30 0.30 

 
The data on properties is a little sparse for trends to be 
emerging as yet. However, the ration between attributes 
and properties per class gives a very clear indication as to 
where information about an object is likely to be found. 
The class with 151 properties (IfcPerformanceHistory) is 
defined in the IFC schema with a very small number of 
attributes. So here, and for many similar classes, the ques-
tion might be asked as to why the published properties are 
not incorporated into the specification of the class (as 
optional attributes if need be). 
 
 
3 DESIGN TOOLS’ IFC TRANSLATORS 

The ability of design tools (CAD, simulation, etc) to cor-
rectly handle IFC data is another major aspect of the ma-
turity of the BIM marketplace and the confidence of in-
dustry to work with these data models. The major CAD 
tools and a growing number of simulation and analysis 
tools are providing IFC import and export. There is also a 
growing library of case studies of the use of IFC for real-
life projects (IAI 2007). However, the analysis in section 
2 would indicate that this will be a major development 
task for those prepared to handle IFC data in regards to 
having to manipulate a schema of great complexity. 



In the last year a range of researchers have reported on the 
manipulation of data related to IFC. Lipman (2006) has 
investigated the possibilities and difficulties of mapping 
between CIMsteel and IFC representations. Pazlar and 
Turk (2006) have looked in particular at geometric data 
exchange utilising the IFC data model. Ma et al (2006) 
and Amor and Ma (2006) have focused on issues in the 
preservation of the semantics of IFC data when mapped 
through a design tool’s internal representation. All of 
these studies indicate that the translation of IFC data 
through a design tool is lossy. This recent work, focused 
on the IFC data model, reflects research undertaken over 
the last two decades which identified a range of data map-
pings which are impossible to accurately implement and 
which raised issues as to what could be achieved with 
object-based data transformations (Banerjee et al 1987, 
Lerner and Habermann 1990, Eastman 1992, Zicari 1992, 
Amor 1997, Atkinson et al 2000, Amor and Faraj 2001, 
and Grundy et al 2004). 
One of the shortcomings of the work undertaken in the 
last year has been the high level at which the analysis was 
undertaken, providing a summary of the issues that exist 
(e.g., lost objects), but not enough detail to understand 
exactly where issues were prevalent. The analysis tool 
reported by Ma et al (2006) has been further extended to 
provide very detailed reports on the differences between 
two IFC data files. The results of this detailed analysis are 
presented below. 
 
3.1 Testing process for IFC data files 

The testing process has been structured to ensure repeat-
ability and to utilise standard data models and translators 
where possible. This is a little problematic in that there 
are no repositories of standard data files to be used con-
sistently by researchers working in this area and the trans-
lators for the various design tools are constantly changing. 
To ensure that data files being tested are quality files and 
correctly specified we have attempted to source files di-
rectly from the IAI where possible. For IFC 2x3 this has 
been eased by the open publication of the initial confor-
mance test files for use by all tool developers (IAI 2007). 
For earlier versions of the IFC we have sourced test files 
from the various IAI road shows as exemplars public 
promoted by the IAI. We have also sourced a set of IFC 
2x2 test files crafted for a Masters in Engineering project 
in Fire Engineering (Dimyadi 2006). 
To ensure that the IFC import and export process is well 
crafted we have chosen to utilise the commercial CAD 
tools as our design tools. These tools have the longest 
history of IFC translator development and are all certified 
by the IAI as conformant to the IFC specification. 
To ensure that we are focusing on a process that can be 
related to a single design tool we have structured the test 
as follows. For every IFC data file in our repository we 
have imported it directly into the CAD tool and then im-
mediately exported the model as an IFC file again. No 
manipulations were made to the model after import into 
the CAD tool. When exporting the model we chose the 
default settings for the IFC export offered by each of the 
CAD tools. 
 

3.2 Results of round trip translation of IFC data files 

As reported in previous research papers (Pazlar and Turk 
2006, Ma et al 2006, and Amor and Ma 2006) there are 
significant differences between the original IFC data file 
and the file after being exported from the CAD package. 
Table 4 gives an indication of the level of differences 
which occur in these data files for one typical CAD sys-
tem. In almost all cases there are less objects with pre-
served GUIDs than with changed GUIDs. The number of 
objects in the two files can be vastly different, and in 
many cases property set information is not preserved 
across an import and export. 

Table 4. IFC 2x3 test file results for one CAD system. 

 
 
Drilling down to categorise the differences for a particular 
instance of a translated IFC data file reveals a plethora of 
relatively minor through to major differences. While the 
majority of differences are minor as in Table 5, a major 
concern must be the number of objects whose GUID are 
not preserved during a translation. While most of the ob-
jects with changed GUIDs are not representing physical 
objects in a building (e.g., IfcRelAssociatesMaterial, If-
cRelDefinesByProperties, IfcPropertySet) there are still a 
small number of changed or dropped objects that do rep-
resent physical constructs within the building model (e.g., 
IfcBeam, IfcCurtainWall). 
Table 5. Examples of differences found between translated IFC 
data files. 
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4 CONCLUSIONS 

Applying meta-level analysis to the evolving IFC schema 
and data files of IFC data provides us with insight into the 
evolution and status of IFC as a BIM standard. This 
analysis shows, unsurprisingly that the IFC schema has 
become more complex over the years as it has been ex-
tended to cover a larger segment of the A/E/C-FM do-
mains. While some aspects of this complexity are under-
standable in a mature model there are measures of the 
schema indicating complexity which is not necessary. The 
number of associations and dependencies between classes 
(including inheritance depth) are manageable by standard 
modelling and refactoring techniques which can be ap-
plied to schema. Working to reduce these numbers will 
ensure that the complexity and maintainability of the 
evolving IFC schema will not impact as severely on the 
community which has to implement the final specifica-
tions. 
Analysis of the translators used in commercial CAD sys-
tems indicates that there are a range of serious issues 
which need to be addressed in the certification process for 
IFC as well as the accuracy of existing translators. Se-
mantic integrity of the data represented in the IFC data 
model has to be maintained as the model moves between 
design tools. Analysis to date indicates that this does not 
happen in many circumstances. 
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ABSTRACT: A major purpose of Building Information Models (BIM) is to serve as a comprehensive repository of data 
that are retrievable by multiple software applications which participate in the same AECO industry project. Data 
placed in a BIM by one software application are retrieved and used by other applications. Retrieved data are at times 
not useable by the recipient application in exactly the same form as received; in such cases the received data are ma-
nipulated and/or transformed before they can be used. 
This paper provides an overview of issues that arise when data transformation is necessary for “downstream” applica-
tions that use data authored by model based CAD and/or other interoperable software. These include manual and semi-
manual data transformation, as well as rules for data set reduction and simplification, and rules for data translation 
and interpretation. The rules can be imbedded in data model views and middleware to become part of a seamless proc-
ess of data exchange and sharing. 
KEYWORDS: buildings, data modeling, BIM, data transformation, data reduction, data, simplification, data transla-
tion, data interpretation, rules of transformation. 
 
 
1 INTRODUCTION 

The Architecture-Engineering-Construction-Operations 
(AECO) industry is showing a renewed interest in using 
information technology (IT) more effectively in daily 
professional practice. Building Information Models 
(BIM) and modeling (Bazjanac 2004) are currently a “hot 
topic” of discussion throughout the industry. New indus-
try consortia and alliances, such as buildingSMART (IAI-
NA 2006), FIATECH (FIATECH2007), Construction 
Users RoundTable (CURT 2007), the Continental Auto-
mated Buildings Association (CABA 2007), Open Stan-
dards Consortium for Real Estate (OSCRE 2007), to 
name just a few, have been emerging with increasing fre-
quency in the last few years. Professional societies’ new 
task forces and committees, such as the American Insti-
tute of Architects (AIA) Technology in Architectural 
Practice (TAP 2005) and the Steering Committee on In-
teroperability and buildingSMART of the American Soci-
ety of Heating, Refrigerating and Air-Conditioning Engi-
neers (ASHRAE 2007) among other, have also been 
emerging with increasing frequency. New initiatives and 
projects, such as the U.S. General Services Administra-
tion Services (GSA) National 3D-4D BIM Program (GSA 
2003), CIMsteel Integration Standards – Release 2 (CIS/2 
2003), Information Delivery Manual (IDM 2006) and 
other, are beginning to have a visible industry wide im-
pact. In one way or another, they are all attempting to 
improve and/or change industry processes and make de-
sign, procurement, delivery and operation of buildings 

more efficient, streamlined and cost effective. They are all 
trying to accomplish that by capitalizing on opportunities 
provided by contemporary IT. 
Members of all AECO industry disciplines use software 
in daily work. Each discipline has its own “mission criti-
cal” software application or set of applications – profes-
sional software that is critical to conducting business in a 
particular segment of industry (Bazjanac 2002). Most of 
the applications used in this industry generate information 
which is then reused in some form by other applications. 
Exchange and/or sharing of data among software applica-
tions have traditionally been disorganized and inefficient. 
When possible, data exchange is often based on “point-
topoint” exchange via software interfaces that map parts 
of internal data structure and sets of one application to the 
other. Or it is done by integrating applications: A group of 
software applications, usually from different industry dis-
ciplines (often called a suite of tools), share parts of the 
same data model and thus data are exchanged directly 
among the participating applications. Mostly, however, 
direct data exchange is not possible – any acquisition of 
already existing data is accomplished through (usually 
substantial and arbitrary) end user intervention, which 
often involves manual or semi-manual replication of al-
ready existing information. This dramatically slows down 
the involved process, usually introduces errors and omis-
sions in the resulting data base, and can cause misunder-
standings and misinterpretations in the process (Bazjanac 
and Crawley 1997). 



Poor handling of computer based information prompted 
the formation of the Industry Alliance for Interoperability 
in the U.S. in 1994, which became the International Alli-
ance for Interoperability (IAI) in 1996 (IAI 2007). The 
IAI has subsequently developed and released several ver-
sions of an open and extensible, life cycle data model of 
buildings – Industry Foundation Classes (IFC), which are 
still the only life cycle data model of buildings recognized 
by the International Standards Organization (ISO/PAS 
16739). Such a data model provides the necessary funda-
mental building blocks that enable seamless software data 
exchange in the AECO industry. Enabling seamless data 
exchange is the ultimate goal of software interoperability 
and the IAI (IAI 2007). 
In this context, seamless data exchange and/or sharing 
mean direct data exchange and/or sharing among (i.e. not 
only between two) software applications in the AECO 
industry. “Direct” means that no user intervention (i.e. 
manual modification of data by the user) is involved in 
the process. Data exchange and/or sharing refer here to 
data exchange and/or sharing that take place across indus-
try disciplines and throughout the building life cycle. This 
implies data exchange and/or sharing among very diverse 
software application, some of which differ very much in 
their internal architecture, employ very different internal 
data models, and may require the definition of the same 
data in different format(s) or at different granularity. 
A key concept in attaining direct data exchange and/or 
sharing is BIM as the authoritative repository of project 
information. BIM in this context is a data model of build-
ings instantiated with data that uniquely define a specific 
building; it serves as a repository for all project informa-
tion that is subject to exchange and/or sharing. Populating 
such a data repository requires the use of software appli-
cations that are capable of populating the repository with 
data or retrieving data from it. 
It is often assumed in this industry that it is only neces-
sary to create interfaces to the common data model to 
make existing software applications interoperable. Such a 
view represents a somewhat simplistic understanding of 
issues that arise when trying to make software interoper-
able and is only partially true, as the subsequent discus-
sion will show. 
Different software applications typically reflect different 
“views” of the same building, as industry disciplines they 
serve “see” the same building differently – they must each 
deal with issues that are unique to their discipline. For 
example, architectural applications (such as the various 
CAD tools) support the definition of buildings in the way 
architects “see” the building and model all the pertinent 
information about the building architects generate. Some 
of that information, however, is irrelevant to ducting and 
plumbing and is not part of the ducting and plumbing 
“view” of the same building. Some of the discipline 
“views” cane be substantially different; Figures 1 and 2 
graphically show the difference between the “architects’ 
view” and the “thermal view” that is required for the 
simulation and analysis of energy performance of the 
same building. 

 
Figure 1. Geometry of the ground floor of an office building, as 
depicted in a typical architectural CAD tool. 

 
Figure 2. Geometry of the same office building ground floor, as 
depicted by an energy performance simulation and analysis tool, 
shows that office and other spaces that exhibit the same thermal 
behavior are merged into respective thermal zones. This depic-
tion of the building’s geometry is considerably simpler than that 
shown in the previous figure – note the single line representation 
of walls, omission of doors, and the lack of any detail in the 
representation of windows. 
 
Views of the data model determine data sets and formats 
of data for the given industry discipline, industry process, 
and even a given industry organization that have to be 
available for exchange and/or sharing among software 
applications that share that view. The IAI recognized the 
need for the definition of such views and adopted a for-
mal Model View Definition (MVD) methodology appli-
cable to the IFC data model (Hietanen 2007). U.S. GSA 
has already published its “spatial program validation 
view” (GSA 2006) that will be required for all new pro-
jects; other views of IFC are under development. 
Because of the diversity of software applications that may 
implement a given model view, some of the exchanged 
and/or shared data may inevitably have to be transformed 
before they can be used by a given application. The rest of 
this paper discusses types of such transformation and is-
sues that arise with it. In this context software integration 
is a subset of software interoperability (NBIMS 2007). 
General issues related to interoperability in the AECO 
industry discussed here apply equally to software integra-
tion. 
 
 
2 TRANSFORMATION OF IMPORTED DATA 

When a software application is the first one to create spe-
cific data about a building, it is "authoring" those data. 
Such data constitute the “original” data that can then be 
used by other software applications, which at that point 
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can be called “downstream” applications. Downstream 
applications may, and often do, support different disci-
plines and have implemented different model views than 
the authoring application. 
CAD applications give shape to a building and, in the 
process of documenting it, are the first to create original 
data. Additional data are subsequently authored by down-
stream applications. Because the need to exchange data 
among CAD applications is relatively infrequent, the real 
payoff from software interoperability is seamless data 
exchange with and among downstream applications. But 
that data exchange is not always automatic or straight 
forward. 
A software application imports or generates itself all data 
it manipulates. To obtain valid results, data imported by 
an application must not only be in a form and format that 
is readable by the application, but also must represent 
values the application expects to import. For example, if a 
downstream application expects to import a value for 
floor-tofloor space height, the imported value must repre-
sent floor-to-floor and not floor-toceiling space height. 
Because of the diversity of applications (and their internal 
data structures) that may participate in a given data ex-
change, “original” data must often be transformed before 
they can be used by a downstream application – data sets 
must be reduced and/or simplified, or data must be trans-
lated and/or interpreted. 
 
2.1 Data set reduction and simplification 

Complex data sets, as originally defined, are often too 
“rich” to be imported in their original form by a down-
stream application – such data sets include data that are 
important to the authoring application and are perhaps 
required by applications of the same or similar type, but 
are irrelevant to other applications. For example, a typical 
model based CAD application generates all sorts of in-
formation it needs for precise visualization of building 
geometry. To be able to reproduce the same precise visu-
alization, another model based CAD application needs to 
import this detailed information. 
In the case of a wall shown in Figure 3 (a simple and ob-
vious example), the original information will include pre-
cise data that describe any openings, protrusions, depres-
sions, textures, etc. on each wall surface (Figure 3, left); 
to reproduce that wall in detail, another application needs 
to import the original data set. Other applications repro-
duce that wall in much less detail, and need only a subset 
of the original information – perhaps only wall length, 
height and its “center-line” position (Figure 3, right). For 
such an application the original data set is reduced in size 
and simplified in form before it is imported and deployed 
by the application. 
 
2.2 Data translation 

Some authoring applications at times generate data in 
form or formats that cannot be recognized or accepted by 
a downstream application. For example, structural con-
crete in a building may be expressed in ft3 when originally 
defined; a downstream application may need it expressed 
in kg. In that case the original information must be trans-
lated into form (units in this case) acceptable to the 

downstream application. Such data translation can be 
straight forward if the rules of translation and the in-
volved data are unambiguous. 

 
Figure 3. The wall on the left shows typical detail as defined in 
CAD: geometry in 3-D with openings, surface depressions, 3-D 
reference grid lines and more; the wall on the right shows the 
representation of the same wall as defined in a downstream en-
ergy performance simulation tool – the wall is positioned along 
its center line, has only length and height (no thickness), and an 
origin point (instead of grid lines). The opening is subtracted 
from wall surface. The data set required to define the wall on the 
right is smaller and simpler than for the wall on the left. 
 
Sometimes data needed by a downstream application ex-
ist, but represent something else in their original form. 
Data translation in that case involves recognizing that an 
original datum also represents something else, and renam-
ing and perhaps reformatting it per expectation and re-
quirements of the downstream application. 
A good example of data translation is the identification of 
exterior walls. Numerous downstream applications distin-
guish between interior and exterior walls, and define and 
treat them differently. Most building geometry authoring 
tools do not consider that distinction and do not explicitly 
include it in data they originate. Data translation in this 
case involves the detection of walls and/or wall segments 
that are facing the exterior, and naming them as exterior. 
 
2.3 Data interpretation 

At other times data needed by an application do not exist 
in the form needed, but can be derived from available 
data. For example, the original data sets describing a wall 
may include specific information about the type of all 
materials in the compositions of the wall and their thick-
ness, but not specifically include the K-value for the wall. 
In that case the K-value can be derived from existing in-
formation and delivered to the downstream application 
that needs it – in this case the original information is in-
terpreted. 
When data required by downstream applications have not 
been explicitly defined before, it may be possible to derive 
them from original data which themselves may not be 
needed by these applications. The interpretation of origi-
nal information that yields derived data then becomes a 
process that can involve recognition, extraction, sorting, 
and calculation. 
Some data interpretation is relatively simple and quick. A 
good example is determination of efficiency factors for a 
building, such as ratios of building exterior wall area to 
the building gross floor area (needed by a prescriptive 
building energy code compliance application), or the cost 
of plumbing per fixture (needed by a value engineering 
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application). In the former case, the determination of the 
ratio requires the identification and summary of all exte-
rior walls and their surface areas from the original build-
ing geometry data sets, as well as of all gross floor area; 
the ratio is obtained by simple division. In the latter case, 
determining the ratio involves isolating the total cost of 
plumbing in the cost estimate and counting all plumbing 
fixtures, then dividing the cost by the number of fixtures. 
Other cases of data interpretation require much more ef-
fort to complete. For example, different industry disci-
plines calculate the building “net area” using different 
rules. Determining the area in the building which is use-
able for a particular purpose (that a facilities management 
application may need) requires detecting all spaces in-
tended to serve that purpose in a building, and adjusting 
individual detected space’s net area to fit the area defini-
tion rules incorporated in that particular application. 
There is another kind of data interpretation: by end user. 
Such interpretation is usually subjective and unpredict-
able, resulting in different interpretation results of the 
same data by different users. It is based on individual end 
user’s world view, depth of knowledge, educational back-
ground, understanding of the problem, set of skills, pref-
erences, available resources, etc., and is often not repro-
ducible. Seamless data exchange eliminates opportunities 
for this kind of data interpretation. 
 
 
3 CURRENT PRACTICE: MANUAL DATA 

TRANSFORMATION 

Seamless data exchange is employed in current industry 
professional practice relatively rarely, even though the use 
of interoperable software is increasing (CIFE 2007). 
When deployed, it is seldom deployed throughout the 
entire project or industry process, let alone throughout a 
building’s life cycle. Without seamless exchange, data 
transfer among applications is often affected by human 
intervention – end users transform data and data sets 
themselves before importing them into downstream appli-
cations. 
Manual data transformation can be highly subjective and 
unpredictable. If different users each transform the same 
data or data set, chances are that each will come up with a 
different result. This is not surprising – it is inevitable, as 
stated above. 
Results from manual data set reduction and simplification 
usually include at least a few errors and/or omissions. The 
same is true of manual data translation and interpretation; 
these can also result in data misrepresentation and misin-
terpretation, where original data are given additional 
meaning not originally intended. Manual data transforma-
tion can, unwittingly, even result in contradiction – data 
with values that contradict each other – that inevitably 
renders results from software that used such data unreli-
able or meaningless. Finding and correcting erroneous, 
misrepresented and contradictory data, and finding and 
adding missing data can be very laborious and frustrating 
tasks. 
Results from other than simple and straight forward man-
ual data transformation are usually not reproducible and 

can be questioned. Justifying such transformation results 
requires the documentation of qualifications and explana-
tion of assumptions made during the transformation, a 
laborious process that is seldom performed. 
Substantial manual data transformation inevitably delays 
the industry process or task within which it is performed, 
and increases its cost. It also delays the productive use of 
affected downstream applications, which is why results 
from such applications are often ignored – they are gener-
ated too late to have an effect. These are also the major 
reasons why some of the downstream applications are not 
employed as often as they could and should be (Bazjanac 
2007). 
 
 
4 RULES FOR DATA TRANSFORMATION IN DATA 

TRANSFER 

The need to transform original data is real and evident: it 
is encountered and performed when downstream software 
applications are used throughout the life cycle of a build-
ing. If the transformation of original data is performed in 
an arbitrary manner, the results too can only be arbitrary. 
Seamless data exchange can work properly only if needed 
data transformation is an integral part of the seamless 
data exchange process. This means that data transforma-
tion must also be automated, and that it must be an unam-
biguous transformation that in each instance yields the 
same data form and value for all applications that need to 
import and deploy those transformed data and/or data 
sets. 
Each data transformation should be governed by rules that 
unambiguously specify how the transformation is per-
formed. These rules should account for every instance of 
data transformation. They should be agreed to per indus-
try discipline by its professionals as well as developers of 
each discipline’s software; they should be accepted and 
deployed in each discipline’s software applications. 
Rules of transformation should be coded in software. The 
coding would prevent any end user intervention (such as 
unauthorized change of rules and any manual transforma-
tion of data and data sets), and would assure that the same 
results are obtained from the same data transformation 
process in each and every instance of its use with the 
same original data. 
Rules of data set reduction and simplification should typi-
cally be incorporated in data model view definitions. 
Downstream applications that support such view(s) will 
then automatically receive properly reduced and simpli-
fied data sets. If no applicable model view exists yet, 
rules should be built into middleware that serves respec-
tive applications. The middleware should also include 
applicable data translation and interpretation rules, and 
should be automatically executed as part of the seamless 
data exchange process. 
 
4.1 An example: geometry simplification tool 

Geometry Simplification Tool (GST) is middleware that 
transforms building geometry and construction materials 
data authored by IFC compatible model based CAD tools, 
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such as ArchiCAD, Revit, AutoCAD Architecture, Mi-
croStation, or Allplan Architecture, into geometry and 
construction materials definitions directly readable by 
applications that support gbXML (Kennedy 2002). The 
primary target of GST is IDF Generator, a preprocessor 
for building energy performance simulation engine Ener-
gyPlus (LBNL 2001). 
GST is developed jointly by Graphisoft and the Lawrence 
Berkeley National Laboratory (LBNL). It reads any valid 
IFC file that, as part of building geometry data, includes 
definitions of space boundaries; it extracts pertinent in-
formation from the IFC file and creates input data that 
describe building geometry and construction materials in 
form acceptable to “whole building” energy performance 
simulation and analysis applications. 
Several rules for data set reduction and simplification, as 
well as rules for data translation and interpretation have 
been imbedded in GST. These include rules for data set 
reduction and simplification for walls and slabs, as de-
scribed in Figure 3. GST rules for data translation include 
the case described earlier in Section 2.2: DATA 
TRANSLATION. Some of the other rules imbedded in 
GST are rules of data interpretation. These include: 

- Ordering all vertices that define a surface or an open-
ing in clock-wise sequence. Such vertices usually ap-
pear in inconsistent order when originally defined and 
have to be re-ordered for use in applications like En-
ergyPlus. 

- Calculation of surface outward normal. Original data, 
as transmitted in an IFC file, currently do not include 
definitions of surface outward normals. These are un-
ambiguously derived from the sequence of surface 
vertices. 

- Rules of defining concave polygons. Concave poly-
gons have to be split into two or more rectangular or 
convex polygons before they can be used by Energy-
Plus and similar downstream applications. These rules 
determine how and in which order such division is 
done. 

- Identification of spaces on the other side of space 
boundaries (i.e. on the other side of walls and slabs). 
Original data transmitted in an IFC file associate a 
surface with the space that surface belongs to, but not 
with the space on the other side of that surface. Detec-
tion of spaces “on the other side” involves multiple 
tracing of Global Unique ID (GUID) components in 
the IFC file employing rules of tracing developed for 
this purpose. 

- Definition of construction materials layering se-
quence. Applications that author definitions of com-
posite constructions usually obtain such definitions 
from software libraries. Such definitions do not al-
ways consistently identify the outside or the inside, 
nor do they always define layers of construction in the 
order needed by downstream applications. Rules in-
corporated in GST define the sequence of construction 
layers in composite constructions from the outside in. 

GST is currently undergoing rigorous testing and debug-
ging. Preliminary tests have shown that, with minor ap-
propriate additions to its rule set, GST can generate us-
able building geometry input for other types of down-
stream applications as well. 
 

5 CONCLUSIONS 

Data exchange and/or sharing in the AECO industry often 
require reduction and/or simplification of original data 
sets, as well as data translation and/or interpretation, 
when downstream applications are involved. Such data 
transformation is currently mostly done manually or semi-
manually by end users, which often causes errors, omis-
sions, contradictions and/or misrepresentations that are 
difficult and costly to detect and correct. Consequently, 
manual or semi-manual data transformation delays the 
process to the point where any subsequent productive use 
of downstream applications becomes irrelevant because it 
is too late. 
Definition of data transformation rules can rectify this if 
the rules are incorporated in data model views or in mid-
dleware that is designed to prepare data and data sets for 
use by downstream applications. Such rules unambigu-
ously define the necessary data transformation; when 
imbedded in the process of seamless data exchange, they 
eliminate any opportunity for manual or semi-manual data 
transformation by end users. Thus, such rules can eventu-
ally lead to much more frequent and productive use of 
downstream “mission critical” software applications. 
The “promise of software interoperability” will be ful-
filled by seamless data exchange and sharing among 
downstream applications in the future. Seamless data 
transformation, based on accepted rules, will inevitably 
play an integral role in achieving software interoperabil-
ity. 
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ABSTRACT: Today, the OMG’s Model Driven Architecture (MDA) makes available an open approach to write specifi-
cations and develop applications, separating the application and business functionality from the platform technology. 
As well, the Service-Oriented Architecture (SOA) establishes a software architectural concept that defines the use of 
services to support the requirements of software users, making them available as independent services accessible in a 
standardized way. Together, these two architectures seem to provide a suitable framework to improve construction 
company’s competitiveness through the adoption of a standard-based extended environment, challenging and enhanc-
ing the interoperability between computer systems and applications in industry. Nevertheless, Domain Ontologies (DO) 
have been recognized more and more as a challenging mechanism to bridge knowledge. The paper, after illustrating 
the general motivations the construction companies have to adopt open architectures to achieve interoperability for 
extended and collaborative enterprise practices, presents the emerging model driven and service oriented architectures. 
Then, it describes an innovative methodology for better interoperability in AEC mass customization. The paper finishes 
with discussion and concluding remarks concerning the empirical results obtained from the pilot demonstrator. 
KEYWORDS: interoperability, mass customization, domain ontology, SOA, MDA. 
 
 
1 CONVERGING MASS CUSTOMIZATION AND 

LEAN CONSTRUCTION 

As companies reverse their traditional market push sys-
tems to market pull systems, it is the consumer who 
drives product configuration requirements (Robertson 
1998, Simpson 2005). Mass customization requires that 
the value chain’s primary and secondary activities are 
linked together dynamically according to the product and 
customer profiles. These links need to be seamless estab-
lished and error free. Since clients require highly specific 
product or specific requirements, companies must be able 
to design products that both satisfy clients and are easily 
manufactured (Liker 2004, Cusumano 1998). Thus, prod-
ucts must be designed to manufacture. 
Mass customization principles promote the individual 
possibilities and unique features for the customer, and this 
must be supported accordingly by design, production and 
sales processes. To compete in a mass customization 
strategy, companies must have capacities, competencies 
and resources to cope with evolving product configura-
tions, variable output frequency and dynamic customer 
profiles, providing thus product and services that will 
differentiate from commodity type of products (Pine 
1993, Guilmore 1997). Diverse solutions have been con-
sidered to sustain these business demands, like product 
platforms, modularity, commonality or postponement 
(Anderson 1997, da Silveira 2001, O’Grady 1999). These 

solutions imply greater efficiency of internal business 
processes, and effective coordination mechanisms be-
tween its different functions.  
Lean construction is a research field that aims to reduce 
waste and maximize value in AEC projects that has been 
adopted mainly by contracting firms (Arburu and Ballard, 
2004). Work on lean construction field has tended to fo-
cus on process tools and IT solutions to identify and 
minimise uncertainty and hence improve the workflow of 
production (Soini et al, 2004). Indeed, the effective in-
formation communication between the various parties of 
the construction project, necessarily requiring information 
integration between the various functions and specialties 
during the project life-cycle, is seen as fundamental to 
support the deployment of lean construction approaches. 
For the past ten years, several product-oriented ap-
proaches have been advocated to fulfil the goal of IT inte-
gration in AEC projects (see e.g. Alshawi, 1996). How-
ever, recent studies have shown that the level of IT inte-
gration within companies’ value chains is not achieved 
properly yet (Prodaec, 2004), if the wide scale informa-
tion integration required for a systematic true lean con-
struction approach.  
Lean management and mass customisation pose business 
processes that can only be fulfilled if not supported by 
specialised computer applications, together with automa-
tion in the production line. To achieve agile and flexible 
response, these applications need to be integrated. Com-



 172

mercial ERP systems promise this integration, but real 
world practice shows that too often companies choose 
fragmented, vertical and functionally oriented specialised 
applications rather than complete commercial ERP solu-
tions (empírica GmbH 2005). This poses challenges for 
information integration and therefore systems interopera-
bility, as many applications run on disparate operating 
systems and using heterogeneous reference models and 
technologies.  
As the AEC sector seeks to improve its productivity re-
cords, lean construction is being poised as a body of 
knowledge that aims to eliminate waste through the intro-
duction of many mass production principles and ap-
proaches, but maintaining the customised nature of the 
industry. Indeed, the lean construction philosophy shares 
many of its main themes with the parallel movement of 
mass customization in the industry. Thus, the argument 
poised in this paper is that if there is similarity between 
the two approaches, than lean construction must also ad-
dress the recent interoperability developments that can 
support the implementation of mass customization.  
 
 
2 INTEROPERABILITY FOR AEC MASS CUS-

TOMIZATION 

Recent observations state: “30-40% of companies’ IT 
budget is spent on integration (Gartner and AMR), 30% 
of entire IT budget is spent on building, maintaining, and 
supporting application integration (Forrester), 61% of 
CIOs consider integration of systems and processes a key 
priority (CIOMagazine), $29 billion by 2006 for applica-
tion integration by IT professional services (Gartner 
Group)”. 
Recent studies have uncovered the cost of interoperability 
barriers of the IT systems used in engineering and manu-
facturing in the US auto industry, estimated to be of the 
order of $1 billion per year. Similarly, for the construction 
industry, a study prepared for NIST by RTI International 
and the Logistic Management Institute, to identify and 
estimate the efficiency losses in the U.S. capital facilities 
industry resulting from inadequate interoperability among 
computer-aided design, engineering, and software sys-
tems estimates the cost of inadequate interoperability in 
the U.S. capital facilities industry to be $15.8 billion per 
year (Gallaher 2004). These studies are an indication of 
the industry’s inability to exploit IT to realize its full 
benefits. It is in this context that standards for information 
exchange are also critical in the mass customization para-
digm. 
Many standard-based Application Protocols (APs) and 
Business Objects (BOs) are available today, e.g., ISO 
10303-225, IAI/IFC. They cover most of the major manu-
facturing and business activities, and come from ISO, 
UN, CEN or OMG. However, most of these standards are 
not widely adopted, either by lack of awareness or due to 
private commercial interests of the software developers. 
Moreover, when they are selected, they are frequently 
used inadequately in most of the situations, due to an im-
precise interpretation of the scope. This results in difficul-
ties in achieving interoperability with others and intro-
duces limitations in potential future reuse and model ex-

tensibility when creating new components (Jardim-
Goncalves 2002). 
Recently, XMI, one of the most promising tools for meta-
model representation, revealed very able to assist on inte-
gration based on the concept of extending and reusing 
existent objects, and also on the development of compil-
ers and code generators to assist in the development of 
new components (Jardim-Goncalves 2002). Complement-
ing this, ISO13584 PLib is the standard suggested for 
representation of catalogues of objects and components 
(e.g., Units of Functionality, Application Objects and As-
sertions, Integrated Resources, Data Access Interfaces, 
Object Business Data Types, etc.), with direct link with a 
multi-level multi-language ontology system. This multi-
level characteristic also assists with the development of 
hierarchical components, while the multi-language 
mechanism will provide the adequate description of the 
objects and components in many native languages, for an 
easier understanding and better usage. However, most of 
the standards for data exchange contain a framework that 
includes a language for data model description, a set of 
application reference models, libraries of resources, 
mechanisms for the data access and representation in neu-
tral format. Examples are the DOM for XML, or the Part 
21 of standard STEP (DOM 2006, ISO10303-1 1994). 
Ontology is the study of the categories of things within a 
domain and reflects a view of a segment of the reality. Its 
definition comes from philosophy and provides a logical 
framework for research on knowledge representation, 
embracing definition, classification and relationships of 
concepts (IDEAS 2003). 
Therefore, an interoperable system that seamlessly com-
municates and understands each other requires the com-
prehensive understanding of the meaning of the data ex-
changed within the domains involved. This can be real-
ized, if the communication process is supported by an 
ontology developed under global consensus (Jardim-
Goncalves 2004, JTC 1/SC 7/WG 17 2006). To obtain 
this consensual model, it is necessary to classify and 
merge the concepts from the different sources within the 
domain of applicability, describing them in a unique har-
monized structure of classes, attributes, relationships, 
knowledge components and definitions. Through a com-
bining procedure, the harmonized classification is de-
fined, structuring the various suppliers’ information from 
different sources and for diverse product categories. 
Despite the availability of technologies supporting inter-
operability to sustain management challenges like in-
creased flexibility and efficiency, there is a need a more 
systematic approach if companies are likely to widely 
adopt inter-organizational information systems across the 
value chain. 
 
 
3 A METHODOLOGY FOR IS INTEGRATION FOR 

AEC MASS CUSTOMIZATION 

Generally, the standard data access interfaces are de-
scribed at a very low level. Moreover, they are made 
available with all the complexity of the standard’s archi-
tecture to be managed and controlled by the user. This 
circumstance requires a significant effort from the imple-
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menters to use it, and is a source of systematic errors of 
implementation, for instance when there are functional-
ities for data access very similar with slight differences in 
attributes, names or data types (Pugh 1997, Vlosky 1998, 
ENV 13550 2006). 
To avoid the explosion in the number of required transla-
tors to cover all the existent standard data models, this 
methodology proposes the use of standard meta-model 
descriptions, i.e., the meta-model, using a standard meta-
language, and putting the generators to work with this 
meta-model information (Umar 1999, Jardim-Goncalves 
2001). A proposal to contribute to face this situation con-
siders the integration of SOA and MDA to provide a plat-
form-independent model (PIM) describing the business 
requirements and representing the functionality of their 
services, supported by a Domain Ontology (DO) that 
models and describes the concepts as they apply in the 
domain. These independent service models together with 
the DO can then be used as the source for the generation 
of platform specific models (PSM), dependent of the web 
services executing platform. 
Within this scenario, the specifications of the execution 
platform will be an input for the development of the trans-
formation between the MDA’s PIM and the targeted web 
services platform. With tools providing the automatic 
transformation between the independent description of the 
web services and the specific targeted platform, the solu-
tion for this problem could be made automatic and global. 
An Integration Platform (IP) is characterized by the set of 
methods and mechanisms capable of supporting and as-
sisting in the tasks for integration of applications. When 
the data models and toolkits working for this IP are stan-
dard-based, they would be called Standard-based Integra-
tion Platforms. The architecture of an IP can be described 
through several layers, and proposes using an onion layer 
model (Jardim-Gonçalves et al, 2006). Each layer is de-
voted for a specific task, and intends to bring the interface 
with the IP from a low to a high level of abstraction and 
functionality. The main aim of this architecture is to fa-
cilitate the integration task, providing different levels of 
access to the platform and consequently to the data, cov-
ering several of the identified requirements necessary for 
integration of the applications. 
To produce accurate mapping, the mapping tool needs to 
have knowledge about the mechanism for interoperability 
between the standards that originate the model in XMI, in 
order to implement in the translators the inter-reference 
mechanisms, accordingly with such standards. This is 
where the access to the DO is of major relevance in this 
process. For instance, the reference from one model de-
scribed in STEP to PLib should be done using the PLib 
services, as recommended by the ISO TC184/SC4 com-
munity (Staub 1998), and assisted by a DO described in 
OWL. 
Therefore, the proposal for the methodology for the inte-
gration of Applications in IPs must be developed at three 
stages: i.e., Conceptual, ADT and Mapping. At Concep-
tual stage, first it selects the APs, the DO and the models 
to be used as support for the integration of the Applica-
tion in the IP, then it selects the parser, meta-SDAI and 
Mapping module for each of the selected AP’s language, 
and finally translates those conceptual models to XMI. 

At ADT stage, first it selects the programming languages 
to be used for the implementation of the translators, then 
it selects the ADT generator, meta-SDAI and Mapping 
module for each of the selected programming language, 
and finally it generates for each AP the correspondent 
ADT in the set of selected programming languages. 
At Mapping stage, first it selects the set of APs that is 
required the mapping, the DO described in OWL, and 
then it defines the mapping rules between them, using 
EXPRESS-X. Then it selects the ADT generator, meta-
SDAI and Mapping module for each of the selected pro-
gramming languages, and then it generates for each map-
ping the correspondent inter.-model mapping ADT, in the 
set of selected programming languages. Finally it can be 
Integrated the Application in the IP using the generated 
code. 
This methodology supports the required dynamics and 
flexibility existing in construction supply chains and pro-
jects, allowing fast, re-usable and largely automation-
generated interoperability between construction firms IT 
systems.  
 
 
4 VALIDATING THE METHODOLOGY 

To validate this methodology in the context of the appli-
cation scenarios, it was considered the application of a 
PIM to ISO STEP APs using XMI. Construction industry 
cases representing common situations requiring interop-
erability in the construction process were analysed, where 
the adoption of the joint model-drive and service-oriented 
architectures is conceptually developed and evaluated. An 
example was with HVAC specialists and architects exist-
ing at different locations and using different business 
models. They need to interoperate, through a business 
model for cooperation, supported by integrated electronic 
exchange of information. In this case each company used 
its own platform, and different proprietary applications, 
though allowing external communication of data. Here is 
the point were MDA adds its great value to make a seam-
less integration of the services. 
Their collaboration is bound to the use of Service Ori-
ented Architectures. Each one has its own services avail-
able and with well defined different entry-points. Also, 
the services implementation is based on different underly-
ing system architectures, with the HVAC specialist using 
web-services and the architect using CORBA. Regarding 
the type of information to be managed, the HVAC spe-
cialist needs the layout and properties of the rooms in the 
building, from the architect, in order to be able to produce 
the engineering analysis regarding air flows.  
To achieve the aim as the proof of the concept, UNI-
NOVA developed the STEP25 tool that translates EX-
PRESS-based models to XMI following the emerging 
ISO10303 Part25 directives. This tool is the first that we 
know of that implements and proves this concept for 
AP236 EXPRESS to XMI binding including AP225 stan-
dard modules, validating an ISO 10303 Application Ref-
erence Model. 
 
 



 
Figure 1. ARM AP236 and respective meta-model representa-
tion in XMI. 
 
The commercial Mega Suite platform is used to import 
the ARM model, described in XMI, into UML, and then 
the facilities of this platform are used to automatically 
generate code ready to assist in the implementation of the 
translators and repositories compatible with the reference 
model in specific platforms. The tool was also tested with 
subsets of ISO10303 AP214, AP225, AP236 and 
ISO13584 part 20 (automotive, building and construction, 
furniture, and parts library and product catalogues). 
Figure 1 depicts a subset of the ARM and the respective 
meta-model representation in XMI resulting from the out-
put of the execution of the developed STEP25 tool, and 
the DTD for the representation of the product data in 
XML format. It also depicts the UML representation 
when the XMI representation is imported into the MEGA 
Suite platform. STEP25 is available for use by anyone 
interested. Authors will be very pleased to receive EX-
PRESS input files to help validate the tool. 
 
 
5 CONCLUSIONS 

The advance of lean construction principles can only be 
sustainable if supported with changes in how business 
value is created, i.e. the way business define its goods and 
services, and how they design logistics, operations and 
consumer interaction. Changes must occur internally, 
within its value chain but also in the network wherein 
companies are embedded, further exploiting relationships 
with suppliers, distributors and consumers. All these 
changes in business can only occur if enabled by adequate 
information systems. This pose challenges in terms of 
meta-data, data and IT interoperability towards enhanced 
mass customisation practices. 
Mass customization and interoperability can be identified 
as key factors for enterprise success on a constantly 
changing global custom-driven environment enabling 
companies to act in partnership strengthening their posi-
tion facing the market. Based on these concepts and due 

to the difficulty of maintaining and integrating existing 
heterogeneous platforms, languages and applications, 
software development is urging to change to a more effi-
cient and rapid process. 
Applications developed using model-based processes pre-
sent a systematic approach to enterprise application inte-
gration, promoting reuse and enabling interoperability 
among different enterprises. Several dedicated business 
models have already been developed covering many in-
dustrial areas and related application activities, from de-
sign to production and business. Most of these models 
were designed and developed using standard methodolo-
gies and techniques. The MDA (Model Driven Architec-
ture) and SOA (Service Oriented Architecture) have been 
evolving and it is expected to prove as the standard way 
of handling middleware and infrastructure development 
for enterprise systems groups 
The building industry is moving in a reverse trend of tra-
ditional consumer/manufacturing sectors. Indeed, the 
building industry has always had a very much customised 
approach. In recent years, authors working in the lean 
construction approach are advocating and developing 
mass customisation principles in order to increase the 
industry’s productivity. Yet a major hurdle on the de-
ployment of mass customisation principles is the interop-
erability between IT applications, since it is a very frag-
mented sector, mirrored in the information systems de-
velopment. Moreover, this is a sector with a very poor 
record on ontology, requiring a sound DO development. 
This paper described a conceptual information system 
framework to support mass customisation principles 
grounded in an interoperable environment in the construc-
tion sector, proposing a methodology to enhance con-
struction enterprises’ interoperability in the support of 
lean construction practices using DO and SOA, keeping 
the same organization’s technical and operational envi-
ronment, improving its methods of work and the usability 
of the installed technology through harmonization and 
integration of the enterprise models in use by customers, 
manufacturers and suppliers. The proposed framework 
aims to stimulate the adoption of lean construction con-
cepts and improve those practices by enhancing enter-
prise’s interoperability through proper integration and 
harmonization of model and data. 
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MANAGING VIRTUAL ORGANIZATION PROCESSES BY SEMANTIC WEB ONTOLOGIES 
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ABSTRACT: Interoperability within Virtual Organisations (VOs) is still only weakly supported by IT frameworks. 
Whilst service level interoperability has made remarkable progress since the emergence and the rapid growth of SOA 
and Grid technology in the last years, business processes – which are the driving force of each VO – still suffer distinct 
conceptual gaps regarding their decomposition to technical transactions. There exists no detailed approach that would 
allow describing technical as well as business aspects in a coherent yet flexible and extensible way. This paper presents 
a newly developed semantic framework that targets this requirement. The conceptual background is followed by an 
introduction of the developed semantic web ontologies. Based on these definitions, dedicated Ontology Services as well 
as a set of related end-user applications facilitating semantic technology have been designed and implemented. They 
are presented in the second part of the paper. Reported are results from the EU project InteliGrid (IST-004664; 2004-
2007). 
KEYWORDS: semantic web, ontologies, virtual organisation, process modelling, process management. 
 
 
1 INTRODUCTION 

The term Virtual Organisation (VO) is used widely today 
to denote inter-company business collaboration focused 
on a specific project context. However, the essence of this 
collaboration is defined variably by different research 
domains concerned with the VO concept. Within the Grid 
domain, a VO is considered as an entity formed by a dy-
namic multi-institutional set of individuals and/or institu-
tions establishing common rules for coordinated resource 
sharing and problem solving. The focus lies not on file-
sharing, but rather on “direct access to computers, soft-
ware, data, and other resources, as is required by a range 
of collaborative problem-solving and resource-brokering 
strategies emerging in industry, science and engineering. 
This sharing is, necessarily, highly controlled, with re-
source providers and consumers defining clearly and care-
fully just what is shared, who is allowed to share, and the 
conditions under which sharing occurs” (Foster et al. 
2001). From the business perspective, a VO is defined 
differently. According to (Camarinha-Matos & Afsar-
manesh 1999), a VO is “a temporary alliance of enter-
prises that come together to share skills or core compe-
tences and resources in order to better respond to business 
opportunism, and whose co-operation is supported by 
computer networks”. 
Thus, the grid domain definition of a VO is about com-
puter networks, resources and access rights, whereas the 
business-centred definition of VOs considers these issues 
as necessary technical support, while focussing on busi-
ness aspects of VOs like business processes and opportu-
nities. However, an integrated grid-based VO environ-
ment can only be successfully deployed and established 
on the market, if both aspects are coherently merged, i.e. 

the technical power of modern grid environments and 
instant support for integrated business processes. 
What is missing for achievement of this level of integra-
tion is a Semantic Framework that can mediate between 
grid technology and the real business layer of the VO, 
thereby providing sustainable semantic support for VO 
management and integrated collaboration processes. This 
semantic layer has to deal with a broad spectrum of con-
ceptual and technical requirements, as defined and ranked 
in (Turk et al. 2006). Subsumed from these requirements, 
a semantic framework for Grid-based VO environments 
has to: 

- provide support for VO organisational structuring, in-
cluding dynamic reorganisation during VO lifetime, as 
partners can leave and join at any time; 

- support the organisational polymorphism that is typi-
cal for VOs; 

- provide generic description, addressing and accessing 
of VO resources (data and services), including direc-
tory services with advanced semantic search mecha-
nisms; 

- enable business process integration on semantic level; 
- support different levels of granularity, i.e. it should al-

low for hierarchical composition and decomposition 
of concepts; 

- be extensible in order to react to changes, extensions 
and new business opportunities; 

- ensure privacy of information; 
- provide services that keep the information about the 

collaborative VO network up to date; 
- ensure reasonable response times and scalability to 

ensure end user acceptance; 
- use or provide for compatibility with industry stan-

dards. 



The benefits of a semantic framework and the purpose of 
ontologies for its achievement are explained in a number 
of recent publications (cf. Berners-Lee et al. 2001, Miller 
2003, Herman 2004). The hierarchical position of ontol-
ogy specifications and their inter-relationship to other 
specifications related to the World Wide Web is best il-
lustrated by the so-called Semantic Web Stack (Herman 
2004). 
An important prerequisite for achieving semantic interop-
erability is the ability to make use of rich computer lan-
guages, such as the Web Ontology Language OWL (W3C 
2004a) that allows to describe the various entities in the 
VO environment in a coherent way. OWL has been de-
veloped recently on top of the existing XML, RDF and 
RDFS standards (W3C 2004b) which were not found suf-
ficient for achieving adequate semantic interoperability. 
Although XML DTDs and XML Schemas seemed satis-
factory for exchanging data between parties who have 
previously agreed to some set of shared definitions, their 
lack of constructs to describe the deeper meaning of these 
definitions prevents computers from reliably performing 
such tasks. This is explained in more detail in (Gehre et 
al. 2005), including a short discussion of available tools 
and frameworks for management of semantic data, as well 
as a list of projects also trying to apply semantic technol-
ogy and ontologies for collaboration purposes. 
 
 
2 THE ONTOLOGY FRAMEWORK CONCEPT IN A 

NUTSHELL 

On the basis of the above considerations, an ontology 
framework for semantic VO interoperability has been 
designed and implemented in the EU project InteliGrid 
(IST-004664). Figure 1 below shows the overall concept 
of the framework together with its intended use in the VO 
environment. On the right hand side, it presents schemati-
cally the envisaged distributed run-time environment us-
ing the semantic grid paradigm. Users of the environment 
connect to it via their ontology-based virtual desktops that 
provide access to all environment services. On the left 
hand side, the figure presents the principal components of 
the ontology framework providing the basis for achieving 
semantic interoperability and collaboration in the envi-
ronment. 
It is important to understand that concepts defined in the 
ontologies on the left side of the figure act as semantic 
proxies of entities in the “real” environment. They allow 
capturing semantic metadata about the “things” in the 
distributed environment in a coherent way, although sepa-
rated from the real entity itself. Since the full ontological 
expressiveness can be used there, complex relational in-
formation can also be captured, making coherencies ex-
plicit that are only implicitly contained in the “real” envi-
ronment. For example, advanced classifications can be 
provided for information and service resources, files that 
are available on different locations with different access 
methods can be pooled in a singe file resource instance 
with references to the different locations and respective 
access methods, various cross-model relationships can be 
defined and processed, actor roles can be subsumed on 
the basis of only a few given attributes etc. 

 
Figure 1. Overview of the developed ontology framework for 
semantic VO interoperability. 
 
Due to various reasons (already existing specifications 
and services, security and performance considerations 
etc.) run-time components cannot be expected to be fully 
conformant with the ontology specifications comprising 
the semantic framework. Therefore, in the middle part of 
the figure typical mapping components are shown that 
have the task to “translate” ontology concepts to existing 
practical schemas and data structures as e.g. the RBAC 
model (role based access control, see Ferraiolo et al. 
2001) defining access rights and authorisation of users. 
Whilst at this level many different variations are theoreti-
cally possible, current technologies appear to converge to 
a relatively small set of specifications. This makes the 
mapping task manageable in the context of specific indus-
try contexts. 
Figure 2 below reproduces the general schema of Figure 1 
with focus on the ontology specifications and some of the 
defined top-level concepts. The shown relationships be-
tween the individual ontology categories indicate the 
principal dependencies and intended usage. 
The Resource, Services and Organisational ontologies 
only reference each other as shown, but are not dependent 
on the Business Process Ontology. Therefore, they can 
also be used independently, providing basic semantic de-
scriptions related to organisational entities, resources and 
services that can be implemented within a generic Ontol-
ogy Service. In contrast, the Business Process Ontology is 
massively dependent on these lower level core ontologies. 
This allows it to provide more complex semantic support. 

 
Figure 2: Selected ontology concepts 
 
The developed modular modelling approach provides for 
different levels of support and different configurations of 
the environment for each specific case. It also greatly 
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facilitates the modular development of the respective on-
tology services by clearly defining their information and 
functionality boundaries. 
All ontologies are modelled in OWL-DL depth using the 
Protégé Ontology Editor. As an example, Figure 2 below 
shows the top level class concept “Resource”. Datatype 
properties are depicted in white ovals, class concepts in 
dark ones. As can be seen, services do also have a defini-
tion in the Resource Ontology. The “ServiceResource” 
concept, a direct child concept of “Resource” provides 
metadata definitions for describing services conformant to 
the Resource Ontology and a reference to in-depth service 
descriptions based on the OWL-S Service Ontology. 

 
Figure 2. Selected classes and properties assigned to the core 
Resource concept. 
 
More details about the methodology and the concepts of 
the modelled ontologies are provided in (Gehre et al. 
2006). Following the semantic web approach, the ontolo-
gies are deployed on a public web server at 
http://cib.bau.tu-
dresden.de/ontologies/InteliGrid/generic/, and can thus be 
easily referenced there by any future extensions and 
cross-linked ontologies. 
OWL-S is used as is. More information about OWL-S can 
be found for example in (Martin et al. 2005). 
 
 
3 ONTOLOGY SERVICES 

Developing ontologies for semantic VO interoperability is 
only the initial step in supporting real business cases as 
targeted by the InteliGrid platform. For the success of an 
ontology-based approach, it is of utmost importance to 
implement ontology services that provide convenient 
methods for management of ontology instances, i.e. se-
mantic metadata about entities in the IT environment. As 
mentioned before, these instances act as semantic proxies 
with descriptive information about entities like resources 
and users represented in the environment. 
In the InteliGrid architecture, the Ontology Services, in-
cluding a service for management of Business Process 
Objects (BPO Service), constitute the layer "Semantic 
Interoperability Services", as shown in Figure 3 below. 
They are connected to the "Business Services" layer and 
make use of the "Grid Middleware Services" that provide 
basic authorisation management and generic access to all 
grid resources. 

 
Figure 3. Ontology services in the InteliGrid infrastructure (Turk 
et al. 2006). 
 
The Ontology Services provide generic and specific con-
venience methods to create, manipulate and manage on-
tology instances of classes defined in the described on-
tologies. Interfaces make use of the XML-based OWL 
notation for data exchange. The SPARQL query language 
(Prud'hommeaux & Seaborne 2007) that is somewhat 
comparable to SQL is used for ontology querying. Con-
venience methods provide access to instances of dedi-
cated ontology classes and facilitate their management, 
e.g. createProject(…), deletePerson(), etc. Such methods 
are important for the support of less powerful clients 
(without elaborate semantic functionality) and to enable 
acceptance of semantic services in general. However, to 
exploit the full potential of the Ontology Services, generic 
methods delegating more semantic logic to the clients 
have to be used. 
From technical point of view, the Ontology Services fol-
low the philosophy of Service Oriented Architectures 
(SOA), i.e. common access is provided through a Web 
Service Interface with grid security, making the Ontology 
Services pervasive and platform neutral. 
Within all developed services, structured ontology man-
agement on model and entity level is realised via the Jena 
Semantic Web Framework for Java (Jena 2005). It pro-
vides a generic ontology graph for object-oriented and 
full-model access. Based on the ontology graph, a light-
weight reasoner engine (part of Jena) enables the deriva-
tion of additional assertions entailed in the model. The 
primary use of this mechanism is to support the inference 
process of deriving additional facts from instance data 
and class descriptions. 
Persistent storage for ontology data and models of the 
Ontology Services is provides by a back-end database 
(MySQL). Database integration is part of the Jena 
Framework realised by an abstract Java interface for 
model management on ontology databases. 
For clients based on Java, a software package was devel-
oped that facilitates the handling of ontology instances 
based on the deployed ontologies. It enables bi-directional 
mapping between the XML-based OWL notation (used by 
the Service Interfaces) and Java objects. In contrast to the 
Jena methods, explicitly revealing the triple-based logic 
model in the background, the newly developed package 
allows manipulating instances of ontology classes and 
their properties in normal object-oriented manner. This 
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approach does not support the full possible expressiveness 
of the developed ontologies but experience from the In-
teliGrid project clearly shows that the acceptance of se-
mantic technology rises remarkably, once client develop-
ers can use the mapped object-oriented instance model. 
For more details about the deployed Ontology Services, 
see (Gehre & Katranuschkov 2007). 
 
 
4 APPLICATIONS UTILISING THE ONTOLOGY 

SERVICES 

The developed ontologies and ontology services establish 
the conceptual and architectural backbone of a semantic 
infrastructure. They facilitate information management, 
improve the consistency of the distributed environment 
and make it less prone to errors. However, end-user appli-
cations can also strongly benefit from the added semantic 
value. The technology is well suited to support human-
computer interactions because semantic models are more 
related to end-user perceptions than the usually applied, 
IT-biased database schemas. 
To demonstrate this, a set of client applications were de-
veloped. They apply the ontology models directly (1) for 
management of the VO grid environment by administra-
tors, and (2) for engineering tasks performed by end-
users. A Gridspace Management Client supports the grid 
administrator in the process of managing users, resources 
and VO projects residing on the grid environment. A VO 
Management Client provides similar functionality but 
restricted to a particular VO, additionally providing role-
based access control and permission management. At last, 
the developed Business Process Object Manager can be 
used to browse through and execute Business Process 
Objects in a structured way. These three client tools are 
described in more detail in the remainder of this chapter. 
 
4.1 Gridspace management client 

The Gridspace Management Client is dedicated to manag-
ing general semantic organisational information regarding 
the grid environment itself, i.e. information about the enti-
ties registered in the grid space. The grid space is the 
breeding environment in which new VOs are created. 
Main issues for that client are the management of users 
and services registered on the grid, as well as general 
management capabilities for all VO projects residing on 
the grid space (such as create/update/delete VO project). 
The two screenshots of the client (Figure 4 and Figure 5 
below) illustrate the creation of a new VO and the brows-
ing through the semantic information about registered 
resources. 
As can be seen on Figure 5, using ontologies for the se-
mantic description of resources in the grid allows ad-
vanced classification mechanisms, flexible sets of 
datatype and (referential) object properties, as well as 
presentation techniques that are easily understandable for 
end-users, even without much information transformation 
efforts for the end-user interfaces. 
The client tool uses the Gridspace Management Service 
and the Resource Management Service in the background, 

i.e. semantic interoperability is realised on the basis of the 
Organisational and the Resource Ontology. 

 
Figure 4. Screenshot of the Gridspace Management Client: Cre-
ating a new VO Project. 
 

 
Figure 5. Screenshot of the Gridspace Management Client: Re-
sources in the Gridspace. 
 
4.2 VO management client 

Particular VOs can be managed by the VO Management 
Client. Its focus lies on forming and managing the struc-
ture of the VO by assigning roles to actors, granting per-
missions to roles, etc. The actor-role-permission approach 
is implemented on the basis of the RBAC standard (Fer-
raiolo et al. 2001). 
In contrast to the Gridspace Management Client, domain-
specific extensions are more important for the VO Man-
agement Client because of the inherent organisational 
polymorphism of VO projects. Hence, the developed ge-
neric Organisational Ontology has to be carefully re-
viewed during the setup phase of a VO project and ex-
tended as necessary. If dedicated concepts are only spe-
cialised, further adaptation of service methods will not be 
necessary. The applied semantic web approach enables 
this largely. However, if specific organisational structures 
of a VO project diverge heavily from the predefined on-
tology structures, more efforts will be typically needed to 
integrate the required domain-specific features. 
The VO Management Service uses information stored in 
the Grid Middleware Services in order to keep its data up 
to date and consistent with that stored in more fine-
grained security services as e.g. the Grid Authorization 
Service or a Product Data Management Service. 
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The screenshot of the VO Management Client shown on 
Figure 6 below demonstrates the process of granting re-
source permissions by assigning resources to roles. All 
actors that possess this role are allowed to use the as-
signed resources afterwards. 

 
Figure 6. Screenshot of the VO Management Client: Granting 
Role-Resource Permissions. 
 
As can be seen on the right side of the figure, more than 
one RBAC Resource Profile can be defined, i.e. by grant-
ing permission to a specific profile of a resource a specific 
role may get only read-access while other roles may get 
read/write access. More information about the developed 
flexible Resource Profile concept and the implemented 
set of pre-defined resource profiles as part of the Re-
source Ontology is provided in (Gehre et al. 2006). 
 
4.3 BPO management client 

The BPO Management Client provides for straightfor-
ward use of the BPO Services. Its GUI is divided into 
four main parts (see Figure 7 below). Panel 1 (left) pro-
vides a tree view of all instantiated user roles in the Or-
ganisational Ontology together with a high-level classifi-
cation of their relevant business tasks. Panel 2 (top centre) 
lists all BPOs for the focused element in Panel 1 whereby 
the list automatically expands to reflect role inheritance. 
Panel 3 (top right) includes fields providing some details 
of the focused BPO and, more importantly, the elemen-
tary executable processes the BPO expands to. Thus, even 
on this, purely ontological level, end-users are provided 
valuable guidance for both their stand-alone work and the 
collaboration needs and demands. At last, Panel 4 (below 
2 and 3) provides for actual BPO execution via either 
built-in or external plug-in services and tools, utilising the 
Resource Ontology and the Service Ontology specifica-
tions. The implementation of this functionality is pro-
vided via a generic Factory object that needs to be respec-
tively applied for each BPO for which direct service exe-
cution from the client needs to be supported. 
The sample BPO presented on Figure 7 shows the extrac-
tion of an IFC model view from a Product Model Server 
in the InteliGrid environment. The developed approach 
enables processing the BPO without asking the user to 
remember where the data and services are stored. This 
information is automatically provided by the related Re-
source Ontology Service that stores detailed access pro-
files for the resources described as ontology instances, i.e. 
the semantic system takes care of the place(s) where the 
resources are stored as well as of the data needed to ac-

cess them. More information about the developed Busi-
ness Process Objects concept is provided in (Katranusch-
kov et al. 2006) and in (Gehre et al. 2006). 

 
Figure 7. Screenshot of the BPO Manager: Browsing and execu-
tion of Business Process Objects. 
 
 
5 CONCLUSIONS 

The preceding chapters of this paper presented an over-
view of the authors’ research on a semantic framework 
for VO management. Innovative aspects of the developed 
framework are: (1) the consistent definition and applica-
tion of a set of newly defined semantic web ontologies for 
SOA-based grid environments for VO-centred business, 
(2) the design and development of Ontology Services 
with grid security features providing semantic informa-
tion about entities in the grid (ontological metadata), or-
ganisational aspects forming the business structure of the 
Grid environment and residing VOs, and coherently inte-
grated semantic Business Process Objects, and (3) client 
applications demonstrating the applicability and potential 
of the framework for semantic VO interoperability for a 
number of activities related to Gridspace and VO man-
agement as well as the management and execution of in-
tegrated, semantically defined Business Process Objects. 
Design and prototype implementation convincingly pro-
vided proof of concept, but further development efforts 
are still needed regarding better support of domain-
specific ontology extensions, definition and implementa-
tion of a larger set of Business Process Objects, more 
flexible semantic human-computer interaction, and fi-
nally, the study of adoption factors to achieve full-scale 
results. 
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RDF-BASED DISTRIBUTED FUNCTIONAL PART SPECIFICATIONS FOR THE                 
FACILITATION OF SERVICE-BASED ARCHITECTURES 

Jakob Beetz, Bauke de Vries, Jos van Leeuwen 
Eindhoven University of Technology, Design Systems group, the Netherlands 

ABSTRACT: In this paper we highlight research and development that is done in the larger context of a service ori-
ented architecture framework for the support of design decisions. We are going to illustrate how methods that adhere to 
the “open world assumption” (OWA) can be used to construct semantically meaningful information fragments from 
larger models. We are demonstrating the composition and use of Functional Parts specifications as RDFS graph pat-
terns. We outline a prototype that applies RDF(S) sub graph extraction and merging with queries and rules in distrib-
uted scenarios using models based on the IFCs that have been notated as partitioned OWL models. We are showing 
how these sub graphs can be used as machine-readable information exchange requirements not only for existing models 
but also for the semi-automated integration of newly added conceptual models as project-specific augmentations. 
KEYWORDS: building information models, semantic web, service oriented architectures, IFC. 
 
 
1 INTRODUCTION  

The uptake of Building Information Models in industry – 
although accelerated significantly over the last couple of 
years – is inhibited partly by factors that are rooted in the 
complexity of the models and a lack of rigid methodolo-
gies to deal with this complexity. The current IFC model 
consists of over 600 entities, more than 300 types and 
some 1.500 attributes, not counting the potential growths 
of schematic information in actual model instances that 
are extended with custom PropertySets. To allow users to 
reduce this complexity some aspects of the past milestone 
researches conducted in the BIM area, such as the 
GARM, and the RATAS efforts introduced mechanisms 
for cascading abstractions and aggregation levels and nu-
merous authors have indicated the necessity of views and 
partial models from the early days of onwards (Amor et al 
1992). A recent development aiming – among other 
things – at the specification of model views for the IFCs 
for specific information exchange tasks is the Information 
Delivery Manual and Framework (IDM). However, partly 
due to the inherent technological underpinnings of the 
time, all these approaches share a common methodologi-
cal issue that is related to the main technical means of 
modeling: The family of ISO STEP EXPRESS technolo-
gies. Although the creation and use of multiple schemas is 
included in EXPRESS’ overall design, no rigid methods 
have been standardized that regulate the exchange of and 
interaction with schemas among distributed repositories 
in RDBMS environments. Secondly, its “closed world 
assumption” (CWA) wherein incomplete information 
results in errors (negation as failure), constitutes a consid-
erable obstacle in dynamic specification, extraction and 
merging of sub-models. A third area that can be identified 
as one of the most urgent issues for a successful adoption 

of BIM-based information exchange is the general lack of 
low-cost tools to operate on such data. 
 
 
2 RELATED WORK 

2.1 Functional parts, views and partial models 

As part of the work for the General AEC Reference 
Model (GARM) Gielingh (1988) introduced a conceptual 
modeling framework that included the decomposition of 
complex objects into Functional Units (FU) and Technical 
Solutions (TS) which became known as “Gielinghs’ 
Hamburger Model”. In this approach the conceptual char-
acteristics of an artifact – the functions it has to perform 
and the requirements it has to fulfill – are specified sepa-
rately in an earlier stage. Actual implementations of these 
functions can then be added in later stages or changed 
without affecting the overall composition.  
A similar adapter approach – albeit with a different target 
and focus – was chosen for some aspects of the Informa-
tion Delivery Manual (IDM) effort, which is currently 
developed mainly by Jeffrey Wix and Kjetil Espedokken 
(see Wix (2005)). The IDM effort aims at establishing a 
commonly agreed methodology to specify and standard-
ize building industry related business processes and the 
information that has to be exchanged during these proc-
esses. The three main components to establish such a 
standard are workflow and information flow charting 
techniques called “Process Maps” (PM), informal yet 
structured descriptions of information I/O referred to as 
“Exchange Requirements” (ER) and a more technical 
aspect of information modeling that is in the focus of the 
work presented here: the “Functional Part” (FP). The lat-
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ter component aims at standardizing the concrete informa-
tion snippets that have to be handed over by software im-
plementations that support the methodology. Its most im-
portant aspect is to specify which is the bare minimal in-
formation that a software artifact has to provide as output 
or can expect as input and what optional additional data is 
to be expected. Practically this is achieved by formulating 
data schemas that constitute sub-models of the Industry 
Foundation Classes (IFC). A side aim of the creation of 
small model chunks is a reduction of complexity that the 
overall model brings which currently constitutes a severe 
entry threshold for software vendors.  
In our own research, the need of such formalized informa-
tion exchange interfaces between software entities differs 
from this business oriented perspective. Yet we believe 
that the work we have done to address these issues could 
be applied in the above mentioned context. Similar ap-
proaches based on graph-theory have been suggested ear-
lier by Luiten et al (1998) and the facilitation of Semantic 
Web technologies for the Product and Building Model 
sector receives increasing attention by various research 
works such as the InteliGrid (Turk et al 2004) and SWOP 
(Böhms et al 2007) projects. 
 
2.2 An approach based on distributed knowledge models 

A central idea in the approach we are proposing is the 
facilitation of rigid logical knowledge modeling method-
ologies for the description AEC information. Based on the 
fusion of two different families of information engineer-
ing – frame systems and description logic – the ongoing 
Semantic Web (SW) effort has led to the standardization 
of powerful methods and technologies to describe domain 
knowledge in a semantic machine-interpretable manner. 
The foundation of our suggested adaptation of these tech-
nologies for the AEC sector is the conversion of the 
commonly accepted standard to describe building infor-
mation, the IFC model, to a distributed knowledge model 
defined using SW technology. Despite the fact that its 
purpose and aim is the exchange of information between 
applications, we are convinced that its extensive descrip-
tion of much of the relevant information can serve as an 
excellent basis for a knowledge model that can be ex-
tended with project- and company specific information 
and rules. Early stages of this adaptation work have been 
covered in parts in Beetz, van Leeuwen and de Vries 
(2005) and Beetz et al. (2006). 
 
2.3 Distribution of schemas 

One of the most important aspects of this earlier work is 
that the generated OWL model is based on of the Re-
source Description Framework (RDF see Lassila and 
Swick (1998)). This framework (whose most prominent 
use today is the Really Simple Syndication (RSS) of web 
pages) allows the composition of large graphs from ob-
ject-predicate-subject triplets p(O,S) whereby each one of 
the three components is considered a resource which may 
reside anyplace that is identifiable by a URI. For the pur-
pose of maintaining large schemas and populations of 
them, as is necessary in BIM environments that deal with 
a multitude of specialized domain models, this has several 
advantages: Instead of having a single huge monolithic 

schema and several scattered extension snippets (as is the 
case with the normative Property Set (PSet) extensions) 
schemas can be consistently separated and assembled into 
thematic categories from the beginning onwards1. Al-
though language features exist for multi-schema con-
structs and their mapping in the “natural” schema lan-
guage of the IFCs – the STEP EXPRESS family – the 
support and use of these possibilities is limited at present. 
 
2.4 Distribution of instance populations 

The distributed nature of the underlying RDF framework 
is even more important when it comes to populations of 
schemas and the creation of partial model views from 
such populations. A very serious conceptual limitation of 
STEP part 21 populations is the fact that it is a simple 
ordered collection of individuals who’s only indexing and 
identification mechanism is an integer value that is unique 
only within a single population file. Secondly all attrib-
utes are order-dependent lists attached to the entity. The 
drawback of this efficient and concise serialization opti-
mized for minimal file sized is the work necessary to re-
solve the semantics. As for the IFC model, only a fraction 
of all information has an extra attached unique id that is 
valid in a global context across population file borders 
(the “GUID” STRING attribute of IfcRoot and its de-
scendants). In practice this means that modifications such 
as insertions or deletions to some parts of the overall 
population model are very likely to affect the order of all 
other entity instances and hence the ability to external 
information snippets to reference them. For the extraction 
and – more importantly – merging of partial model views 
this renders many consistency problems unsolvable with-
out cumbersome and error-prone extra bookkeeping. In 
RDF on the other hand, every component of a triplet 
p(O,S) has its own ID that is valid across system borders. 
This makes it possible to reference schema or population 
elements. For the concrete case of partial model views 
and the concept of Functional Parts this eliminates the 
necessity to replicate schemas and instances as is the cur-
rent practice in the IDM. 
 
 
3 DEFINITION, CREATION AND VALIDATION OF 

FPS WITH OWL/RDF GRAPHS 

3.1 A concrete example  

To illustrate our approach, the following simple example 
is considered: A Decision Support application requires 
some thermal transmittance U-values for windows of a 
building as input. To keep the example small and concise, 
a small FP “fp_thermalWindow” is constructed that is 
needed as the minimal required input for the application. 
In our overall collaboration framework, this decision sup-
port application is represented by a wrapper agent that 
facilitates the communication with other applications. 

 
1  In our implemented prototype we have used the domain sepa-

rations of the model as categorization for partial schemas that 
reside in separate xml namespaces in their own respective 
files such as ”ifckernel.owl”, “ifcsharedbuildingelments.owl” 
and “ifchvacdomain.owl” 



3.2 FP definition with RDF query languages 

 

The formulation of such FP by means of RDF can be ac-
complished in two general ways: 

- A self-contained replication or reformulation of all 
relevant entity definitions and their inheritance trees 
including the respective attributes as independent par-
tial schema that is completely decoupled from the 
original IFC model schema.  

- Compilation of references to the according entity and 
attribute definition in the corresponding model sche-
mas 

While technically feasible, the first approach - which is a 
direct adaptation of the current IDM approach - does not 
overcome the weaknesses with regard to semantic coher-
ence.  Figure 1. Partial view extraction of distributed RDF graphs and 

schemas. Cross-references between schema and population files 
or DBs are being carried over into the extracted submodel. 

The advantages that RDF brings in this regard over the 
traditional STEP/EXPRESS methods become apparent in 
the second approach: By pointing to the corresponding 
(distributed) schemas, an OWL/RDF - aware application 
‘knows’ the semantic definition of a window and its prop-
erties by pulling the defining triplets from the schema 
resources when their availability becomes necessary. 
Moreover, the actual expansion of the complete definition 
of the IFCWindow class is not necessary for simple op-
erations such as partial graph extraction, since the equal-
ity of the resource URIs (which function as UIDs) is a 
sufficient comparator for a processor to e.g. extract a 
“thermal windows” view from a large model. To look for 
and extract the relevant sub-graph we have to formulate a 
graph pattern to search in our original model. For the ex-
ample at hand, the required sub-graph can be formulated 
as a digraph 

 
For the concrete example we make use of the SPARQL 
‘CONSTRUCT’ feature, which allows the creation of 
new graphs. We extract a sub graph containing all win-
dows that have properties attached via IfcPropertySets of 
an original (distributed) model by 

2

)}),(),,(),,{(},,,,({ valpropproprelrelwinvalproprelwin nnnnnnnnnnG =  

with  
nwin= IfcWindow, nrel= IfcRelDefinesByProperties,  

This results in a partial graph depicted in Figure 2 that 
only contains the minimal information needed by the tar-
get application. At the same time, the graph carries 
provenance information by pointing to the corresponding 
schema elements and occurrences. 

nprop= IfcPropertySet, nval=IfcPropertySingleValue 
 
3.3 Partial model / view extraction  

Using the FP graph we formulated above, we can gener-
ate a small graph pattern matching query in one of the 
languages such as SPARQL, SeQRL, RQL, etc. for which 
some fast and efficient FOSS implementations exist and 
pull a fraction from a large model (which itself can be 
distributed over various locations) as illustrated in figure 
1 . Using graph query languages to operate on large mod-
els like average IFC models for theses simple tasks is less 
complex than the use of full-blown rule and reasoning 
engines (whose use we will illustrate later for the seman-
tic validation of our sub models). In cases where the stan-
dardized query operations do not suffice, many imple-
mentations allow the creation of domain specific exten-
sions. One of such useful extensions could be, e.g., the 
implementation of spatial operators such as currently 
worked on by Borrmann, van Treeck and Rank (2006) 

To keep the view consistent with the global model, the 
target application could re-evaluate the slot filler values 
by resolving the URIs. However, for this to work addi-
tional version management over time has to be done. Sev-
eral approaches for temporal logic and provenance data in 
RDF for the purpose of journaling and model consistency 
are introduced by Gutierrez et al (2005), Futrelle (2006), 
and Huang and Stuckenschmidt (2005). 
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2  Note that it is implied that inferred symmetric properties 

owl:inverseOf have been asserted into the graph beforehand. 
isDefinedBy in this case has to be explicitly added finding the 
symmetric closure on the RelatedObjects property that has the 
domain IfcRelDefinesByProperties class. 

 
 
 



 
Figure 2. Minimal partial graph extracted from model graph. 

3.4 Validation using reasoning under open world as-
sumptions 

A validity check for an FP for a window instance required 
for the above scenario can be formulated as Description 
Logic axioms (abbreviated): 

 
This construct can be read as :”A ThermalWindow is a 
window that has some related property definition which 
has some property by the name of ‘ThermalTransmit-
tance’and at least one value ‘NominalValue’ all of whose 
Unit types are ‘ThermalTransmittanceMeasures’ ”. It can 
be easily translated into concrete OWL syntax making 
‘fp_thermalWindow’ an owl:equivivalenClass for which 
generic ‘of-the-shelf’ reasoners can find instance occur-
rences within the extracted submodel. To enable a reason-
ing engine to successfully find entailments of these nested 
axioms and assert them into the graph, the definitions of 
all participating concepts have to be known. This adds an 
additional level of complexity on top of the simple que-
ries in the earlier extraction. While the simple queries are 
handled purely on the RDF graph layer, the semantic 
meaning of classes, their attributes and relations have to 
be known during the validation stage. During the inclu-
sion of the necessary sub schemas - which is a standard 
operation for many existing OWL/RDF processor imple-
mentations – the only obstacle is some extra bookkeeping 
to handle cyclic references. 
It might be considered a drawback that the Open World 
Assumption, which is the basis of all reasoning on OWL, 
does not allow us to extract all windows that do not have 
a ‘ThermalTransmittance’ value directly. In the Semantic 

Web world all information is considered incomplete 
(there might be some value for ThermalTransmittance 
that is not accessible in the current context) hence an an-
swer to the negation of the second part of the above axi-
oms returns ‘unknown’ rather than ‘false’. However, in a 
scenario where we would like to be able to detect these 
(e.g., in order to prompt the user to fill in the necessary 
missing values), we could simply iterate over all the win-
dows and mark those that have not been classified as 
fp_ThermalWindow for further processing (falling back 
to the level of conventional imperative programming). 
 
 
4 PROTOTYPE IMPLEMENTATION 

In a prototypical implementation of our system making 
use of FP formulated in RDF, we have created a GUI ap-
plication that supports developers to assemble FPs from 
the partial schemas of the ifcOWL model we have pre-
sented earlier. In a similar fashion like the tool that Lee et 
al (2006) have implemented for the support of the 
GTPPM method to generate STEP sub-models a devel-
oper is able to select classes from the IFCs and their at-
tributes to be included in the FP. A corresponding 
SPARQL graph pattern matching query is constructed, 
that is able to generate partial views from an ifcOWL file 
using a generic SPARQL processor such as the ARQ im-
plementation in the Jena framework. Together with the 
semantic validation formulated by the 
owl:equivalentClass axioms (which arguably require 
some careful manual work at present but might be auto-
mated to a certain degree in future) these queries form the 
basis of a thin agent layer that is wrapped around a Deci-
sion Support tool. A skeleton agent is generated from an 
existing generic template that takes care of the basic 
communication within a bigger society of agents. The 
‘specialization’ of the agent, its behavior and exchange of 
concrete and practical information is then specified on a 
pure content-centric meta-level. Not only can the agent 
state which input is required (fp_thermalWindows), it can 
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also ask a model managing service to create the partial 
models by handing over the generated extractor code and 
receiving the view in return. This not only spares a devel-
oper of such application from dealing with large popula-
tion models and unrelated schemas in small applications, 
it also saves a lot of unnecessary data traffic. 
 
 
5 DISSCUSSION  

The approach we have presented here has several advan-
tages for developers of specialized tools in the building 
sector. Dealing only with the relevant fractions of a large 
building model reduces the work that is necessary to deal 
with complex BIMs. The partial models generated with 
the method introduced can be treated on different levels: 
On a pure XML/RDF level it is quite easy to process the 
information generated with one of the many existing low-
level processors and extract information with XML 
Schema datatypes to map it against the internal model of 
an application. On the higher semantic level of OWL, rich 
and logic-based type information about the classes and 
their relations involved is available and can be combined 
with external ontologies and rules to create complex sys-
tems of small specialized applications.  
The use of the RDF-encoded OWL to describe distributed 
building models adds a layer of computational complexity 
that might be considered inefficient for those large por-
tions of a building model that describes geometry: For the 
storage and exchange of huge nested BREP and CSG 
structures semantic capabilities do not additional value as 
long as there are no specific algorithms to support logical 
reasoning on a geometric and topological level. However, 
we believe that in those regards that separate pure geome-
try-centric exchange models from BIMs enriched with 
meta-data attributing and specifying the components the 
addition of a logical level is very promising. Although the 
build-in distribution capabilities of the RDF stack do not 
solve all consistency issues ‘out-of-the-box’ we regard it 
as a promising starting point that can help to improve the 
use of BIMs in heterogeneous environments.  
It might be argued that the cognitive threshold the Seman-
tic Web stack introduces into BIM-centered operations 
even outweighs that of STEP/EXPRESS. We believe that 
the large amount of ongoing work in various research 
areas and industry fields that involves Semantic Web 
methods and technologies will make it easier to deal with 
this kind of information in the long run. We think that the 
availability of industry-scale and free tools (including 
persistency frameworks) is of great use to enable the up-
take of flexible, distributed and dynamic BIMs especially 
for small businesses and research institutions. 
 
 
6 CONCLUSIONS  

In this paper we have presented a novel method to create 
partial model views from RDF-encoded IFC models by 
using SPARQL queries. We have shown how semantic 
information of the underlying OWL models is preserved 
by references and how this method has significant consis-

tency advantages over traditional STEP/EXPRESS ap-
proaches. A validation method of the generated partial 
models has been outlined suggesting the use of available 
reasoning algorithms for the classification of model views 
as Functional Parts. We have argued that the use of theo-
rem proofing algorithms can serve as a rigid basis for the 
facilitation of distributed building information models in 
heterogeneous environments. We have described a proto-
typical implementation of a GUI tool that supports devel-
opers in creating queries for the extraction of Functional 
Part model views. We have outlined how the suggested 
approach can help to decrease the work necessary to inte-
grate specialized tools into heterogeneous BIM-centered 
collaboration settings.  
With regard to future work, we are especially interested to 
further investigate possibilities to semi-automize the crea-
tion of partial model validators with DL and rule systems. 
We are looking forward to apply our developments to 
real-world scenarios and to investigate possibilities for the 
integration into other frameworks such as developed in 
the InteliGrid project. 
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ABSTRACT: The goal of improving the quality and the maintenance of building products, and the will to integrate the 
sustainable development objectives led us to propose an original method based on the use and adaptation of the Failure 
Modes Effects and Criticality Analysis (FMEA). This method relies among others on ontology use. It facilitates the 
FMEA proceeding.  
This paper aims to introduce innovative software specifically developed to perform more easily FMEA on building 
components. This software takes advantages of a structured knowledge base and an inference rule engine that allow a 
complete and formal description of the product to be analysed and an exhaustive analysis of all failures (degradations) 
that may occur. 
KEYWORDS: FMEA, ontological approach, knowledge capitalisation, degradation analysis, construction product. 
 
 
1 INTRODUCTION  

In France, the deficiencies in building construction annu-
ally cost 7 billion euros. However, this context is not 
pushing to the use of innovative solutions. It is in the en-
ergy field that innovative products and systems are de-
signed as they allow to reach the objectives of reduced 
energy consumption in building. 
Moreover, the failure of a product is caused by a succes-
sion of degradations generated by different causes. This 
can explain the difficulty to forecast this pathology at the 
earliest stage of the design (AQC 2005). 
A more secured innovation is possible when an analysis 
such as the FMEA method is integrated in the early de-
sign stage. In fact, other scientific domains such as car 
industry and aeronautics are good proofs, but the critical-
ity is not the same in building. The FMEA is a method for 
improving quality. It should be conducted mostly in early 
phases of product development. It is a formalized, ana-
lytical method (Stockinger, 1989). Thus, it allows reduc-
ing the initial investment (in time and money) for build-
ing. 
In this paper, we introduce a tool aiming to improve the 
reliability and quality of innovative products by develop-
ing preventive actions of risk analysis and quality man-
agement at design and installation stages. 
The paper is organised as follows:  

- section 2 presents the adaptation of the FMEA method 
to a building product; 

- section 3 introduces the computer-assisted FMEA 
method in building product-based ontology; 

- section 4 presents software architecture to assist the 
FMEA method.  

2 THE FMEA METHOD FOR A BUILDING PROD-
UCT: EXAMPLE OF THE SOLAR PANEL 

The FMEA method is well-known and used in the indus-
try. It is a methodological tool which allows identifying 
and describing the failures scenarios for a given product 
or service. At the same time, this methodology identifies 
the causes of the failures and also allows evaluating their 
consequences. 
The FMEA method is applied to all phases of the consid-
ered product or service life cycle (e.g. from the design 
stage to the realisation, the exploitation or the use, the 
improvement or the validation).  
The implementation of the FMEA method is structured in 
three main phases: 

- A functional analysis phase formalising how the sys-
tem is running;  

- An analysis of the failure modes. This phase is subdi-
vided into three subtasks: 
• An analysis of the modes (Is the failure possible? 

Why has the failure appeared? What are the conse-
quences of this failure?); 

• An evaluation of the corresponding criticality;  
• A determination of the critical points for which cor-

rection actions must be performed;  
- An exploitation phase leading to develop preventive 

measures. 
The adaptation of the FMEA method to the characteristics 
of construction products requires some complements in 
the method, particularly by introducing one stage dedi-
cated to the implementation and one stage dedicated to 
the maintenance. Several studies have shown that it is 
possible to formalize a part of the expert knowledge (Lair 
& al 2002). This formalized knowledge can then be ex-



ploited thereafter by FMEA specialists. This formalisation 
has also shown that a greater exhaustiveness in the fore-
cast of the failures is possible and can be performed more 
easily and rapidly. 
Hence, in the specific case of construction products, 
FMEA is performed according to the main following 
stages: 
Stage 1: structural analysis  
In this stage, the structure of the considered product is 
described in its operating/production environment. It 
leads to the listing of the sub elements (components) that 
constitute the product, the interactions (interfaces) which 
can exist among these components, the materials that con-
stitute these components as well as the environmental 
elements which are in contact with the components. These 
elements, designated by Environmental Agents (AE), 
range from air and temperature to moisture or rodents… 
Some of these AE can be gathered into different sets 
which represent different typical environments. Each set 
is called “Environment”. 
The figure 1 wraps up this stage in the context of Solar 
Panel. The structural view of the solar panel (considered 
as the product) corresponds to the description of the as-
sembly of the different components it is made of. For in-
stance, the component n°1 is in liaison (interface) with the 
component n°7 and in contact with AE contained both in 
the external and internal environment. 
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Figure 1. From real product to semi structural view. 
 
Stage 2: functional analysis 
This stage is an exhaustive description of the functions 
that must be provided by the product. It consists in assign-
ing to each component the main and secondary functions 
it ensures. For instance, the primary function of a window 
could be “to be tight with the air” and the secondary func-
tion could be “to rigidify the structure”. 
Stage 3: migration of the environmental agents  
This stage consists in "placing the product in its real envi-
ronment”. The AE are applied to the component which 
they are in contact with. According to the permeability of 
these components and their fitting, these AE will be more 
or less able to migrate. They will go through some com-
ponents and be in contact with others. This stage requires 
the knowledge of the behaviour of each component or 
material for each considered AE. When no more migra-

tion of AE is possible, this stage is considered as finished. 
The product is then in a stable state. It is possible to 
know, for each component the list of AE which are in 
contact with it. 
Stage 4: searching for degradations  
According to the potentialities (possible degradation of a 
component pursuant to the possibilities of degradation: 
presence of an AE degrading a component/a product, in-
compatible contact of two components, etc), a list of pos-
sible degradations is drawn up. This stage strongly relies 
on expert knowledge for the considered product. It is in-
deed, necessary to know, for each component/materials, 
what are their physicochemical behaviours according to 
the influences they can be confronted by. 
Also, degradations can be caused by the combination of 
sources coming from the Environment of the product, the 
errors of Process, or Incompatibilities. Degradations re-
lated to the Process are obtained after analysis of constitu-
tive materials and/or the type of the component. Those 
related to the Environment are obtained after the algo-
rithm of migration of AE. Finally degradations caused by 
the Incompatibilities are obtained after the analysis of 
materials in contact with AE.  
Stage 5: selection and application of degradations  
One degradation is selected among the list obtained at the 
previous stage and applied to the considered components. 
The system is not any more under its initial conditions. 
The selected degraded component behaves now according 
to permeability rules (for the AE) and is no more ensuring 
its initial functions. 
The application of the degradation consists in migrating 
the AE according to the new capacities of the degraded 
component. It returns to stage 4. 

Structural Analysis

Functional Analysis

Migration of AE

Degradation Search

Degradation Excecution

structure description of the 
product in its environment

description of the functions 
which must be provided by 

the product

The AE are applied to the 
component with or which 

they are in contact

According to the 
potentialities a list of 

possible degradations is 
drawn up 

One degradation is 
selected among the list 
obtained at the previous 
stage and applied to the 
considered components.

 
Figure 2. Steps for FMEA applied to the construction products. 
 
In these stages, the efficiency of the method strongly re-
lies on the degree of precision of the information given by 
the user. Precision is also the most tedious side of the 
method. Consequently, we propose to lighten this tire-
some work by automating it. 
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3 COMPUTER-AIDED, FMEA-BASED ONTOLOGY 

The FMEA automation will provide guidance for the user 
when describing the structure of the product description. 
Product description will be based on an ontology provid-
ing predefined objects. The objectives of a “computer-
aided FMEA” are:  

- to achieve a better formalization/re-use of the generic 
products and phenomena;  

- to build and maintain a knowledge base on the various 
notions previously mentioned (AE, components, func-
tions, degradations, materials…)…  

For this purpose, we propose a guided framework which 
major concepts (from components to degradation) are pre-
defined in a structured knowledge base. This leads to 
elaborate an ontology, as a model of our knowledge base. 
The knowledge base is therefore modelled as an ontology. 
 
3.1 Contribution of ontology  

An ontology is a formal model which allows to express 
assertions in a structured manner and then make them 
"computable". It is also a representation of a system from 
a certain point of view. This representation is details con-
cepts from this system and the interactions or relations 
that may exist between these concepts (Gruber 1993). 
The first “exercise” consists in “conceptualising” a con-
struction product. This process leads to the definition of 
the following abstract "concepts" that could be reused for 
all construction products: 

- Product: The Product is the considered Construction 
product which will be analysed. It is a mechanic-
physico-chemical and geometrical fitting of Compo-
nents linked between them via Interfaces. 

- Component: A Component is a sub-element of the 
Product.  

- Interface: An Interface is an abstraction of the existing 
physical liaison between two Components. The inter-
faces are defined by their connection mode (stuck, 
screwed, embedded…).  

- Material: This notion indicates the chemical composi-
tion of the component (e.g. What is it made of) 

- AE (Environmental Agent): The Environmental 
Agents represent the “aggressions” that may come 
from the environment of the product and which may 
influence its behaviour, by degrading one or more of 
its components during its life cycle. The contacts be-
tween components and AE can be direct (coming di-
rectly from the description of the contact component-
medium) or indirect (coming from the migration of the 
AE in the product). 

- Environment: The environment gathers a set of AE 
which may influence on its behaviour during the 
product life cycle.  

- Function: The primary functions represent the essen-
tial characteristics for which the product or component 
has been chosen. For each couple (primary compo-
nent-function) of the product, the component supports 
also secondary functions which help the component to 
perform primary functions.  

- Degradation: Degradations can be separated into two 
categories: degradations related to the process and 
those related to the exploitation. The second category 
can be broken down into two subcategories: degrada-
tions related to the environment and those related to 
the other components (incompatibilities). 
• (Degradation) Process: Degradations related to the 

process are all degradations that may occur since the 
design phase until the beginning of the exploitation 
of the considered product. 

• (Degradation) Environment: Degradations related to 
the environment are caused by the climatic (e.g. wa-
ter, radiation…), biologic (e.g. bacteria, mush-
rooms…) factors and are forced (forced action of 
the wind, seism…). 

• (Degradation) Incompatibility: Degradations related 
to the incompatibilities are caused by the contacts 
between components. They can be of mechanical 
(e.g. dilation, wrenching, thermal shock…), chemi-
cal (e.g. chemical attacks, efflorescence…) or 
physical (e.g. overheating…) types. The incompati-
bilities are defined by the conditions and materials 
of incompatibilities. 

For instance, we can study a low emissive double glazing 
unit in its environment, from the point of view of its 
thermal properties or its efficiency. As soon as a model is 
set up, it is then possible to capitalize knowledge as in-
stances of this model, and this knowledge is completely 
structured. 
The examples of these instances are as follows: 
My component Frame is composed of material Alumini-
um. My component Frame has for function to be water-
tight. My Environment External is containing the envi-
ronmental agent Humidity, Gas, UV, rain, … The Envi-
ronment External is in contact with the component 
Frame… 
A set of instances is allowing the description of a product 
on which we want to perform the FMEA. (In the example 
shown before, the words in bold are concepts of the on-
tology, the ones in italic are the relations between these 
concepts and the ones underlined are the instances of the 
ontology). Figure 3 also displays the structure of the on-
tology. 
The instances describing the product make up a static 
base on which we have to identify the degradations ac-
cording to the information to be extracted (see explana-
tion on AE migration for example…). The study of the 
consequences of those degradations comes after. 
A computer aided FMEA allows, starting from this 
knowledge base, to build a specific instance correspond-
ing to the studied product. Then, the degradations mecha-
nisms/algorithms can be automatically applied, followed 
by the automatic propagation of the degradations.  
This reveals the necessity to develop an engine coupled 
with the static representation of the product, to be able to 
apply degradations and to propagate their effects on the 
product. It could be considered by taking into account the 
rules of propagation, the structure, and the composition of 
the product. 



 
Figure 3. FMEA of building products ontology (Talon 2006). 

The following figure synthesizes our approach of com-
puter aided FMEA: 

Figure 4. Suggested principal architecture for computer-aided 
FMEA.

 
3.2 Management of the knowledge base and its enrich-

ment by an expert knowledge  

The ontology presented in the previous paragraph repre-
sents the formal model of an expert knowledge base con-
taining suitable elements to carry out FMEA on a con-
struction product. This knowledge base could be enriched 
by various experts.  

To this purpose a dedicated interface has been developed 
(figure 5). This form allows an expert to describe the deg-
radation phenomena, in a user-friendly way. Behind the 
form, the description is translated into a formal assertion. 

 

Causes of the 
phenomena are 
indicated (from
existing lists)

Consequences are 
mentionned (loss of 

function) 

Degradation is
chosen from an 

existing list

 
Figure 5. Dedicated form to enrich the knowledge base. 
 
From a technical point of view, the ontology and the 
knowledge base have been initially written using the 
freeware Protégé editor (Genari et al 2002). The chosen 
language is OWL and the assertions concerning the de-
gradations are expressed in Description Logic (DL). 
On the other hand the ontology and the knowledge base 
are specifically designed to perform FMEA. With this 
intention we associate to the ontology an FMEA software 
in order to accumulate information on material and com-
ponents.
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4 MODEL DRIVEN APPROACH AS A WAY OF 
STRUCTURING FMEA SOFTWARE DEVELOP-
MENT 

The FMEA software allows the FMEA user to perform a 
structural and functional analysis and thus to describe the 
analysed product in its environment with a graphical in-
terface. Thus, we could, for instance, specify the type of a 
component (e.g. frame, beam, film, joint…), its functions, 
(e.g. water tightness, mechanical resistance…), constitu-
tive materials, relations and interfaces between compo-
nents (e.g. glued, screwed…), environmental agents con-
stitutive of the environment etc.  
Hence, we propose a FMEA software implementation 
according to three tiers architecture in order to distinguish 
presentation, business and data layers. This also provides 
a good flexibility for further enhancements and allows a 
maximum maintainability of the code (figure 6). 

 
Figure 6. Three Tier architecture. 

With this intention, we adopt a model driven approach 
(Blanc 2005). It allows centralizing maximum of informa-
tion in UML model (Figure 7) and generating a business 
and persistence layers. For this purpose, we use An-
droMDA framework, for back-end and Graphic User In-
terface generating from the model. This GUI is developed 
with Spring RCP framework (figure 8).  

Figure 7. GUI for FMEA software. 

 
On the other hand, and in order to assist the FMEA users 
in information impound, we link the FMEA software to 
FMEA ontology framework via the Application Pro-
gramme Interface JENA.  
Data access is achieved with the help of the Hibernate 
Framework. The data are stored in a MySQL database for 
further reuse (Figure 9). 
 

 
Figure 8. FMEA software model - UML formalism. 
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Figure 9. FMEA data access. 
 
 
5 CONCLUSION  

The results obtained with the FMEA software were prom-
ising enough to lead us to: 

- Start the development of a more elaborate software 
based on a UML model. 

- Start capitalizing degradations information compatible 
with the format proposed by the model, in order to be 
able to reuse the information for the study to come. It 
is the knowledge base of our software and it can be 

updated before every study according to the informa-
tion we have on the component or material. 

This means that from now on, every study allows the next 
study to gain efficiency and speed. It is a good reason to 
continue to use FMEA to design new building products; 
all the information collected during the analysis will be 
reused, and will contribute to the enrichment of a knowl-
edge base which is the heart of this tool. But there are still 
areas that need further research. For instance, we do be-
lieve that a bridge should be set up between our tool and 
the Industrial Foundation Classes (IFC). This will enable 
the direct reuse of complex product description. 
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ABSTRACT: This paper gives an overview of a formal ontological approach of conformance models for regulations in 
Construction aiming at answering the research question: “is an IFC-represented building project compliant to a set of 
construction rules?” The study analyses three key subtasks: (i) transformation of the IFC of the construction project; 
(ii) regulations formalisation; (iii) conformance checking reasoning. While analysing the IFC model redundancy and/or 
insufficiency for conformance checking reasoning, we suggest an intermediate RDF-based model, semantically en-
riched and regulation-oriented. The regulation formalisation is studied under two viewpoints: the formalisation of pa-
per-based regulation texts to be automatically used in reasoning and the development of the representation of ontology-
based regulations. The construction rules are represented as a set of rules which premise and conclusion are RDF 
graphs. The conformance checking starts from the alignment of the construction project ontologies to the prem-
ise/conclusion ontologies of the construction rule. Then, the checking in construction is seen as reasoning in terms of 
the corresponding RDF graphs. The paper concludes with a preliminary conceptual framework based on Semantic Web 
technologies modeling the conformance checking problem, as well as the technical solutions for its implementation. The 
respective architecture and future challenges of the work are also discussed. 
KEYWORDS: conformance checking, ontologies in construction, e-regulations, construction project conformance to 
regulations, semantic web in construction. 
 
 
1 INTRODUCTION 

Today, the construction industry is a major user of in-
creasingly complex rules and regulations affecting prod-
ucts, components and project execution which play an 
important role in the security and quality guarantee of a 
building, its exploitation characteristics and environ-
mental compatibility features.  
Current representations of regulations are mostly paper-
based (texts with diagrams, tables and plans) and require 
a total human interpretation in order to make them (i) 
accessible electronically; (ii) structured and understand-
able by machines; (iii) represented in a standard format 
and interoperable (Lima et al. 2006). Therefore, it reveals 
clear that an expert’s knowledge turns out to be a neces-
sary component to apply them on practice, as well as to 
use them in other automated elaboration and validation 
operations. Under the initiative of eGovernments, multi-
ple studies on implementing electronic regulation services 
are conducted: OntoGov, INTELCITIES, TERREGOV 
project, QUALEG 2005, e-POWER, ISTforCE, to men-
tion but a few. 
The construction products (e.g. public buildings, roads, 
private houses) can be represented using the IFC1 format. 
The IFC data model is an object oriented file format with 

 

                                                

1  The Industry Foundation Classes 

a data model developed by the IAI2 to facilitate 
interoperability in the building industry, and is a 
commonly used format for Building Information 
Modeling (BIM)3 that captures information about all 
aspects of a building throughout its lifecycle. Because of 
its focus on ease of interoperability between different 
software platforms the use of IFC format is compulsory 
for publicly aided building projects. In the regard of the 
conformance checking in construction, there are two dif-
ferent but complementary perspectives to be taken into 
account. Firstly, only the necessary information for con-
formance checking process should be extracted from the 
IFC and added to a simplified intermediary format. From 
the other viewpoint, the complexity of the conformance 
checking problem requires semantically rich data con-
cerning a construction project. We argue the role of Se-
mantic Web mechanisms facilitating the integration of the 
“extern” related construction information into the IFC-
based intermediary model used for reasoning. 
The main objective of this research is the development of 
the conformance-checking model answering the question: 
“How compliant is the IFC-based project to a set of con-
struction rules?” In this paper, we discuss our contribution 

 
2  International Alliance for Interoperability, http://www.iai-

international.org/
3  http://www.iai-

international.org/Model/IFC(ifcXML)Specs.html 

http://www.iai-international.org/
http://www.iai-international.org/
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to an innovative work to continue progress in this direc-
tion and propose our solution of modelling of the check-
ing process. In order to do this, we introduce a formal 
ontological approach to model the conformance checking 
of a construction project to construction regulations which 
are represented through RDF-based ontologies and the 
reasoning in terms of conceptual graphs. 
The paper is organised as follows. The analysis of the 
conformance-checking problem in construction is pro-
vided in the section 2. The section 3 introduces the 
knowledge representation of the construction project and 
the construction rules. The development of the ontologi-
cal representation of the construction project which is 
aligned to the regulation ontology is discussed in the sec-
tion 4. The section 5 makes parallel between the confor-
mance checking in construction and the reasoning in 
terms of graphs by the homomorphism of two conceptual 
graphs. The section 6 discusses the implementation of our 
research and provides the general framework of confor-
mance-checking system. In conclusion, we present the 
ongoing works and the challenges of the research. 
 
 
2 ANALYSIS OF THE CONFORMANCE-CHECKING 

PROBLEM IN CONSTRUCTION 

Nowadays, the importance of conformance checking 
problem in construction is proved by multiple studies 
throughout the world:  

- The Singapore ePlanChecking system, a major appli-
cation of expert systems technology that automates the 
checking of many hundreds of building, fire, civil de-
fence, disability access, water use, food hygiene and 
other regulations for government agencies through the 
integration of expert knowledge in conformance 
checking and computer-aided design (CAD); 

- The Norwegian Byggsok system aiming publishing the 
information required to prepare zoning plan or build-
ing applications. That provides a basis for communi-
cation between developers and local Government and 
registers applications for development and construc-
tion; 

The vision moving these works inspires our research on 
the conformance checking modelling in construction. We 
analyse it from three main viewpoints: (i) Can we use the 
existing IFC model for reasoning? (ii) How the construc-
tion regulations can be integrated to the conformance 
checking process? (iii) Which reasoning formalisms can 
be implemented (graphs, FOL4, DLP5, etc.)? The answers 
to these questions point to three main research problems: 
(i) the transformation of the IFC model to the intermedi-
ary model that is semantically richer and regulation-
oriented; (ii) the ontological representation of the con-
struction rules; (iii) the reasoning if this intermediary 
model is compliant to a set of ontologically represented 
construction rules. The development of the efficient rea-
soning algorithms depends on the computational com-
pleteness and expressiveness of the regulation knowledge 
base, as well as on the characteristics of the IFC-based 

 
                                                4  FOL: First Order Logics 

5  DLP: Description Logic Programming 

intermediary model of the construction project. We take 
these criteria into consideration while analysing the rea-
soning formalisms, as they could turn out contradictory 
(good decidability corresponds to poor expressiveness 
and vice versa).  
Our work therefore comes within the scope of this double 
trend: we intend to develop a checking system manipulat-
ing the semantics of non-formalised construction knowl-
edge and make it available on the web. The development 
of the corresponding system is based on the ontological 
approach of the knowledge representation and the reason-
ing in terms of the RDF model implemented thanks to the 
Semantic Web standards (XML/S, RDF/S, OWL). 
Aiming at answering three key problems of the confor-
mance checking in construction, a checking reasoning 
system should project the regulatory environment into 
simple Web-based applications facilitating the process of 
conformance checking. It enables the end users to check 
their IFC-represented construction project to a set of con-
struction rules (environmental, accessibility regulations, 
etc.). Constantly developed and modified by national and 
international regulation bodies, the construction regula-
tions are available in the Internet. However, because of 
their complexity, they cannot be formalised directly with-
out human interpretation. Therefore, the semantic enrich-
ment of regulations is a necessary step before adding 
them into a rule-based regulation system. The results of 
the process are to be communicated in a verification re-
port, listing non-verified rules together with offending 
items in the project. Moreover, during the checking proc-
ess, the premise and conclusion parts of checked rules are 
validated by a domain expert, so they could be added to 
the conformance checking rule ontology that enriches the 
regulation knowledge base. This base should be accessi-
ble for a user so that s/he can easily interrogate it via web-
based services and define a set of construction rules to 
check. In this user-oriented architecture, the complexity 
of the system is hidden due to Web-based services and 
applications giving access only to the interface, but not to 
the structure of reasoning algorithms. 
 
 
3 KNOWLEDGE REPRESENTATION 

3.1 Model-based representation of construction projects 

The construction projects are represented and exchanged 
in IFC, the open object-oriented international standard for 
building information interoperability. The IFC model is 
intended to support interoperability across the individual, 
discipline-specific applications that are used to design, 
construct, and operate buildings by capturing information 
about all aspects of a building throughout its lifecycle6. 
We should note that in architectural practices, the use of 
IFC format is still rare in the early stages of design. The 
architects prefer to work with various documents, sche-
mas and plans and to transform them into the IFC format 
later, if necessary. However, the IFC model is now sup-
ported by most of the major CAD vendors as well as by 

 
6  http://www.aecbytes.com/feature/2004/IFCmodel.html 
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many downstream analysis applications which possess 
necessary plug-ins for IFC generation (e.g. ArchiCAD). 
Generally speaking, the IFC model allows the XML rep-
resentation or can be automatically generated from an 
EXPRESS schema via BLIS-XML7, a methodology for 
encoding EXPRESS-based information in XML format. 
That’s why; we suppose that each construction project has 
its representation in the IFC model in the XML format 
(ifcXML8): that is well defined and efficient for informa-
tion exchange.  
However, the complexity of the building information flow 
sometimes leads to failure of the IFC model to describe a 
construction project that is semantically richer than XML 
could provide. Multiple researches aiming the standardi-
sation of construction project representation and exchange 
are recently held under the ontological viewpoint:  

- the International Framework for Dictionaries, (Bell & 
Bjorkhaug 2006), a standardised library of semantic 
descriptions of the IFC terms. It is the base for the 
construction of the global buildingSMART ontology 
that can be detailed to a particular project;  

- the analysis of the evolution of the IFC standard 
guided by the needs of the ifcXML interoperability 
and the ontology representation (Aranda-Mena & 
Wakefield 2006);  

- the bcXML9 initiative of the development of the XML 
vocabulary for construction needs. 

Guided by the needs to increase the semantics of the rep-
resentation of a construction project, we suggest repre-
senting the construction project in RDF, the standard lan-
guage of the Web above XML which graph model is 
rather expressive to apply the reasoning formalisms. A 
powerful knowledge representation tool, RDF is also a 
powerful visual formalism, so it does not require am addi-
tional interface. It allows representing different types of 
knowledge (e.g. ontological and factual) in graph reason-
ing which is based on graph homomorphism. 
In a formal way, the RDF-structured document is a set of 
triples {subject, object, predicate} where each element is 
identified. The RDF representation structures the non-
structured documents as nodes and organises them in 
graphs by annotating them and proposing the graph repre-
sentation interface. The subject of each triple is URI or an 
anonym node, the predicate is URI and the object can be 
URI, a literal or an anonym node. A triple itself corre-
sponds to the oriented arc, which label is the predicate, 
the source node is the subject and the end node is the ob-
ject. According to this representation, a RDF document 
corresponds to a labelled oriented multi graph. By choos-
ing the RDF formalism for modelling the construction 
project, we thus obtain the hierarchical structure for the 
representation while keeping the expressiveness for the 
reasoning. 
The RDF-representation of the project can be achieved 
semi-automatically from its ifcXML by extracting the 
RDF triples from the class diagrams corresponding to the 
IFC entities. This extraction is based on the hierarchy of 
IFC classes, IFC objects (the instances of IfcObject and 

 
7  http://www.blis-project.org/BLIS_XML/ 
8  http://www.iai-international.org/IFCXML/ 
9  http://www.econstruct.org/ 

its sub classes), IFC properties (the instances of IfcProp-
erty and its sub classes) and the relations between these 
classes. The classes and their instances could be inter-
preted as subject and object of RDF triples, and the rela-
tions between them could be seen as properties of RDF 
triples. Such extraction is achieved by the XSLT trans-
formation of the ifcXML representation of the construc-
tion project into RDF. This RDF description is then ana-
lysed by a domain expert who validates the representa-
tion. An expert can also enrich the project description 
with the additional knowledge from his own experience 
(e.g. calculating the “passing width” concept from the 
parameters of the door and adding this concept to the con-
struction project description). 
 
3.2 Representation of construction rules 

The code dissemination by administrations or organisa-
tions of regulation is still mostly paper-based (texts, dia-
grams and tables), even if the electronic form becomes 
more frequent nowadays, thanks to the Internet (Lima et 
al. 2006). Even if the special tools are used for the dis-
semination of regulations, there is no real assistance for 
the usage of these documents. Besides, they are some-
times not so easy to be found and understood with their 
correct meaning. In order to become operable, the regula-
tions need a human interpretation of some background 
knowledge implicit in the annotations according to the 
knowledge base of a construction practitioner. The prob-
lem of ‘digitalising’ the regulations consists of two as-
pects: the text conversion (from PDF- et HTML-format 
into XML) and semantic enrichment of converted docu-
ments (which also includes the information ‘lost’ during 
the text conversion). 
The transformation of the ‘text’ regulations into XML is 
based on the knowledge extraction methods: (i) by ana-
lysing the hierarchical structure of the documents and by 
adding new tags (Kerrigan 2005); (ii) natural language 
analysis (Nédellec and Nazarenko 2005); (iii) linguistic 
extractions (Amardeilh & al. 2006), etc. These transfor-
mations are characterised by the significant lost of infor-
mation. The expert support is thus necessary before ma-
chines could use the regulations. The next phase consists 
in the semantic enrichment of the XML data by “meta” 
tags (Kerrigan 2005) in order to integrate tacit knowledge 
into the regulations. 
It is important to note that nowadays the dissemination of 
e-regulations becomes more frequent thanks to the im-
plementation of eGovernment strategies, which simplify 
the access to, and the automatic treatment of the regula-
tions.  
The ongoing research in the sphere is concentrated on the 
semantic enrichment of the regulations by modelling them 
by more expressive formalisms. As example, we can 
name the following projects:  

- Methodologies and tools to support enabling Local 
Governments to manage their policies in a transparent 
and trusted way, carried out by the QUALEG project 
(QUALEG 2005);  

- The development of a knowledge management solu-
tion via methods/tools that help to improve the quality 
of legislation, conducted by the e-POWER (European 
Program for an Ontology based Working Environment 



for Regulations and Legislation) project. Of particular 
relevance to this work is their method for converting 
legislation/regulation into formal models (Van Engers 
et al. 2000); 

- MetaLex10, an open format and a generic and extensi-
ble framework for the XML and RDF encoding of the 
structure and contents of legal documents. It is based 
on the XSLT-based transformation into RDF and 
OWL.  

- Another research on creating standards for the elec-
tronic exchange of legal data is carried out by the col-
laborative work of LegalXML.org11 and OASIS pro-
ject that form a global consortium driving the devel-
opment, convergence and adoption of e-business stan-
dards. OASIS also manages XML.org focusing on 
XML developments for eGovernment. The particular 
interest represents the collaboration partners of The 
OASIS LegalXML: ebXML (Electronic Business 
XML), e-Gov, and OASIS’s Universal Business Lan-
guage (UBL) and Digital Signature Services (DSS). 

- The CONNIE project under eContent initiative which 
aims at regulation knowledge base development by 
OWL-modelling of regulations (Cerovsek & al 2006). 

Inspired by these works of the semantic enrichment of the 
XML-represented regulations, we suggest representing 
them as ontologies and to use RDF formalism for model-
ling. This helps to transform all regulations into common 
format that is independent from the initial representation 
(paper, XML or RDF/OWL). We can then consider that 
all regulations have the ontology representation and are 
modelled by a set of rules which premise and conclusion 
are RDF graphs linked by a causal rule ‘if-then’ (see Fig-
ure 1). 

 
Figure 1. Scheme of the Construction Rules Modelling. 
 
The first sub graph describes the premise of the rule ‘if 
A’, the second – the conclusion ‘then B’. The rule ex-
plains how the knowledge B can be added to the system 
containing A (Baget, Mugnier 2002), (Corby et al. 2006). 
To illustrate this idea, let’s take the definition of the 
minimum door in French construction regulation base 
(Arrêté du 24 décembre 1980 modifié, article 2)  
A = graph describing « La largeur minimum des portes 
est de 0,90 mètre » ; 
B = graph defining « Porte Conforme »  
The definition of the door is given in a standard causal 
form ‘if A, then B’ 
We underline that the linguistic extraction and lexical 
analysis of the rules semantics are not the key points of 
our research. Therefore, in the context of this work, we 
describe only the main aspects of this extraction and rule 
formalisation, in order to show how the RDF representa-
tions of the construction rules could be achieved.  
First, the domain expert analyses the texts of construction 
rules and decomposes them into simple atomic rules, 
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10  http://www.metalex.nl 
11  http://legalxml.org/about/index.shtm  

which are represented in the “premise-conclusion” (if-
then) form. Each part of the atomic rule is formalized 
separately. In order to do that, the expert uses the IFC 
library for the description of the knowledge of the rule. 
This phase mainly relies on the identification and syntac-
tic comparison of the concepts in the text of the rule to 
their IFC equivalents. As the result, the expert reformu-
lates the construction rule in the terms of the IFC-based 
tag dictionary that allows representing it in the ifcXML 
format. The RDF graph of each part of the rule is then 
achieved by XSLT transformation of its ifcXML repre-
sentation.  
The construction rule is therefore formalised by two RDF 
graphs: the premise and conclusion graphs of the regula-
tion. 
 
 
4 DEVELOPMENT OF THE CONSTRUCTION PRO-

JECT REPRESENTATION “ALIGNED” TO THE 
REGULATION ONTOLOGY 

We have chosen the RDF model as the common represen-
tation of both types of construction data: the construction 
project and the construction rule. The research problem is 
now concentrated on the ontology alignment of the corre-
sponding models: the concepts of the construction project 
could be different and non comparable to those of the 
construction rule. 
It is important to underline the fact that the “development 
of the representation aligned to” is not used in its classic 
meaning of ontology alignment. We don’t align two exist-
ing ontologies, as the ontology corresponding to the con-
struction project is not developed yet. So, we also need to 
construct in the way that it is aligned to the regulation 
ontology – the alignment of the ontologies is done at the 
same time one of them is created. It means that the ontol-
ogy alignment problem is substituted by the development 
of the ontology on the base of IFC representation trans-
formed to the RDF model of the construction project. In 
order to reduce the problem complexity, we extract an 
intermediary RDF-based model which is oriented con-
formance checking. 
The development of the aligned ontology is based on the 
“classic” alignment algorithms, which estimate the simi-
larity value between the entities of the compared ontolo-
gies (concepts, properties, instances, etc.). The similarity 
values are calculated between the entities of the nodes of 
the RDF graphs representing the construction project and 
the rule. In order to deduce the similarity between the 
entities of two RDF/S representations, the RDF(S) char-
acteristics are analysed (see Figure 2). The similarity 
value is calculated in two parts: the linguistic one (e.g. the 
name, the label, the description of the entity) and the 
structural one (e.g. the “place” of the entity in the RDF 
graph, the relations between entities). In the paper, we do 
not discuss the technical details of the modified similarity 
value algorithms: they are explained in (Bach 2006). Only 
the nodes with high similarity value could be added to the 
construction project ontology.  



 
Figure 2. Similarity value between entities of RDF/S graphs. 
 
In the context of conformance checking reasoning, we are 
more interested in the scenarios of their implementation. 
The algorithms are applied to the concepts of the regula-
tion rules and to the concepts of the construction project. 
The similarity value is deduced by analysing the hierar-
chical structure of classes and the properties between 
them. If the similarity value between the corresponding 
RDF is rather high, it means that these classes can be 
compared in the context of conformance checking. We 
can also note that they are semantically aligned to the 
concepts of the regulation ontology.  
In a case of low similarity value (insufficient or non for-
malised information in the initial models, transformation 
lost, impossibility to treat automatically some tacit 
knowledge), the system informs the user that the rules are 
‘not applicable’: there are no nodes in the construction 
project graph that are semantically equivalent to the regu-
lation nodes. The user should enter the missing informa-
tion: (i) to add the information on the construction pro-
ject; (ii) to precise the semantics (e.g. the quantity dimen-
sions of the ‘accessible route’); (iii) to delete this node 
from the regulation ontology if it is not really used for 
conformance checking (e.g. in the case when the rule op-
erates indicates the information which it never uses in 
practice for the conformance checking). 
The results of this iterative process are as follows: (i) 
aligned concepts (of the construction project and those 
corresponding to the premise and the conclusion of the 
rule); (ii) identification of the construction rule that is not 
applicable because of the information insufficiency even 
after the expert interpretation; (iii) identification of the 
construction rule that is not applicable because of the 
impossibility to align the ontologies by the implemented 
algorithms. 
 
 
5 CONFORMANCE CHECKING REASONING 

The process of conformance checking in construction can 
be seen as the reasoning in terms of the graphs of con-
struction project compared to the graphs of premise of the 
rule and its conclusion. 
To start, we must underline that the majority of rules can-
not be checked. This conclusion is based on the estima-
tion of the ‘checkable’ rules, one of the results of the IST-

forCE12 project held by the CSTB. In the scope of this 
project, an on-line Web based service offering an auto-
mated checking tool for projects was developed. The tool 
has two types of entering data: a construction project 
(given by a client) and current accessibility regulation 
knowledge base (that is in free access and dynamically 
uploaded). According to this estimation, the checking of 
the construction rules could be: 

- Full checking 21%: the rule can be checked entirely  
• full checking corresponds to geometrical checking 

of the building entities (comparison of the corre-
sponding parameters) 
Ex: La largeur minimum des portes est de 0,90 
mètre. (Arrêté du 24 septembre 1980 modifié, art.2). 
IFC data: Type of the door: IfcDoor (Generic Type); 
Width is calculated by using: IfcDoor (TypeDefini-
tions), IfcPropertyTypeDef (SharedProperties), etc. 

• relatively simple calculating of accessibility ways. 
The information is provided by the IFC model, the 
CAD tools and is formalised to be treated by ma-
chines 
Ex: Les paliers de repos doivent être horizontaux 
(Arrêté du 24 septembre 1980 modifié, art.2).  
IFC data: Type of the room: IfcSpace (Generic 
Type). The corresponding dimensions can be calcu-
lated by using: IfcSpace (ProductShape), IfcPro-
ductShape (ShapeRepresentations), etc. 

- Partial checking 6%: the rule can be checked only 
partially 

- The lack of information in the IFC model 
• The lack of information in the IFC model 
• The lost of information or impossibility to formalise 

some tacit knowledge by the CAD tools 
Ex: Le cheminement horizontal (ou par rampe) est 
obligatoire de l’ascenseur aux logements dans les 
étages des bâtiments avec ascenseur (Circulaire n° 
82-81 du 4 octobre 1982, art.1.1.1). 
This rule could be checked only if other rules of this 
article are full checked, so that we can take into 
consideration the results of the checking.  

- Not checkable 72% 
• The IFC model does not provide the necessary in-

formation 
Ex: Bord d’évier : hauteur maximale 85 cm (NF P 
91-201, juillet 1978, art. 4.2.2).  
This rule is to be applied to a kitchen (‘cuisine’) of a 
special type ‘locaux de service’. How can a kitchen 
be classified in a standard way?  

• There is no standardised solutions of the classifica-
tion or interpretation of the information 
Ex: Le cabinet d’aisances et le lavabo accessibles 
aux personnes handicapées doivent être desservis 
par un cheminement praticable (Arrêté du 27 juin 
1994, art.6).  
Semantic poverty: How make the term ‘chemine-
ment praticable’ understandable by machines? This 
rule also speaks on the equipment absent in the IFC 

The objective and principles of realisation of the IST-
forCE project perfectly correspond to those of our re-
search. However, the ISTforCE project aims at checking 

                                                 
12  IST-1999-11508 ISTforCE: Intelligent Services and Tools for 

Concurrent Engineering 
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only one type of conformance: accessibility –, therefore, 
the corresponding RDF model is extracted according to 
predefined accessibility characteristics of the building. 
Besides, the accessibility checking is largely defined by 
geometrical checking of building entities or by calculating 
the routes (Han 2000), (Lau et al. 2006), that are also de-
fined by physical parameters of the construction project. 
Being a partial case of the whole problem domain, the 
accessibility checking results cannot be generalised to 
conformance checking results. The predefinition of the 
entities to be included to the RDF model significantly 
decreases the complexity of reasoning. In general case, 
the IFC parameters to be included are not defined before 
identifying the set of construction rules, which is chosen 
by the user.  
We use this classification to study different cases of rea-
soning in terms of RDF graphs representing the construc-
tion project as well as the premise and the conclusion of 
the rule. Our reasoning is based on the conclusion of 
(Berners-Lee 2001) concerning the similarity between the 
graphs RDF and the conceptual graphs for the problem of 
conformance checking in construction.  
The conceptual graphs represent a logic system based on 
the existential graphs and semantic networks and take 
advantages of both formalisms: the graphic representation 
and the expressiveness and decidability characteristics of 
the logics (Sowa 1999). The implementation of the con-
ceptual graphs to the conformance checking in construc-
tion also makes possible the application of the theoretical 
results of this theory to this applied research problem. 
The RDF graph of the construction project forms the basis 
of its conceptual graph. The construction rule, as we have 
already shown, consists of two parts: the premise and the 
conclusion. It means that it is modelled by a triple: two 
conceptual sub graphs and a causal rule “if-then”.  
The reasoning results with the homomorphism of the 
graphs (projection) which semantics is given in terms of 
the positive, conjunctive and existential First Order Lo-
gics (Baget, Mugnier 2002). In the context of knowledge 
acquisition, the existence of the projection from the con-
ceptual graph Q to the conceptual graph G means that the 
knowledge represented by Q could be deduced from the 
knowledge represented by G.  
The compliance checking in construction is held in terms 
of conceptual graphs projection: 
A construction rule can be applied to a project if there is a 
projection from the graph of its premise to the graph of a 
construction project. 
A construction project is compliant to the rule if the con-
clusion graph could be projected to the graph of a con-
struction project. 
Actually, in some cases, the projection could be partial 
(while taking into account the semantic closeness of the 
concepts), and so the system should explain the reasons of 
these results. The further reasoning is done with regards 
of the partial projection.  
It is important to note that we do not need to analyze the 
projection from the conclusion graph to the graph of the 
construction project if this rule is not applied (the prem-
ise-graph of the corresponding rule is not projected). 
Therefore, we can reduce the number of projections to 

study. The compliancy is checked for those rules, which 
are applied.  
The correspondence between the conformance-checking 
problem and the homomorphism of the graphs (Baget 
2005) is also important for the estimation of the complex-
ity of the conformance-checking problem (as the com-
plexity of the RDF implication is NP-complete). In order 
to reduce the complexity, we can study particular cases of 
the representation graphs, which correspond to the poly-
nomial complexity of the RDF implication (e.g. when the 
corresponding graphs are trees (Mugnier, Chein 1993)).  
The ongoing research is devoted to the analysis of the 
complexity of the defined problems, as well as on the 
interpretation of the theoretical results in the context of 
the conformance-checking problem in construction. 
 
 
6 IMPLEMENTATION: GENERAL FRAMEWORK 

OF THE CONFORMANCE CHECKING SYSTEM 

The conformance checking process is supposed to be 
supported as much automatically as possible. It means 
that three key processes: (i) the transformation of the IFC 
model to the intermediary semantically rich model; (ii) 
the ontological representation of the construction rules; 
(iii) the reasoning if this intermediary model is compliant 
to a set of ontologically represented construction rules – 
are taken into account in the system functionalities. The 
process is schematically described in the Figure 3. 
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Figure 3. Scheme of the Conformance Checking process. 
 
In its Authoring Environment, the system enables users to 
access “digital” regulations concerning the regulation 
subject they choose. In order to be presented in the struc-
tured format and to make a basis for a regulation envi-
ronment to reason in, the regulations are extracted from 
the regulation documents (text-to-XML conversion, lan-
guage processing), represented as RDF graphs and fed 
into a rule-based ontological system. The regulation for-
malisation and the meta annotation of the construction 
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rules (e.g. by “meta” tags) is also made in the Authoring 
Environment.  
Conformance checking reasoning makes the heart of the 
Submission Environment that operates different RDF/S 
representations: those of construction regulations, the 
construction rules, and the construction project. The con-
formance checking mechanisms are applied to the RDF 
graphs of premise and conclusion of the rule and the RDF 
of the construction project aligned to this rule. The valida-
tion of the construction rule is held in terms of graph pro-
jection. The existence of the projection means the appli-
cability of the rule to the project (projection from the 
premise graph to the project graph) or the conformity 
(projection from the conclusion graph to the project 
graph). In the case of non-projection, the system analyses 
the non-projection reasons (non applicability or non con-
formity, impossibility to project because of the absence of 
construction project information).  
The results (compliancy or “projection failure” report) 
received at the Submission Environment are sent to the 
Viewing Environment that provides the necessary tools in 
order to facilitate the use of the system. The report details 
the source of the problem and the rule to which the pro-
ject is not compliant. Therefore, the user could easily (1) 
find the corresponding regulation thanks to the meta-
annotation of the rule base, (2) identify the problem of 
non-conformity and/or (3) add the missing information 
that makes the projection impossible and restart the 
checking process. This is supposed to be done through a 
set of Web-based services and interfaces that allow the 
user to use a set of construction rules to check his/her 
construction project while hiding the complexity of the 
system. Some of the functionalities – multilingual sup-
port, indexing, search and helping wizard – that could be 
realised thanks to the ontological approach of the system 
are also provided here. 
 
 
7 CONCLUSION 

In this paper, we have presented the conformance-
checking problem in construction and the modelling of it 
by a formal ontological approach that allows reasoning 
while taking into consideration the semantics of the con-
struction data. Our research is focused on the generating 
of graph representation of the construction information 
(project and rules) and on the conformity reasoning in 
terms of graph projection. The analysis of these problems 
is based on a state of the art in corresponding domains 
and their results are interpreted in the context of the con-
formance checking in construction. 
The research problem is decomposed into two sub tasks: 
the development of the representation aligned to the regu-
lation ontology and the reasoning in terms of the aligned 
ontologies. The development of the project representation 
aligned to the regulation ontology is based on the modi-
fied alignment algorithms that calculate the similarity 
value between the concepts and properties.  
The main contribution of the research is threefold. First, 
we propose the method to formalize the regulation text in 
terms of the application domain. Second, the representa-
tion of the construction project is represented in a richer 

RDF format and its entities are aligned to the ones of the 
selected construction rule. Third, the checking reasoning 
is substituted by the projection of graphs, so the theoreti-
cal results could be directly applied to the construction 
domain. The graph projection approach also helps to 
“visualize” the reasons of non-projection, and conse-
quently of non-verifiability or non-conformity. The 
method is semi-automated, so each phase of it allows hu-
man intervention for data modifications or validations.  
The ongoing works on our research are now concentrated 
on the detailed development of the proposed approach up 
to the validation of its results: the definition of the XSLT 
transformation of the construction project into the RDF 
model; the implementation of the modified similarity 
value algorithms to the construction of the aligned ontol-
ogy representation and the reasoning in terms of the con-
ceptual graphs. 
The evaluation is planned soon. It will cover the applica-
tion domain aspects: rule formalisation, semantic corre-
spondences and expert validation of reformulations, and 
the knowledge engineering aspects: the graph representa-
tion of construction knowledge and the projections corre-
sponding to the conformance reasoning.  
Our research is intended to contribute to the variety of 
works aiming the conformance checking in construction, 
while developing the theoretical background for such type 
of modelling. In general, due to the novelty of the Seman-
tic Web approach and the development of the underlying 
technologies, we especially focus on the research axis of 
their industry application, addressing the specific needs of 
the construction industry. The rational behind this work, 
the general interest to the automated reasoning and ongo-
ing works throughout the world open promising perspec-
tives to the research in this domain and ensure the possi-
bility of efficient implication of theoretical results in prac-
tice with regard of their performance and trustworthiness. 
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ABSTRACT: This case study presents the challenges that the project team faced and the benefits they realized in imple-
menting virtual design and construction technologies to coordinate the Mechanical, Electrical and Plumbing (MEP) 
systems on a $95M healthcare project in Northern California, USA. These challenges include creating a work structure 
for the MEP coordination process, organizing the project team consisting of designers, engineers, contractors, and 
subcontractors, determining the handoff of information between the team members, creating guidelines for the most 
efficient use of virtual design and construction technologies, creating the process of conflict identification and resolu-
tion between the MEP subcontractors, and aligning the contractual interests of the coordination team to meet the over-
all project schedule.  
We also discuss the benefits that the project team achieved by using the virtual design and construction tools for the 
coordination of the MEP systems. These benefits include labor savings ranging from 20 to 30 % for all the subcontrac-
tors, 100% pre-fabrication for the plumbing contractor, only one recorded injury throughout the installation of MEP 
systems over a 250,000 square feet project area, less than 0.2% rework for the whole project for the mechanical sub-
contractor, zero conflicts in the field installation of the systems and only a handful of requests for information for the 
coordination of the MEP systems. The overall benefits to the owner include about 6 months’ savings on the schedule 
and about $9M in cost for the overall project. 
 
 
1 INTRODUCTION 

The MEP systems on technically challenging projects like 
those focused on the high technology, healthcare, and 
biotech industries, can sometimes comprise of as much as 
50% of the project value. Therefore, the coordination and 
routing of the MEP systems on these types of projects is a 
major endeavor. The MEP systems need to be routed in 
limited space under the design, construction, and mainte-
nance criteria established for the systems (Barton 1983, 
Korman and Tatum 2001). The Camino Medical Group 
project in Mountain View, California, is a new Medical 
Office Building (MOB) facility for the Camino Medical 
Group (CMG) that fits the bill of a technically challeng-
ing project. The negotiated contract for this project is 
about $95M. The construction for this fast track project 
started in January 2005 and completed in early April 
2007, and the facility is now open for business. The pro-
ject scope includes a 250,000 square foot, three-level 
MOB and a two-level 1,400 space parking garage. The 
MOB includes patient exam rooms, doctor’s offices, sur-
gery and radiology rooms, public spaces, a cafeteria, nu-
merous conference rooms, etc. This building is designed 
as a steel structure with the following parameters: 

- floor to underside of metal deck height is about 14 feet 
(4,260 mm) 

- floor to ceiling height in most rooms is 9 feet (2,740 
mm) or 9.5 feet (2,900 mm) 

 
Figure 1. 3D rendering of the three-level MOB for the Camino 
Medical Group Project in Mountain View, California. Image 
courtesy DPR Construction, Inc., CA, USA. 
 
This means that all the complex MEP systems supporting 
the facility need to be incorporated within the 4.5 (1,370 
mm) to 5 feet (1,520 mm) of interstitial space on all 
floors. The Camino MOB project team adopted Virtual 
Design and Construction (VDC) technologies (specifi-
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cally 3D/4D modeling tools) for the coordination of the 
MEP systems on this project. This paper illustrates the 
challenges the team addressed and the specific benefits 
that the team accomplished using VDC tools for the MEP 
coordination process. 
 
 
2 BACKGROUND 

Previous research has focused on documenting and under-
standing the current MEP coordination process in the US 
construction industry (Tatum and Korman 1999, Tatum 
and Korman 2000). The research describes the state of the 
MEP coordination process in the US construction industry 
and specifically focuses on how project teams coordinate 
MEP systems. Korman calls this process the Sequential 
Composite Overlay Process (SCOP). In this process, the 
specialty subcontractors or the engineers develop the de-
tailed drawings for their own scope of work and overlay 
the drawings on a ¼” scale and then using a light table try 
to identify potential conflicts that might occur in the rout-
ing of the MEP systems. The conflicts are then high-
lighted on the transparent drawing sheets and then ad-
dressed before the fabrication and installation process. An 
example of this process is shown in Figure 2 from a re-
cent project that one of the authors was involved in. 

 
Figure 2. MEP coordination session at the Palo Alto Medical 
Foundation Project in Fremont, CA, USA using the SCOP. 
Drawings representing different trades are overlaid on a light 
table to detect clashes between the MEP systems. Image cour-
tesy DPR Construction, Inc., CA, USA. 
 
Based on the authors’ recent experience in the US con-
struction industry we can say that this process is still fol-
lowed on a majority of projects that are delivered using a 
variety of project delivery approaches ranging from De-
sign-Bid-Build to Design-Build to Design-Assist.  
Substantial research work has also been done to identify 
the design, construction, and maintenance knowledge that 
is needed for the MEP coordination process, the represen-
tation of this knowledge, and a proposed computer-aided 
methodology that could be used to improve the MEP co-
ordination process (Korman et al 2003, Tabesh and Staub-
French 2005). The proposed computer-aided methodol-
ogy includes tools such as 3D/4D models of MEP systems 

along with the use of automated clash detection programs 
that allow project teams to superimpose the models and 
check for conflicts in three-dimensional space. The use of 
these automated clash detection programs has started to 
happen on commercial construction projects. Although 
there is a lot of research on benefits of using 3D/4D tools 
in commercial construction (Koo et al 2000) there is little 
literature and research on what the challenges and benefits 
of using such tools are specifically for the MEP coordina-
tion process. The Camino MOB is one of the few projects 
that has used the automated tools for MEP coordination 
and has collected metrics that can be shared.  
 
 
3 CHALLENGES OF IMPLEMENTING VDC TOOLS 

FOR MEP COORDINATION ON THE CAMINO 
MOB 

The Camino MOB team decided early on to use the VDC 
tools (specifically 3D/4D and automated clash detection 
tools) for the MEP coordination process (Khanzode et al 
2005). The architect for this project is Hawley Peterson 
and Snyder Architecture, the general contractor is DPR 
Construction, Inc., the mechanical engineer is Capital 
Engineering. The owner, along with the architect, engi-
neer and contractor pre-qualified the MEP subcontractors 
for their ability to coordinate and collaborate their work 
with the work of other subcontractors using 3D/4D tools. 
The MEP subcontractors selected for this project include 
Southland Industries (HVAC), JW McClenahan Company 
(plumbing), Cupertino Electric (electrical), and North Star 
Fire Protection (fire protection). The specific challenges 
the project team addressed are as follows: 

1. How to set up a project organization to best utilizes 
the VDC tools? 

2. What roles should each of the project team members 
play in the coordination process? 

3. How to address issues such as technical setup and 
sharing of models and drawings? 

4. How should the coordination process be structured 
and managed? 

The project team iteratively developed guidelines to help 
address these questions. These guidelines evolved and 
became more refined as the project team started working 
together, including: 

1. Role of the general contractor (GC) and specialty con-
tractors in the coordination process 

2. Levels of detail in the architectural, structural, and 
MEP models 

3. The coordination process 
 a. Setting up the technical logistics 
 b. Kicking off the coordination process 
 c. Establishing the sequence of coordination 
 d. Managing handoffs between designers and detailers 
 e. Working in the “Big Room” 
 f. Using 3D clash detection tools to identify and re-

solve conflicts 
 g. Managing the process using the Last Planner Sys-

tem 
 h. The final sign-off 

4. Coordination of the installation process 
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4 ROLE OF THE GC AND SPECIALTY CONTRAC-
TORS IN THE COORDINATION PROCESS 

Role of the general contractor 

The general contractor (GC) enables the VDC-supported 
MEP coordination process by acting as the main facilita-
tor rather than the author of the drawings and models. The 
GC enables and coordinates the hand-off of information 
from the architects and engineers (A/E’s) to the subcon-
tractors as well as the modeling and coordination work 
itself. 
The GC’s role in initial modeling and coordination is 
much the same as on the project as a whole: developing a 
workable detailing schedule together with the A/Es and 
subcontractors to support the construction schedule. Once 
the schedule is established, the GC’s Project Engineer 
assigned as the MEP coordinator works together with the 
detailers to achieve sign-off milestones using the Last 
Planner System™ (Ballard 1994). 
 
Role of the specialty contractors 

The specialty contractors are responsible to model their 
portion of work using 3D tools. In our experience on this 
project using the VDC tools for MEP coordination, the 
HVAC contractor takes a lead role in the coordination 
process. The HVAC equipment like VAV boxes, fire 
smoke dampers, duct shafts, and low and medium pres-
sure ducts take up the most space in the above-ceiling 
space. It is our observation that detailers of other trades 
(plumbing/electrical/fire sprinklers) would much rather 
like to know how the HVAC equipment, duct shafts, and 
main ducts are routed since that has the most impact on 
how they will route their utilities. The HVAC contractor 
therefore models at least the main medium pressure and 
low pressure duct lines and shafts so that other trades can 
coordinate and route their utilities around these duct lines. 
The specialty contractors are also involved early in the 
process so that they can provide input into the construc-
tability and operations issues to the design team. Some 
contracting methods that allow for early involvement of 
specialty contractors include the Design-Assist and De-
sign-Build contracting methods. In both methods the spe-
cialty contractors are brought in early (somewhere be-
tween the conceptual and schematic design phases). In the 
Design-Build method the specialty contractor is also the 
engineer of record for the MEP systems while in the De-
sign-Assist method this responsibility may rest with an 
independent or third party engineering and design firm. 
The Camino MOB project used the Design-Assist con-
tracting method. This method worked well for the coordi-
nation process for the project. 
 
 
5 LEVELS OF DETAIL IN THE ARCHITECTURAL, 

STRUCTURAL AND MEP MODELS 

One of the questions that most teams have when starting 
the 3D modeling effort is: “What to model in 3D?” This 
question should be answered by the whole team involved 
in the 3D coordination effort. The goals set out by the 
team for the coordination effort will play a big role in 

determining what to model. On most projects MEP/FP 
coordination can be divided into two distinct coordination 
efforts: 

- Coordination of underground utilities like plumbing 
and electrical 

- Above-ceiling coordination of all the MEP/FP utilities 
If the team decides to do both underground and above-
ceiling coordination using 3D tools then elements like 
foundations and framing are required for the coordination 
effort. 
Another important question is: “What level of detail 
should be included in the models?” There is clearly a 
tradeoff between the level of detail in the models and the 
uses they can provide to the coordination effort. For ex-
ample, including casework details in the architectural 
model is necessary for determining the exact locations of 
the plumbing rough-ins in the walls but is not needed for 
coordination and conflict detection with other systems 
like HVAC. The project team should collectively decide 
the level of detail question. 
The coordination of MEP/FP systems using VDC tools 
requires that project teams plan to create 3D models for: 

- Architectural elements like interior walls, ceiling 
- Structural elements like the main structural framing, 

slabs, and foundations 
- Mechanical systems like duct work, etc. 
- Plumbing systems like the gravity lines and hot and 

cold water piping 
- Electrical systems like the major conduits and cable 

trays 
- Fire protection systems with the mains and branches 
- Other specialty systems like medical gases depending 

on the project 
 
 
6 MANAGING THE COORDINATION PROCESS 

Getting the technical logistics right 

Technical Logistics plays an important part in the coordi-
nation process. It is likely that many 3D models will be 
used on the project, and each subcontractor will create 
their models. Team members should agree to some basic 
rules at the outset of the project so that the sharing of 
electronic 3D models is efficient and benefits the whole 
team. The project team should address the following is-
sues: 

- 3D models are accompanied by standard word docu-
ments describing revisions therein 

- 3D models are posted to a project website, ftp site, or 
a document collaboration site determined by the team 
which includes the GC, subs, owner, and A/E team 

- The collaboration site provides secure and remote ac-
cess to all the model files 

- A clear file path structure is set up on the server to or-
ganize the model files and other relevant documents 

- Everyone works from and posts to the same server 
- The server is backed up every night 
- Borders and title blocks are not transmitted with the 

drawings 
- The insertion point for all drawings is based on the 

0,0,0 insertion point established in the architectural 
drawings 



- Anything not intended to be seen in the 3D model is 
erased prior to file transfer 

In addition, projects using products compatible with the 
.dwg format or the Autodesk CAD file format should use 
the following guidelines: 

- Use only standard AutoCAD fonts in model space; do 
not use true type fonts or custom AutoCAD fonts 

- For all AutoCAD based models each trade will use the 
EXTERNAL REFERENCE (Xref) command to bring 
any drawing needed into the “background” 

- Xref’s are not to be bound or inserted 
- All Xref’s are detached prior to transferring drawings 

to other trades 
- Nothing is drawn in paper space 
- No trades draw anything on layer zero (0) or 

Defpoints 
- Drawings are purged (AutoCAD purge command) and 

audited (AutoCAD audit command) prior to file trans-
fer to get rid of any errors or garbage in the drawing 
file 

- Text is on different layers from the graphics so that 
the text can be turned off without turning off the 
graphics 

- Any thick lines to designate wall fire ratings are on 
separate layers 

- All layers are on and thawed 
- All entities are delivered with colors, line types, and 

line weights set to bylayer 
 
Kicking off the coordination process – the first steps 

The first step in the coordination process is the kick-off 
meeting that involves all the team members (architect, 
engineer, GC, and subs). The items to discuss in this first 
meeting include the following: 

- Get the technical logistics right 
- Perform the initial space allocation of the above-

ceiling space which involves identifying the zones that 
each of the trade contractors is going to occupy (Fig-
ure 3) 

- Determine the breakup of floor plans so that they can 
be coordinated in smaller batches 

 
Sequence of coordination 

In our experience the MEP/FP coordination process using 
3D/4D tools is most efficient if it follows the sequence 
below: 

- Start with the 3D structural and architectural model 
- Add miscellaneous steel details to the model 
- Perform preliminary space allocation (as indicated in 

the previous section) 
- Identify hard constraints (locations of access panels, 

lights, etc.) 
- Draw the main medium pressure ducts from the shaft 

out 
- Draw the main graded plumbing lines and vents 
- Draw the sprinkler mains and branches 
- Draw the cold and hot water mains and branches 
- Draw the lighting fixtures and plumbing fixtures 

- Route the smaller ducts and flex ducts around the 
utilities drawn before 

- Route the smaller cold and hot water piping, flex 
ducts, etc. last 

 
Figure 3. Screenshot of the initial space allocation of the above-
space utilities for the MEP systems. This space allocation allows 
subcontractors to identify the general location of their systems 
as a starting point for their work. Image courtesy DPR Construc-
tion, Inc., CA, USA. 
 
Managing the handoffs between the designers and sub-
contractor’s detailers 

In the US construction industry, the traditional building 
process involves a host of specialty firms focused on spe-
cialized, small portions of work. This is true for both the 
design and the construction phases of the project. During 
the design phase architects work with a host of design 
consultants like structural engineers, acoustical consult-
ants, and mechanical engineers, etc. to complete the de-
sign of the facilities. During the construction process the 
general contractor typically coordinates the work of many 
specialty subcontractors. There is no single master 
builder. In this environment managing the hand-off of 
information from designers (who are typically the engi-
neers of record) to the subcontractors’ detailers becomes 
extremely important. In a fast track project where design 
and construction overlaps managing the handoffs between 
designers and subcontractors is doubly important.  
The project team should collaboratively determine how 
the design will be broken down into small enough batch 
sizes that allow detailers to coordinate and complete an 
area so that fabrication can begin. This is an iterative 
process between the design and construction teams. For 
example the Camino MOB project developed a process 
chart and document (shown in figures 4 and 5) to deter-
mine the handoff between the design and the construction 
teams.
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Figure 4. The handoff process that was developed collabora-
tively by the Camino MOB design and construction teams. It 
indicates that the design and detailing teams will collaboratively 
work together at the beginning of the schematic design stage 
(50% SD), and the detailing team for the subcontractors will 
start creating the 3D models at the detailed design stage and 
complete the modeling effort with a fully coordinated design in 
3D at the end of the construction documents phase. Image cour-
tesy DPR Construction, Inc., CA, USA. 

 
Figure 5. The MEP coordination handoff document prepared by 
the Camino MOB design and construction team to manage the 
handoffs between the design and construction team. The figure 
shows the handoff schedule for the first floor south east quad-
rant. The Camino MOB team used smaller than normal areas to 
hand off the design information to the subcontractors’ detailing 
team. Image courtesy HPS Architects, Mountain View, CA, 
USA. 
 
Working in the big room 

Coordination of detailed design is an intensive process 
due to the many reciprocal dependencies between the 
routing of the MEP systems. It involves designers and 
specialty contractors. The detailing work for each trade is 
dependent on information from the designers and other 
trade contractors. For example the plumbing detailer is 
interested in finding out the location of waste and vent 
shafts from the design team and the location of the main 
duct runs from the mechanical subcontractor. At the same 
time the mechanical subcontractor is interested in finding 
information about the gravity lines from the plumbing 
subcontractor so that he can correctly locate the duct 
lines. The coordination effort involves a fair amount of 
reciprocal dependencies that need to be resolved quickly. 
Latency in decision making and information access can 

seriously impact the fast track project schedule. These 
challenges are addressed by co-locating the design and 
detailing teams (Thompson 2003), (Levitt and Kunz 
2002). The goal is to create a collaborative work envi-
ronment where the decision making latency can be re-
duced.  
It is our experience that detailers must work side-by-side 
in one “Big Room” to model and coordinate their designs 
to meet the coordination schedule. Although we cannot 
precisely say by how much, this shortens the overall time 
for modeling and coordination and is more economical in 
the end for all concerned parties because the detailers 
won’t need to wait for postings to see what others are 
doing which greatly reduces wasted detailing efforts. Fig-
ure 6 shows the Big Room that was set up by the Camino 
MOB project team. Detailers for the various specialty 
subcontractors sat in a single room, shared resources like 
servers, internet connection, printers and plotters, and 
coordinated the detailed design with each other and the 
design team in this room. 

 
Figure 6. The “Big Room” on the Camino MOB project with all 
the detailers from the specialty trades working together in a 
single room. All the coordination of the MEP systems was done 
in this room. All the construction documents were also gener-
ated from this one Big Room. Image courtesy DPR Construc-
tion, Inc., CA, USA. 
 
Using 3D clash detection tools to identify and resolve 
conflicts 

There are commercial tools available that allow project 
teams to combine 3D models from multiple CAD systems 
into a single model and determine if two or more systems 
conflict with each other. One such tool is NavisWorks 
JetStream which has a module called “Clash Detective” 
that allows teams to automatically analyze the 3D models 
of the different disciplines for conflicts between systems. 
This tool was used on the Camino MOB project. 
Conflict identification and resolution is an iterative proc-
ess. The models are first combined into a single model 
and then the clash detection program is run to identify 
clashes between systems. The clashes are then resolved in 
their native programs and the iteration is performed until 
all clashes are resolved (Figure 7). 
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Figure 7. The picture at the top shows a clash or conflict be-
tween a supply duct and a sprinkler main pipe, highlighted in 
red. The picture at the bottom shows that the clash was resolved 
by moving the sprinkler main to the right of the duct. These 
clashes were first identified by using the NavisWorks’ clash 
detection program and resolved in a subsequent clash resolution 
session. Image courtesy, DPR Construction, Inc., CA, USA. 
 
Creating the design coordination schedule 

The GC works with the MEP subcontractors to establish 
the coordination schedule. This schedule is the work plan 
to ensure that clash-free drawings are in the hands of in-
stallation crews in time for penetrations and hangers to be 
installed prior to the placement of reinforcement and con-
crete on the elevated decks. The coordination schedule 
also sets dates for a final all-hands clash detection work-
shop for each area in time for pre-fabrication of assem-
blies to meet the master construction schedule. For exam-
ple, figure 8 shows a Microsoft Excel table that represents 
the coordination schedule developed on the Camino MOB 
project. The coordination schedule was developed with 
the help of designers and subcontractors. The schedule 
was pulled from the milestone of the MEP Insert start 
date (5th column from the left in the spreadsheet). This 
means that the team worked backwards from the MEP 
Insert milestone date to determine the preceding activities 
and durations to meet this milestone date. This helped in 

scheduling tasks as late as possible to minimize the poten-
tial for rework as much as possible and to maximize in-
formation availability for all the team members. 

 
Figure 8: The pull schedule for the coordination of the MEP 
systems of the Camino MOB. It shows the target sign-off dates 
for each of the areas. The schedule was developed through a 
collaborative effort between the GC, the subcontractors, and the 
design team and was driven by the start date for MEP Inserts 
(5th column from the left). Image courtesy, DPR Construction, 
Inc., CA, USA. 
 
Summary of guidelines 

As described above the coordination of MEP systems 
using VDC tools is a multi-disciplinary effort that in-
volves addressing important issues related to the organi-
zation of the team, the process used to coordinate the ef-
fort of various team members, and development of a plan 
on what to model and how to use the models to resolve 
conflicts.  
We now discuss the benefits that the Camino MOB pro-
ject team accomplished using the VDC-based coordina-
tion process described above. 
 
 
7 BENEFITS 

On the Camino project, the use of 3D/4D tools for 
MEP/FP coordination resulted in significant benefits for 
the project team: 

- Superintendents were able to spend more time plan-
ning the job rather than reacting to field conflict issues 
on the project. The superintendents spent less than 5 
hours in the last six months of the project dealing with 
field issues. On comparable projects they estimate that 
they would typically need to spend 2-3 hours each day 
dealing with issues related to field conflicts. 

- Subcontractors are more knowledgeable about the pro-
ject as they have been involved sooner and are resolv-
ing issues in the design and detailing stage that would 
typically come up in the field. We notice that a lot of 
reciprocal work that typically happens during con-
struction has happened during design on the Camino 
project, resulting in more efficient construction. 

- Only 2 of 233 RFIs on the Camino MOB were related 
to field conflict and construction related issues, and 
these two RFIs were for systems that were not mod-
eled using VDC tools. We asked the project partici-
pants how this compares to similar projects they have 
worked on and found that this number is really small. 
Most participants put RFIs dealing with field conflicts 
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on comparable projects somewhere in the 200-300 
range. We have not yet compared this performance to 
similar projects but believe that this is a remarkable 
performance. 

- There are zero change orders related to field conflicts 
on this project. The project is now complete with 
100% of MEP systems installed to date. There has not 
been a single change order due to a field related con-
flict. 

- All the trades have finished their work ahead of or on 
schedule. The mechanical contractor estimates that 
their field productivity has improved between 5 to 
25% ( Figure 9). This improvement is based on com-
paring the estimated field productivity to the actual 
field productivity they were able to achieve and relates 
to the field labor only. They attribute this increased 
productivity to more off-site prefabrication and more 
bolt-in-place assembly on site that required less labor 
than estimated at the beginning of the project. This 
project is a Guaranteed Maximum Price (GMP) pro-
ject and the mechanical contractor alone is giving 
back about $500K over his approximately $9.4M con-
tract due to savings on field labor. 

 
Figure 9. Estimated versus the actual hours spent by Southland 
Industries, the mechanical contractor for the piping and sheet-
metal work at the Camino MOB. The picture shows a 5 to 25% 
improvement in the use of field labor. Image courtesy Southland 
Industries, San Jose, CA, USA. 
 

- On the Camino MOB project a total of work-hours 
203,448 have been spent to date, and there has been 
only one recordable injury (versus a national average 
of about 8 recordable injuries for these many hours). 
The superintendent attributes this to the improved 
workflow due to the use of 3D/4D models on the pro-
ject which has resulted in more off site pre-
fabrication, just in time material deliveries, and effi-
cient field coordination and installation. 

- All the plumbing and medium and low pressure duct-
work is being pre-fabricated. The subcontractors at-
tribute this to the use of 3D models for coordination. 
On comparable projects none of the plumbing and at 
most 50% of the ducts would typically be pre-
fabricated. 

- The subs could use lower-skilled labor for the field 
work compared to other projects where higher-skilled 

field labor is necessary for installation as the labor 
force typically needs to interpret 2D drawings, etc. 

- The mechanical contractor had to carry out less than 
0.2% (only 40 out of 25,000 hours of field work) of 
rework in the field. They attribute this to the accurate 
and coordinated 3D models that led to accurate fabri-
cation and installation of almost all work the first 
time. 

- The project team compared this fast track project de-
livery to a traditional Design-Bid-Build project deliv-
ery to compare how much savings accrued due to the 
use of VDC tools and a fast track project approach 
that hedged the effects of inflation. This study (Figure 
10) indicates a savings of $9M and 6 months to the 
owner due to the use of the VDC tools and a collabo-
rative virtual building project delivery approach. 

 
Figure 10. Comparison of the collaborative virtual building pro-
ject delivery approach adopted by the Camino MOB team using 
VDC tools and the traditional Design-Bid-Build method of pro-
ject delivery. The graph shows that due to the use of VDC tools 
and a fast track approach the team was able to save $9M and 6 
months as compared to the traditional process. Image courtesy 
DPR Construction, Inc., CA, USA. 
 
 
8 CONCLUSION 

The Camino MOB experience demonstrates the signifi-
cant value that application of VDC tools coupled with 
lean construction techniques/procedures can bring to the 
complex process of MEP coordination for technically 
challenging projects. The paper illustrates the challenges 
that project teams need to address when using VDC tools 
for the MEP coordination process. These challenges in-
clude determining how to organize the project team and 
structure the coordination process to best utilize the VDC 
tools, how to set up the technical logistics, and how to 
perform the coordination in a Big Room. The Camino 
MOB team has been able to reap remarkable benefits by 
utilizing VDC tools for MEP coordination. Prior research 
has proposed use of computer-aided tools for the coordi-
nation process, but this is one of the first project studies 
that have measured the real benefits of using VDC tools 
for MEP coordination. 
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ABSTRACT: Construction project losses can often be associated to information failures caused by poor coordination 
between the multi-disciplinary organisations that deliver them. Information failure could include late, inaccurate, in-
adequate and inconsistent information. 4D Construction Sequencing Models (CSM) seek to improve the coordination of 
design, plant, equipment and labour through the visual representation of the construction process by linking project 
programmes with 3D design information. 
This paper reports on the experiences of a major UK contractor during the development of a 4D CSM, with a focus on 
the lessons learnt and the recommendations made. Team problem solving workshops, semi-structured interviews and a 
lean study review were conducted to establish these findings. 
The concluding recommendations not only highlighted the importance of establishing a standard method and proce-
dure, but also identified several software limitations that have subsequently been reported to the developers and will be 
incorporated as future enhancements. The challenge of maximising the value of 4D CSM for clients and change man-
agement also form key topics within the paper. 
KEYWORDS: 4D, construction, sequencing, process, lean. 
 
 
1 INTRODUCTION 

Building design has been the main driving force for the 
application of virtual prototyping to various stages of 
construction projects from conceptual design to construc-
tion on site. By allowing architects to visualize and pre-
sent their designs, a much clearer understanding is gained 
of both the qualitative and quantitative nature of the space 
(Nimeroff et al 1995). 3D modelling also enables design-
ers to evaluate proportion and scale using intuitive inter-
active modelling environments (Kurmann 1995) and 
simulate various performance aspects such as lighting, 
ventilation and acoustics within internal environments 
(Shinomiya, et al. 1994). Visualization can also be used to 
better communicate design intent to clients by generating 
walkthrough models giving users a feel of the design in a 
more direct manner (Ormerod & Aouad, 1997). 
Another useful application of Virtual prototyping is in the 
modelling of the construction sequence in order to simu-
late and monitor site progress. This can be done by link-
ing 3D models to construction programme information to 
be able to visualise stages of the construction sequence at 
any given time of the process (Barrett, 2000; Hu et al, 
2005; Lee and Pena-Mora, 2006). 
At present the benefits that virtual prototyping can bring 
to the construction industry are fully appreciated by the 
majority of practitioners. However despite the continually 
falling costs associated with the hardware and software, 
there remains a big obstacle to its full uptake, this is the 

low compatibility between systems and tools making its 
implementation costly due to the resource intensive tasks 
of creating the models. 
 
 
2 PRACTICAL APPLICATIONS  

The 4D CSM this paper reports on was produced for the 
£250 million private finance initiative (PFI) Whiston 
Hospital contract. The New Hospitals Consortium of Tay-
lor Woodrow Construction and Innisfree has achieved 
financial closure which now secures one of the largest 
private finance initiative (PFI) contracts in ten years to 
provide two hospitals in Merseyside for the St Helens and 
Knowsley Hospitals NHS Trust. Total financing raised 
for the project is approximately £430 million, £338 mil-
lion of which is construction works. The design and build 
contract includes the construction of new In Patient facili-
ties, including Accident and Emergency, Diagnostic, thea-
tres and 823 beds to replace the existing facility at Whis-
ton in Merseyside, along with the construction of a Diag-
nostic Treatment Centre (DTC) at St Helens Hospital. 
Main construction work is planned to commence on 3 
July 2006. Construction at St Helens is scheduled for 
completion in Autumn 2008, with Whiston Hospital con-
struction completion following in Spring 2010. TWC are 
working with Innisfree to develop the infrastructure and 
services of St Helens and Knowsley Hospitals NHS Trust. 



In addition to the construction contract, Planned Preventa-
tive Maintenance and Life Cycle Replacement works 
worth in excess of £100 million will be undertaken by 
TW's Facilities Management business as part of the PFI 
contract and extend over a 30 year period. 
The 4D CSM of Whiston Hospital has been commis-
sioned by the TWC led project team to improve the com-
munication of the sequence of the complex project and to 
identify the potential risks of installing over 600 prefabri-
cated bathroom and toilet pods, and over 2500 prefabri-
cated building services modules. 
The project was in the early stages of construction when 
the project modelling team were approached to carry out 
this 4D CSM project. The product would represent one of 
the largest 4D CSM produced to date in the UK, see 
Figure 1. 
The TWC led project team required the 4D CSM to assist 
in the coordination of numerous subcontractors on site, to 
clearly and visually identify logistical restraints on site 
and to effectively communicate the integrated design and 
programme to relevant project stakeholders.  
The 3D object information was created by the TWC 
Technology Centre Collaborative Working group using 
Autodesk Architectural Desktop 2006 software. These 3D 
CAD model files were stored in DWG format in a pre-
determined folder hierarchy on the group’s local server. 
The 4D CSM model was produced by referencing the 3D 
CAD model files into Navisworks Jetstream V5 (herein 
referred to as Navis). Any changes in the original source 
of DWG files were automatically reflected in the Navis 
4D CSM. The construction programme information was 
originally created in Microsoft Project and was manually 
imported into the Navis 4D CSM. 
Production of the 4D model began in August 2006 with 
an expectation of 7 man weeks worth of work. Final com-
pletion and delivery of the 4D CSM exceeded this esti-
mate. A lean study investigation, two team problem solv-
ing workshops and several semi-structured interviews 
were conducted to identify the lessons learnt during pro-
duction of the 4D CSM and to provide recommendations 
for future projects of a similar nature. This paper reports 
on these findings. 

 
Figure 1. A Static image of the 4D CSM of Whiston Hospital. 
 
 

3 PROBLEMS AND SOLUTIONS 

3.1 Synchronisation 

The team experienced difficulty with managing changes 
in the source 3D object information and the synchronisa-
tion of this with the 4D CSM software (Navis). In the 
early stages of the project review this issue was thought to 
be due to technical limitations of the software application. 
However, it was later established that the approach to-
wards linking the 3D object information to the pro-
gramme information was not the appropriate method. The 
team manually created selection sets within the 4D CSM 
software (Navis). Each selection set contained a group of 
objects in the model relating to a certain task in the pro-
gramme. The appropriate selection sets where then attrib-
uted to the relevant programme tasks. The problem oc-
curred when changes were made in the source 3D CAD 
model DWG file information, as new objects introduced 
to the 4D CSM would not be assigned to a selection set 
and therefore a task. The generic cause of the problem 
was the absolute linkage of 3D objects to a selection set 
and selection set to a task. 
An alternative approach would have been the use of task 
rules. For each task in the project programme a rule can 
be created to search and select particular object types in 
the 4D CSM. The search criterion includes object type, 
location, and material. In this case, if a new object is cre-
ated in the 3D modelling environment, upon opening the 
4D CSM the new object will automatically be added to 
the 3D visualisation and to the relevant task through the 
rule definition. Great care has to be taken in both config-
uring the selection set rules and in creating the 3D CAD 
model files with respect to the construction programme. 
 
3.2 Change management 

Synchronisation was further complicated as the 4D CSM 
was being created by multiple users in separate geo-
graphical locations and changes to the 3D model informa-
tion were automatically incorporated into the 4D CSM 
but were not automatically flagged by the software to the 
user. It is possible to identify changes through a manual 
process, but the team regularly forgot to check. It was 
indicated that even if the task rule method was adopted 
that automatically synchronises objects with tasks, clear 
indication of changes in the 3D model information needed 
to be clearly communicated by the software. This could 
be accomplished through a visual indication (for example 
a red coloured wall could indicate that it has been added 
since the last update) or the generation of an audit log. 
This suggestion has subsequently reported to the software 
developers and will be considered as a possible future 
enhancement. 
 
3.3 Process 

It is important to distinguish between NWF (Navisworks 
Files) and NWD (Navisworks Document) formats. The 
NWF format is the file type used for the active model that 
incorporates dynamic links to the referenced 3D CAD 
model file design information. The NWD format is the 
file type used for publication of the model at a particular 
point in time, as it is a self-contained file with no linkage 
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to external DWG files. An NWD file type should only be 
published to provide the client with an off-line published 
4D CSM or an archive file for auditing. The basic system 
architecture that was adopted is illustrated in Figure 2. A 
simple improvement to this architecture would be the 
provision of a link between the client interface environ-
ment and the central shared server. Another approach 
would be the use of a web based viewer where the client 
could access a secure site to view the 4D CSM. In a situa-
tion where multiple users are involved in the development 
of a 4D CSM it is essential that the team understand the 
purposes and interface of each file type. The distinction 
between model files and published files are fundamental 
to this. In the 4D CSM under review, errors relating to 
this issue had a significant impact on time. 
The most apparent error occurred when work on the 4D 
CSM needed to be carried out off-line from the server that 
contained the source DWG files. The team generated a 
NWD file (publication file) from the 4D CSM to capture 
all the 3D object information and worked on the model 
off-line to the server. Any changes in the source DWG 
data would now not be reflected in the 4D CSM. The only 
readily available solution to this problem would be to 
relocate all the referenced DWG files from the server lo-
cation onto the local machine, but due to the size and 
number of files this was not practical. Since this research, 
the team has developed a standard method and procedure 
to reduce the risk of a reoccurrence of this error. 

 
Figure 2. Simple system architecture. 
 
3.4 Delivery 

The 4D CSM was produced for a project in the construc-
tion phase. To maximise the value of such information, it 
should be produced and available as early in the project 
lifecycle as practically possible. With the correct proc-
esses in place, a very early stage 4D CSM could evolve 
over the project lifecycle increasing in complexity and 
detail as the design develops. From the contractor’s per-
spective, the earliest realistic stage of involvement is dur-
ing the initial tender stage. A 4D CSM at this stage would 
deliver many benefits to all project stakeholders: 

- Provide a clear, accurate and shared visualisation of 
the project. 

- A platform to test different construction scenarios and 
perform what if analysis. 

- Identify and communicate value-engineering exer-
cises. 

- Provide the opportunity to perform further analysis 
such as quantity take-off for estimating. 

- Improve design coordination, reducing project risk. 
- Test and evaluate project programmes and make nec-

essary adjustments. 
Deploying a 4D CSM at a later stage of a project still 
provides project teams with a valuable tool. However, as 
project time elapses, the cost of change increases, reduc-
ing the value of many of the benefits indicated above. In 
this case study, the 4D CSM is only being utilised to as-
sist visualisation of the project in comparison to pro-
gramme and to aid communication at sub-contractor co-
ordination meetings. 
 
3.5 End user interface 

The client was using Navisworks Freedom, a freely avail-
able viewer from the Navisworks suite to allow a limited 
level of interaction with the 4D CSM. This version allows 
the user to open a Navis model file and perform standard 
3D view functions such as orbit, zoom, look around, 
walk. It also allows playback of the construction se-
quence, but is limited to play, pause, fast forward and 
rewind. No functionality for viewing step-by-step or spe-
cific dates/times is provided. The full functionality of the 
4D CSM was only available to the client when a member 
of the modelling team was demonstrating the model on a 
PC with the full 4D CSM software package installed 
(Navisworks Jetstream). Instead, numerous static images 
were produced of the 4D CSM on different dates of the 
programme from different views. Although this satisfied 
the client and their requirements, the true value of the 4D 
CSM had been missed. Images should only be by-
products of the 4D CSM and the client should have the 
ability to manipulate not only the views of the model, but 
also the time properties. 
To enable the full functionality of the 4D CSM, a copy of 
Navisworks Roamer software would need to be pur-
chased. This application would allow the end-user to fully 
interact with the 4D CSM, ideally from a central shared 
server or web-based project extranet, manipulating the 
views and time properties of the 4D CSM but without 
editing rights. As espousal of this type of technology is 
still relatively low on live projects, a few roaming soft-
ware licenses would suffice at this point in time. Discus-
sion around this issue was taken up directly with the soft-
ware vendors and it has been since reported that the next 
freeware version of Navisworks Freedom will indeed in-
corporate the timeline function, solving the issue of 
achieving maximum functionality for the end-user (al-
though this still only provides viewing capability with no 
editing rights). 
 
3.6 Smart tags 

Smart Tags in Navis are information lists that appear in 
the viewer when the cursor is hovering over an object 
with a Smart Tag enabled. The information displayed in 
the list can be user defined and usually would refer to the 
attribute information relating the object in question. Cur-
rently, the software allows users to define the Smart Tag 
information display. However, these options are user spe-
cific and not transferable. It was suggested that a global 
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command that allows different sets of information to be 
set-up and displayed depending on with Smart Tag group 
is selected. For example, one Smart Tag group might be 
concerned with quantity and cost information, whereas 
another may be concerned with material type and manu-
facturer information. 
This sort of functionality would be highly beneficial in a 
scenario where different end-users are utilising the 4D 
CSM for different purposes, one such example being a 
planning versus estimating team. Although Smart Tags 
were not used in the case study project, the team indicated 
a desire to incorporate them in future models. 
 
 
4 CONCLUSION 

The 4D CSM reported in this paper was well received by 
the client. However, the research findings have high-
lighted a number of lessons leant and opportunities for 
future improvements, both technical and process driven. 
These can be summarised as follows: 

- Deploy the 4D CSM as early as possible in the project 
lifecycle to maximise value. 

- Establish a standard method and procedure to ensure 
compliance with a process. 

- Ensure that the end-user interface provides the level of 
functionality required. 

- Adopt a method that allows dynamic and automated 
synchronisation of objects to task. 

- Ensure that a strategy to highlight and track changes 
in the model is present. 

- Clearly distinguish between reference models files and 
publications files. 

- Utilise Smart Tags to take advantage of object infor-
mation inherent in the model. 

- Avoid absolute links between information sets. 
A second paper is intended in the near future that would 
aim to capture the resulting effects of the recommenda-
tions proposed in this paper. 
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ABSTRACT: The current methods of ordering, delivering and invoicing of products in the construction industry is 
enormously inefficient, with vast quantities of paperwork, duplication of effort, scanning, re-keying and resolving mis-
matches between invoices, delivery dockets and purchase orders. The purpose of this paper is to introduce the Con-
struction IT Alliance eXchange (CITAX) project and, in particular, to outline the work carried out-to-date by a special 
interest group within the project. They are seeking to define a universal set of eXtensible Mark-Up Language (XML) 
message standards that will allow suppliers and contractors to exchange information with each other in supply chain 
activity. While the group cannot ensure that suppliers and contractors use the standard, the ultimate goal of the project 
is not only to have the standard in place, but also to provide the impetus to ensure that as many stakeholders as possi-
ble use them. How this might be achieved is also part of the project and its success will be judged by the extent of the 
adoption of the standard by the industry. 
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1 INTRODUCTION 

Information and Communications Technology (ICT) tools 
are used today to support Architecture, Engineering, Con-
struction and Facilities Management (AEC/FM) business 
processes. The information entered into these ICT tools, 
however, is almost invariably passed from one ICT sys-
tem to another by producing paper-based electronic 
documents, which in turn are re-entered into the various 
other ICT systems along the AEC/FM life cycle (Froese, 
2003). Ma et al., (2004) spoke of the old fashioned tech-
niques of exchanging information on paper, re-entering 
this data on a multiplicity of occasions and the extensive 
printing of such data. It has been extensively reported by 
many authorities that collaboration of project teams and 
the exchange of data between project teams in the con-
struction industry is not efficient (Thomas, 1999 and 
Gunnigan et al., 2004) but that undoubtedly, the sensible 
use of ICT enhances productivity. 
Research into effective collaboration in the AEC/FM in-
dustry has been carried out over many years. Teicholz and 
Fisher (1994) developed the concept of Computer Inte-
grated Construction (CIC) to integrate design and con-
struction based on object-orientated models. Anumbia 
(1997) developed an internet system for multiple parties 
on a construction project to exchange project information 
and called for the need for project information exchange 
protocols to be developed for the construction industry. 
There are many dedicated organisations globally seeking 
to redress the over reliance on paper-based business proc-
esses in construction, such as the Construction Industry 

Institute (USA); VTT (Finland); Construct IT (UK), Con-
struction Excellence in the Built Environment (UK) and 
Construction IT Alliance (Ireland) among many others. 
The International Alliance for Interoperability (IAI) is a 
global coalition of industry practitioners, software ven-
dors and researchers who collectively promote the need 
for information to flow from one computer to the next 
throughout the life cycle of a construction project. The 
IAI have developed Industry Foundation Classes (IFCs) 
for both product and non-product data exchange standards 
to enable them to be adopted in the industry (Froese, 
2003). 
There is also an array of collaborative initiatives globally 
seeking to introduce interoperable data exchange stan-
dards within the AEC/FM sector. Examples in the United 
Kingdom include the Network of Construction Collabora-
tion Technology Providers (NCCTP), Open Design Alli-
ance (ODA), HUB Alliance, Avanti, Asite, Planning and 
Implementation of Effective Collaboration in Construc-
tion (PIECC) and Project Information eXchange Protocol 
(PIX), among others (Goodwin, 2004). 
This paper will outline the progress of a particular project 
managed by the Construction IT Alliance (CITA). The 
project, known as the CITAX project, is a two-year col-
laborative project involving twenty five CITA member 
organisations who are seeking to demonstrate that signifi-
cant measurable economic improvements can be achieved 
by using readily available ICT tools to radically improve 
business processes in the Irish construction industry. This 
paper will specifically focus on just one of the five col-
laborative module teams which has a specific role to de-



velop and implement an industry-wide standard version of 
the eXtensible Mark-up Language (XML) that will allow 
both suppliers and contractors in the Irish construction 
industry to trade electronically. 
 
 
2 CONSTRUCTION IT ALLIANCE 

CITA originated as a research project in the Dublin Insti-
tute of Technology in 2002. The organisation’s goal is to 
encourage participants in the Irish construction industry to 
take greater advantage of current and emerging ICT (Tho-
mas and Hore, 2003). The members comprise in excess of 
135 corporations drawn from a broad cross-section of the 
Irish construction industry, including architects, engi-
neers, contractors, suppliers, clients, ICT companies, gov-
ernment departments, state agencies and third level insti-
tutions. The main source of funding originates from 
membership subscriptions with other income sourced 
from training courses and sponsorship of events. The 
main activities involve organising bi-annual member 
meetings, training courses, information dissemination 
through the organisations website and online newsletters 
and promoting the work of its Special Interest Group 
(SIG) network. 
 
 
3 CONSTRUCTION IT ALLIANCE EXCHANGE 

PROJECT 

CITA obtained funding for their project known as the 
Construction IT Alliance eXchange (CITAX) project un-
der an Industry Led Network Scheme (DETE, 2006). The 
overall aim of the project is to facilitate more efficient 
business transactions between companies in the Irish con-
struction sector by the deployment of readily available 
ICT tools, in particular construction business processes 
tools, and to radically improve the productivity of these 
business processes. However, the use of ICT in a formal 
way may also improve the quality of available project 
data, thereby allowing more in-depth analysis. 
Early consultation of the CITA membership in 2005 iden-
tified five core areas that required particular attention. 
The five core modules identified were: 

- Module 1 - Production and exchange of CAD draw-
ings. 

- Module 2 - Production and exchange of trading docu-
mentation, such as purchase orders, goods received 
notes and invoices. 

- Module 3 - The pricing of tender documentation elec-
tronically and recommendation of a preferred tender 
for selection. 

- Module 4 - The storage, retrieval and general dissemi-
nation of project information on construction projects. 

- Module 5 - The use of building information model 
data in the production of bills of quantities. 

The longer term objective of the network is to develop a 
platform for the design and development of open stan-
dards that would be promoted within the Irish construc-
tion supply chain. Each module has a Project Leader 
drawn from industry with a good cross section of compa-

nies from different disciplines participating in the each 
group, including the support of a main building contractor 
and an academic institution. 
Figure 1 illustrates, at a high level, the methodology 
adopted in the project. The steps in bold text refers to the 
stages of the project which this paper will particularly 
focus. 

 
Figure 1. CITAX Methodology. 
 
At the time of writing this paper, all of the module plans 
have been completed and signed-off by the module par-
ticipants and work is in progress in regard to the analysis 
of the existing business processes. The remainder of this 
paper will focus on the work of the group in the process 
mapping and analysis phase and, in particular, to under-
stand the problems and inefficiencies that exist in the pro-
duction and exchange of trading documentation, such as 
Purchase Orders (POs), Goods Received Notes (GRNs) 
and invoices. 
 
 
4 CITAX MODULE 2 - TRADING 

4.1 Background 

In 2002 an SIG was set up to evaluate specifically the 
administration of ordering, delivering and invoicing of 
building materials. The purpose of the group was to re-
view the procure-to-pay process within the Irish construc-
tion industry in order to establish, primarily, if there were 
ways in which the process could be re-engineered to make 
it more efficient. From the outset it was clear that ICT 
could make a major impact in streamlining the construc-
tion supply chain, just as it had done in other industries, 
such as automotive and retailing. The members of the SIG 
agreed to undertake a number of pilot projects to assess 
the technology available and to provide hard evidence of 
the benefits that it could bring. In this way, it was possible 
to provide evidence of how ICT formed an integral part of 
the re-engineered solution, thereby achieving efficiencies 
which would otherwise be impossible to deliver. 
The authors also carried out observation studies and sur-
veys which demonstrated the need for the current pur-
chasing processes adopted in the Irish construction indus-
try to be re-engineered (Hore and West, 2004 and Hore et 
al., 2004). A pilot project commenced in early summer 
2004 where in-situ concrete deliveries were electronic 
captured on a Personal Digital Assistant (PDA) hand held 
computer on a local construction project. Both trading 
partners reported significant cost and productivity sav-
ings. An independent review and evaluation of the pilot 
performance, carried out by a management consultant, 
verified these findings (Hore and West, 2005c). 
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A further pilot was successfully completed in 2005, where 
trading partners achieved a successful three-way elec-
tronic match of the purchase order, delivery note and sup-
plier invoice on a live construction project. Significant 
measurable economic benefits were reported by the trad-
ing partners (Hore, 2007). An attitude survey was carried 
out by the authors in 2004 (Hore and West, 2005a) and in 
2005 (Hore and West, 2005b), which indicated the per-
ceived opportunities arising from and barriers to the in-
troduction of paperless e-procurement.  
The pilot project carried out in 2005 proved that ICT can 
make significant efficiencies in the supply chain process. 
The technology was effective without reducing any of the 
controls within the overall process. In fact, the pilot iden-
tified that there were significant increases in control that 
could be achieved. In addition, much of the labour inten-
sive work included keying-in, checking of data and re-
solving mismatches, was eliminated (Hore and West, 
2005c). 
There were a number of key findings from the 2005 pilot 
project (Hore, 2007): 

1. XML standards needed to be agreed for all message 
types required in the supply chain process to allow 
suppliers and contractors to electronically exchange 
information more easily between trading partners. 

2. Building contractors need to deploy a handheld solu-
tion on their sites to record the receipt of deliveries in 
order for them to gain the maximum benefit from an 
electronic supply chain process. 

3. Electronic catalogues need to be kept up-to-date to en-
sure that pricing information is accurate. 

4. The deployment of any solution such as this requires 
commitment and support from senior management in 
order to fully optimise efficiencies within their busi-
nesses. 

 
4.2 Module aim 

The CITAX module on e-procurement seeks to verify that 
significant measurable economic benefits can be achieved 
by collaborating trading network members on a live pro-
ject by the adoption of an XML standard. The project 
deliverables include: 

1. Develop a universally acceptable XML standard for 
electronic exchange of purchase orders, delivery notes 
and supplier invoices. 

2. Demonstrate, by participation in a live pilot project, 
that purchasing data transactions can be more effi-

ciently exchanged between trading network members 
by the adoption of the XML standard. 

One of the most significant challenges for the CITAX 
module 2 team was how to tailor-make a suitable XML 
standard that would be acceptable to the vast majority of 
players in the Irish construction sector, especially as many 
traders are small enterprises. For the adoption of a com-
mon XML to be widespread, it is important that the com-
panies participating in the project would define and agree 
sets of message sets for each of the stages of the trading 
process. 
 
4.3 Procurement process mapping 

Following an agreement on the module plan, an analysis 
was conducted on the existing business processes. The 
methodology adopted by the project team involved: 

1. The identification of the activities to be included or 
excluded as decided in the planning phase 

2. The process was formalised into flow-chart form, in-
cluding the activities of all likely participants. 

3. A top-down approach was adopted in analysing the 
process, breaking the process down, from higher to 
lower levels. 

4. In general terms, to avoid unmanagable detail, the 
analysis did not go below activity level, that is, a job 
which can be carried out by one person in one phase 
of work (see Figure 2) 

 
Figure 2. Process Mapping Level of Detail. 
 
The scope of the process under review started with the PO 
process and ended with invoice generation. Prior to the 
PO process, there is a negotiation process which is out-
side the scope of this document. Similarly after the in-
voice processing there is a payment process which is also 
outside the scope of this project. This scope can be seen 
in Figure 3. 
Following consultation with the module participants an 
existing process map was agreed upon which is shown in 
Figure 4.  

 
Figure 3. Scope of Trading Module. 
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Legend 

 

Figure 4. Existing Process Map for Module 2. 

In reviewing the order process, the negotiation between 
supplier and contractor has been excluded from the scope 
of the work being undertaken. This can involve a formal 
tender process, or can simply involve buying from a pre-
ferred supplier. The contractor and supplier may each 
create a ‘master order’ on their systems, although this 
does not always happen. A ‘master order’ is like an ap-
proved product list, where products to be purchased and 
their pricing have been agreed. Where a ‘master order’ is 
used, a site simply has to create a ‘call off’ order, where 
they draw down quantities from the ‘master order’. 
There are several ways in which the process can break 
down, all of which must be accommodated in the XML 
message set: 

1. Misinterpretation of requirements. Even with faxed 
orders, there is room for misinterpretation of what is 
required. This can arise from orders which simply 
give a description of what is required, or by specifying 
an incorrect product code. With phone orders, this is-
sue is more acute. 

2. Insufficient stock. If the supplier is out of stock on a 
specific item but does not realise it until picking time, 
the site may not receive all of the items ordered. Simi-
larly, the supplier may substitute one product for an-
other, if the one ordered is out of stock. 

3. Picking discrepancies. Errors in picking/batching 
products will only be caught when the items are deliv-
ered to the site. 
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4. Site not advising head office. It is very common for 
sites to forget to advise head office of orders placed. 
This means that head office has no visibility of its ex-
posure to costs on a project until invoices arrive in 
from suppliers making tight cost control difficult. 

5. Incorrect details recorded on head office system. The 
order (if recorded on the head office system) can be 
incorrect due to the same issues faced by suppliers 
when dealing with site orders, i.e. misinterpretation of 
site’s requirements. This compounds the issue of sup-
pliers misinterpreting requirements. 

The XML message sets being proposed for the order 
phase are identified in Table 1. 
Table 1. XML message sets proposed for order phase. 

Message 
Type Description 

Order Order messages are created by the contrac-
tor and sent to the supplier. 

Order 
Confirmation 

On receipt of an order from a contractor, it 
is created/saved on the supplier’s system. 
Confirmation of the details re-
corded/received is transmitted back to the 
supplier. This can include out-of-stock 
notifications. This message can also be 
used to create an order on the contractor’s 
system if it has not been recorded there 
previously. 

Order 
Cancellation 

Used to cancel an order that had previously 
been sent through from the contractor. 

Shipping 
Notice 

This lists the items that are going to be 
delivered to the site. 

 
The delivery process involved an excessive degree of 
administration work for both the contractor and the sup-
plier. This is due to the necessity of the supplier requiring 
a signature on a delivery docket, in order to demonstrate 
Proof of Delivery (POD) and the contractor’s necessity to 
prepare GRNs on their ICT system, to enable the approval 
of supplier invoices. 
There are several ways in which the process can break 
down: 

1. Handwritten adjustments on delivery dockets. Every 
docket has to be examined by the supplier for hand-
written changes. This is prone to error, both in terms 
of missing changes that were made and in interpreting 
the handwritten changes on a docket. 

2. Unsigned dockets. The difficulty in locating an author-
ised signatory often means that deliveries remain un-
signed. In addition, some items, such as trowel-ready 
mortar, are delivered to sites when there is nobody 
present. These unauthorised delivery dockets often 
have to be signed at a later time by a site foreman/site 
manager. 

3. Unauthorised people signing dockets. It is often a 
problem for a driver to locate an authorised signatory. 
Drivers can occasionally obtain a signature believing 
that the person is authorised to do so, only for the sup-
plier to discover later that the signature is from a sub-
contractor not authorised to sign for the delivery. 

4. Delivery dockets not being sent to head office. Miss-
ing delivery dockets is a very significant issue for 
most sites. On average, almost 25% of dockets on 
construction sites go missing (Gunnigan et al., 2004) 

5. Interpretation of items on delivery docket. Quite often, 
the staff inputting delivery dockets are not familiar 
with the details of the products delivered. Therefore, it 
is a difficult task for them to correctly select the ap-
propriate cost codes for the items delivered. 

6. Administration effort. Contractor’s have administra-
tive, resources occupied with inputting supplier deliv-
ery information, while supplier’s have administrative 
staff checking dockets for manual adjustments, and in 
some cases, involved in scanning the original delivery 
dockets. 

The XML message sets being proposed for the delivery 
phase are identified in Table 2. 

Table 2. XML message sets proposed for delivery phase. 

Message 
Type Description 

POD Signed delivery docket delivered back to the 
supplier. 

GRN Goods Received Note used to list items re-
ceived on the delivery. 

 
The module participants concurred that supplier invoices 
were largely sent by post in the construction industry. 
However, it was acknowledged that some companies send 
invoices by email, but it was noted that there was some 
dissatisfaction from the Irish Revenue Commissioner re-
quirements, as there may be VAT implications for com-
panies sending and accepting invoices sent by email. 
There are several ways in which the process can break 
down: 

1. Missing delivery dockets. Many of the issues raised 
earlier in the supply chain come to a head when an in-
voice is received. A key issue is missing delivery 
dockets against which to reconcile the invoice. This 
involves administrative, effort requesting copies of de-
livery dockets and then matching them to invoices. 

2. Discrepancies with purchase order. A common prob-
lem is the mismatching between the material rates on 
the invoice and on the original PO.  

3. Cost overruns. Site may have ordered products which 
are more expensive than planned, with a knock-on 
impact on the cost of the project. 

The XML message sets being proposed for the invoicing 
phase are identified in Table 3. 

Table 3. XML message sets proposed for invoice phase. 

Message 
Type Description 

Invoice Invoice from contractor to supplier. 
Credit Note This is just the reverse of an invoice. 

 
Figure 5 depicts how some of these message types would 
flow in any proposed redesigned process. 
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Figure 5. Flow of message types to be defined on the CITAX project. 

5 REVIEW OF XML STANDARDS ADOPTED IN 
THE CONSTRUCTION INDUSTRY 

XML allows users to define different tags, in order to 
convey the meaning of business data. XML is a mark-up 
language for documents containing structured informa-
tion. Structured information contains both content (words, 
pictures, etc.) and some indication of what role that con-
tent plays. It uses identifying tags that allow information 
exchange without having to reformat the data for retrieval 
and viewing. XML makes it possible to tag information 
with labels that make its purpose both amenable to proc-
essing by computers and comprehensible to humans. The 
tags describe the data and the structural relationship be-
tween the tags. Since XML data is completely independ-
ent of presentation and can be read by any XML enabled 
system, it means that any data from any source can be 
processed, exchanged and delivered to any type of XML 
enabled application and hardware. The output of data into 
different formats takes place using style sheets to any 
XML enabled appliance. For example, an invoice in a 
supplier’s business application could be sent to a cus-
tomer and viewed on a personal computer using no more 
than a web browser (Leenders et al., 2001). 
XML standards have been developed in several indus-
tries, such as business, retail and also the building and 
construction industry. These standards are essentially 
shared vocabularies and rules for defining the structure, 
content and meaning of similar XML documents. XML is 
extensible because each element of data is separately 
identified, all of the elements do not have to be present in 
the message, only the elements that are required by the 
message definition, the XML schema.  
In the building and construction sector a number of pro-
jects have developed XML based standards, which are at 
various levels of maturity and adoption. 

- Building and Construction XML (bcXML) was devel-
oped under the European funded Fifth Framework 
eConstruct project. The eConstruct project sought to 

develop, implement, demonstrate and disseminate a 
new ICT standard for the European building construc-
tion industry (Toleman et al., 2001). 

- Electronic Business XML (ebXML) was developed in 
parallel to the eConstruct project. This standard fo-
cused on industries more advanced than construction. 
It is used mainly by large companies across dedicated 
networks or value-added network services. For exam-
ple, ebXML is adopted by the United Nations Centre 
for Trade Facilitation and Electronic Business 
(UN/CEFACT) in partnership with the Organisation 
for the Advancement of Structured Information Stan-
dards (OASIS) and numerous industrial bodies (Lima 
et al., 2003). 

- Architecture, Engineering and Construction XML 
(aecXML) is an XML standard developed by Bentley 
Systems for the project and business-to-business 
communication for architecture, engineering, con-
struction and facilities management transactions.  

- Construction Industry Trading Electronically (CITE) 
has a standard based on the international Electronic 
Data Interchange for Administration, Commerce and 
Transport (EDIFACT) standards. The standard covers 
trading documents such as enquiries, quotations, or-
ders, dispatch advice and invoice formats. 

- The Business Application Software Developer’s As-
sociation (BASDA) has developed their eBIS-XML 
standard. The standard was first developed in 1999 
and has been widely implemented since. The standard 
messages are designed in the form of “schemas” 
which allow large corporate accounting systems to 
communicate with small business applications. This 
means that a company does not need to know if its 
supplier or customer is eBIS-XML enabled before it 
sends an eBIS-XML order or invoice. BASDA is cur-
rently being adopted on the UK Office of Government 
Commerce (OGC) Conduct eProcurement Assessment 
Trials. 

- The International Alliance for Interoperability (IAI) is 
facilitating exchange of information between software 
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applications using Industry Foundation Classes XML 
(ifcXML). IFC provides a means to encode and store 
information for the entire project in a model that can 
be shared among diverse project participants. The 
technology of exchanging information using the IFC 
is established but many areas require additional devel-
opment before comprehensive interoperability solu-
tions are reached (Froese, 2003).  

Other initiatives include the Global Procurement Stan-
dards Organisation (GPSO) and OASIS who have initi-
ated a cooperative effort to begin development of global 
electronic procurement standardisation under the auspices 
of a proposed Electronic Procurement Standardisation 
Technical Committee (EPS TC).  
In this context, a new XML standard for e-procurement of 
construction materials appropriate to the Irish construc-
tion industry, with its wide base of small contractors and 
suppliers, is to be developed. 
 
 
6 CONCLUSIONS 

Currently there are millions of documents exchanged on 
paper in the construction industry, each having to be re-
keyed as they pass between different locations and com-
puter applications (Cole, 2004). Coupled with this the 
world of XML comprises a vast array of standards and 
technologies that interact in complex ways. According to 
Whittle (2002), there are over 2000 XML standards for an 
invoice alone.  
There is broad agreement within the Irish construction 
industry of the need to agree standards for data exchange, 
such as through the use of XML. The key to unlocking 
the greater potential of ICT in construction purchasing is 
to demonstrate that significant business benefits can ac-
crue to the wider industry by investing in appropriate 
XML standards in the trading process. In this way, 
through the re-engineering of the process, ICT can deliver 
what would otherwise be impossible to achieve in a pa-
per-based system (NRC, 2003). 
There is a general awareness in the construction industry 
of the benefit of deploying readily available ICTs in im-
proving purchasing process in construction. The lack of a 
common data exchange standard in the construction in-
dustry increases implementation costs (Cole, 2004). The 
reality, however, is that in order to achieve these business 
benefits, the larger construction companies need to invest 
in ICT. Future research will need to show how the Irish 
construction supply chain can benefit overall from an 
industry-wide solution, given the large number of small 
players in the marketplace. In order to achieve this, closer 
collaboration is needed between the major players in the 
industry and longer term relationships are needed between 
supply chain organisations. 
The technologies deployed in the pilot projects carried out 
by the authors in 2004 and 2005 are mature and appropri-
ate ingredients to be deployed in the CITAX project. 
However, there needs to be a level of awareness among 
the larger contractors and suppliers in the Irish construc-
tion industry that traditional paper-based dependent proc-
esses should not be maintained in modern construction 

businesses into the future. It has been shown that ICT 
significantly enhances productivity and provides ready 
access to electronic data which is easier to manipulate and 
analyse. 
The construction industry approaches any change in busi-
ness processes, whether it involves technology or not, 
with some trepidation (Rankin et al., 2006). For more 
widespread electronic trading, businesses must not only 
use a common language, they must also standardise the 
data sets and interfaces to provide interoperability. In an 
ideal system, each piece of data would be entered only 
once and be available to any ICT system in the trading 
network that needs it. High frequency flows should be 
fully automated and transmitted in standard formats with 
common protocols and standards (Cutting-Decelle, 2006). 
This paper has set out a framework in which the Irish 
construction industry can move towards the definition and 
adoption of a common XML for information exchange in 
e-procurement. Its success will inevitably be judged by 
the extent of its adoption, a problem exacerbated by the 
diverse nature of the industry’s players. 
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INDONESIAN CONTRACTORS’ PERFORMANCE IN MANAGING IT: CRITICAL SUCCESS 
FACTORS, ASSESSMENT MODEL, AND BENCHMARKING SYSTEM 

Muhamad Abduh 
Faculty of Civil and Environmental Engineering, Institut Teknologi Bandung, Indonesia 

ABSTRACT: Indonesian contractors have entered the information age by adopting information technologies (IT) to 
improve the efficiency and effectiveness of their business processes. Yet many contractors that have adopted IT face 
problems related to how to get the best of the adoption and how to reap benefits from the investment. The problem lays 
in the poor management of IT by contractors including strategic planning, design, implementation, maintenance, 
evaluation and human resource management processes. This paper discusses three studies conducted to measure the 
performance of contractors in managing IT. Critical success factors in managing IT were identified from a survey of 
large contractors and an assessment model was developed based on these factors and implemented by the same con-
tractors. The results of the assessment showed that, in practice, IT is still used merely as supporting tools and there are 
many limitations to its current usage in contractors’ environment. A benchmarking tool for Indonesian contractors to 
improve their performance in managing IT investments was further developed. A benchmarking case study is discussed 
in this paper as a real example of the benefit that a contractor can get from the three studies related to measurement of 
Indonesian contractors’ performance in managing IT. 
KEYWORDS: assessment, benchmarking, critical success factors, IT management, performance. 
 
 
1 INTRODUCTION 

Indonesian contractors have entered the globalization era 
as the Indonesian government joined the AFTA and con-
struction services became one of the open markets in In-
donesia. Therefore, Indonesian contractors are now facing 
many challenges as the forces to continually adapt to the 
changes in the competitive construction market increase. 
Many big infrastructure projects in Indonesia have al-
ready called for foreign investors’ as well as contractors’ 
participations. There are 134 foreign construction firms 
operating in Indonesia nowadays. Even though foreign 
contractors are still obliged to have local partners in doing 
business in Indonesia, yet this still means more competi-
tive and challenging market for Indonesian contractors. 
On the other hand, the challenge is amplified further since 
the Indonesian contractors have to compete with each 
other in their national market as the number of contractors 
registered for doing business in Indonesia is quite high. It 
has been identified by the Indonesian Construction Indus-
try Development Board that there are almost 120,000 con-
tractors registered (LPJK 2006). 
Meanwhile, Indonesian contractors, as well as majority of 
contractors in any country, still struggle with their prob-
lems of delivering their products efficiently (Alwi et. al. 
2002). It is a well-known phenomenon that the construc-
tion industry, as well as the Indonesian construction in-
dustry, still faces problem of inefficiencies in their busi-

ness processes. The construction industry is considered as 
an industry that contributes significantly to the growth of 
the economic of a country, e.g., in 2004, the Indonesian 
construction industry’s growth reached 8.17% and it was 
higher than the growth of Indonesian GDP, i.e., 6.17% 
(Abidin et. al. 2004). It means that the construction indus-
try could contribute more to the growth of the country’s 
economic and prosperity if the inefficiencies could be 
reduced. Any solution to the inefficiency problems will 
then be the key to the success of Indonesian contractors in 
answering the globalization challenges.  
One of strategies that is believed can answer the chal-
lenges is to improve efficiency and effectiveness of busi-
ness processes by adopting information technologies (IT). 
Many scholars and practitioners in the field of IT applica-
tions in construction have mentioned benefits construc-
tion people will gain in adopting IT. Brochner (1990) 
stated that IT adoption will improve coordination, inspec-
tion, and communication in an organization. Furthermore, 
Betts et al. (1991) mentioned that IT will give a new op-
portunity as a strategic weapon for gaining competitive 
advantage, improving productivity and performances, 
giving new way of managing and organizing, and opening 
a new business. Moreover, Ahmad (1996) stated that 
adoption of IT in construction can be implemented in the 
process of managing construction project since the proc-
ess is dynamic, complex, team-work activity, and full of 
uncertainty.
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2 NEEDS FOR MANAGEMENT OF INFORMATION 
TECHNOLOGY 

The construction industry has entered the information age 
by using IT in a variety of ways. Yet many construction 
firms that have adopted IT face many problems related to 
how to get the best of IT adoption into their business 
processes and how to reap benefits of their investment in 
IT. Some efforts to measure the performance of IT adop-
tion in construction have been conducted in some coun-
tries, e.g. Scandinavian, Saudi Arabia, Hong Kong, and 
Canada. Based on results of their efforts, recommenda-
tions can be drawn in conducting further researches and 
actions to improve the performance of the construction 
industry in adopting IT. Yet the construction industry still 
cannot really reap benefits that IT is supposed to provide. 
In Indonesia, a research conducted by Pamulu et al. 
(2003) showed that about 55% of large Indonesian con-
tractors have adopted IT for their business purposes by 
investing about 1-5% of their annual budget on IT. Only 
32% of them have managed to invest about 6-10% of 
their annual budgets for IT. The research also showed 
some arguments that Indonesian contractors put on why 
they did not want to invest their money on IT. It was 
shown that about 40% of the Indonesian contractors still 
think that investment on IT is difficult to prove in term of 
money they can gain. This is merely because contractors 
cannot really feel benefits from their investment on IT.  
Abduh and Hikmawati (2003) made a premise that the 
root problem may lay on poor management of IT by con-
tractors, i.e. in strategic planning, design, implementation, 
maintenance, evaluation and human resource processes. 
In other words, the investment on IT does not stop at 
spending money merely in purchasing computers and 
software, it is a strategic management process that a con-
tractor should commit to in order to adopt IT successfully. 
 
 
3 CONTRACTORS’ CRITICAL SUCCESS FACTORS 

IN MANAGING IT 

IT can function effectively if it is supported by appropri-
ate management of processes related to IT investment. 
Abduh and Hikmawati (2003), based on literature re-
search, have compiled phases and components of IT man-
agement which include planning, design, implementation, 
evaluation and maintenance processes. Hikmawati (2004) 
developed factors from each phase and component of the 
IT management that should be considered to the success 
of IT investment. Since construction’s culture, business 
processes and environment are considered different from 
other industries, the way contractors manage their IT 
would be different as well compared to others. Therefore, 
there is a need to get picture and also contractors’ opin-
ions on the way they manage their IT, and which factors 
that they think and have experienced to be the success 
factors of managing IT in their environment. 

Hikmawati (2004) designed a survey to collect contrac-
tors’ opinions on which factors that could be the success 
factors of managing IT based on several factors that were 
identified from some literatures that could affect the per-
formance of IT management in any organization. The 
premise made on this research was that contractors’ or-
ganization culture and environment will produce different 
results compared to if it were conducted to other type of 
organization. For gaining sound validity of the survey, the 
respondent was a representative person of a contractor 
that is knowledgeable in construction processes as well as 
in managing IT. The survey was conducted by distribut-
ing questionnaire to 107 contractors, asking for their opin-
ions on the importance of each identified factor (as tabu-
lated in Table 1) to the success of its associated phase of 
managing IT. With a response rate of 20.6% (22 respon-
dents out of 107 contractors), the survey showed that the 
criteria for respondents were achieved to make sure that 
the survey was answered by competent persons. About 
60% of the respondents have been working in their firms 
more than 10 years and have positions in a middle-level 
management.  
The survey then classified the identified success factors 
into three categories, i.e. critical, modest, and not critical. 
Categorization of the identified success factors was made 
based on rating given by respondents for each factor using 
statistical measures, i.e., combination of mean, modes and 
standard deviation. Based on this categorization, it was 
found that, from 47 identified success factors, there are 38 
success factors that were categorized as critical success 
factors. Those that were categorized into modest and not 
critical success factors are factors that relate to planning 
of IT investment and implementation of IT, such as rela-
tionship between IT usage and the organization’s politic, 
suitability of IT investment and the organization’s as well 
as the country’s economic condition, selection of supplier 
for procuring hardware and software, physical facilities to 
support IT, IT training programs, and implementation 
scheme. 
Based on the survey’s findings, the most critical success 
factors identified from contractors seemed to follow gen-
eral practices in any organization, except success factors 
in planning and implementation phases of IT management 
where numbers of identified critical success factors were 
less and tended to diverge from common practices. The 
differences are due to the nature of contractors’ business 
processes and environment which enable contractor to 
utilize IT merely for supporting activities. This phenome-
non could be well described by the strategic grid for IT 
model (Cash et. al. 1992) where contractors are belong to 
the support grid which means that IT has little relevance 
to the organization and simply supports existing processes 
(see Figure 1). Yet this conclusion still need more proves, 
therefore an assessment model to measure practices of 
contractors in managing IT is needed to reveal more indi-
cators of the aforementioned conclusion regarding posi-
tion of contractors in adopting IT. 

 
 
 
 

 
 
 
 



Table 1. Identified Success Factors of Managing IT (Hikmawati 2004). 
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Figure 1. Contractors’ Position in the Strategic Grid for IT 
(based on Cash et. al. 1992). 
 
 
4 ASSESSMENT MODEL IN MEASURING IT MAN-

AGEMENT PERFORMANCE 
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Based on the need of an assessment model identified by 
Hikmawati (2004), Yasak (2005) developed variables or 

indicators based on the critical success factors of manag-
ing IT as the most important part of the assessment model 
to measure the performance of contractors in managing 
IT. Based on 38 critical success factors, Yasak (2005) 
generated 82 performance indicators of managing IT in-
cluded in the assessment model based on some interviews 
with several practitioners in construction and IT indus-
tries. Qualitative rating method using ‘bad’, ‘fair’ and 
‘good’ scales and an additive mathematical multi-criteria 
approach were used in the assessment model. The qualita-
tive ratings were then transferred to quantitative scales, 
i.e., 1 = bad, 2 = fair, and 3 = good. A questionnaire was 
then developed to be used as an implementation tool of 
the assessment model. 
A survey was conducted to implement the assessment 
model of Indonesian large contractor firms. Data collec-
tion was performed by distributing questionnaires to tar-
geted respondents and following up the answered ques-
tionnaire by interviews. The response rate was 39.3% and 
all of the respondents (23 contractors) were from city of 
Jakarta and consisted of 9 government’s contractors, 8 
private contractors, and 6 foreign or joint-operation con-
tractors. Figure 2 shows results of the assessment. The 
average performance value is 1.878 which is categorized 
less than ‘fair’ performance and it is shown also that there 
is no contractor that has gained value of 3 (‘good’) on 
overall performance of managing IT. 



 
Figure 2. Overall Contractors’ Performance in Managing IT 
(Abduh et. al. 2005). 
 
Even though, the average performance of contractors in 
managing IT is not considered ‘fair’ or even ‘good’ yet, 
there is one government’s contractor that has performance 
value 2.74 which is more than ‘fair’ and almost reached 
‘good’ performance. Meanwhile, based on the contrac-
tors’ status, foreign or joint-operation contractors have the 
best average overall performance in managing IT (i.e., 
2.12) compared to government’s contractors (i.e., 1.88) 
and private contractors (i.e., 1.69) and each foreign con-
tractor has performance value above the average of all 
contractors (i.e., 1.878). It was very surprising to notice 
that private contractors have the lowest average overall 
performance and the highest performer is coming from 
government’s contractor.  
The best performer in managing IT is a government’s 
contractor that has been doing its business mostly in EPC 
projects. It seems that type of business a contractor deals 
with has forced a need of IT to support the business proc-
ess. EPC projects are considered more integrated in term 
of project delivery process if it is compared to a tradi-
tional and segmented design-bid-build type of project 
delivery. With the virtue of this type of organization inte-
gration, an EPC contractor is more aware of the need for 
technological and information integration. Therefore, an 
EPC contractor tends to put more hope to IT to answer the 
integration issues. Eventually, this government’s con-
struction firm has a special IT division with special IT 
personnel holding IT related bachelor degree. The best 
performer predicate is also given to this contractor since 
its higher level management is very committed to the 
adoption of IT and, even more, the director of IT division 
become a champion in the organization to lead IT adop-
tion. 
 
 
5 WEAKNESSES OF INDONESIAN CONTRACTORS 

IN MANAGING IT 

Based on findings of the assessment as mentioned above, 
more analysis on detail performance of contractors in 
managing IT for each phase concluded several weak-
nesses of Indonesian contractors in managing IT as fol-
lows (Abduh et. al. 2005): 

- IT utilization is not strategically planned and well de-
fined at the beginning of IT management phases. 

- IT is utilized merely for supporting administrative and 
operational activities. 

- Human resource development plan/career is not well 
defined for IT personnel. 

- Maintenance of IT is conditional. 
Furthermore, in overall, the only phase of IT management 
that has more than ‘fair’ performance is the design phase. 
The rest phases are considered less than ‘fair’. This find-
ing confirmed initial conclusion from Hikmawati (2004) 
regarding the critical success factors in managing IT. It 
seems that the contractors tended to put less critical value 
on the factors that relate to activities in the phases that 
they have not performed well. Yet the reasons behind this 
are still to be further studied whether they are caused by 
natural characteristics of contractors’ business processes 
and environment or other factors. 
From the study it was found also that most of the contrac-
tors planned their IT investments due to owners’ orders. 
Idea for IT investment is not coming from the need to 
improve productivity of their business processes or to be 
part of their competitive advantages. There is no adequate 
alignment between IT strategic plan and the firm’s vision 
and mission in the planning phase of IT investment. 
Therefore, result of IT planning is merely the use of IT 
for presentation to and communication with the owners 
whilst internal business processes that have been sup-
ported by IT were only administrative and operational 
activities; only about 30% of standard operating proce-
dures that have been supported by IT. 
In the implementation phase of IT management, contrac-
tors ignored to invest adequate human resources for IT 
personnel. It is rare to find a contractor that have IT per-
sonnel, or IT group, or even IT division specialized to 
take care of IT management for its organization. Most of 
contractors utilized excess capacity of their human re-
sources in other divisions to have their IT investment 
taken care of. Furthermore, no appropriate and well de-
fined training programs or socializations to their employ-
ees for new investment on IT. The most important issue 
related to the implementation phase is that there is no 
adequate commitment from higher level management to 
the implementation of IT investment. Therefore, there is 
no motivation, i.e., reward and punishment, for the em-
ployees to utilize new system or investment on IT. 
In the maintenance phase of IT management, contractors 
tended to conduct maintenance based on crisis they found. 
Most of the contractors argued that their IT maintenance 
practice was as such since the existence of IT in support-
ing their activities is not critical. Therefore, IT mainte-
nance can be done conditionally without harming the op-
erations of their core business processes.  
The performances and weaknesses of contractors in man-
aging IT that were found in this study suggested that ini-
tial conclusion regarding the position of contractors in 
strategic grid for IT is confirmed. In other words, the con-
tractors use IT merely for supporting some limited num-
ber of their business processes which are not critical and 
not significant for adding values to customers. 
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6 BENCHMARKING SYSTEM  

One of potential use of an assessment model is for 
benchmarking. As mentioned by Barber (2004), bench-
marking is a systematic process of measuring and com-
paring an organization’s performance against that of other 
similar organizations in key business activities. The les-
sons learned from conducting benchmarking are used to 
establish improvement targets and to promote changes in 
the organization. In the context of IT management, there 
is a need that the assessment model that has been devel-
oped to be used as a benchmarking tool for Indonesian 
contractors to improve their way in managing IT, there-
fore they can reap benefits of IT adoption for their busi-
ness processes.  
A study by Supani (2005) was conducted with an aim to 
develop a benchmarking system that accommodates the 
assessment model that had been developed by Yasak 
(2005). This benchmarking system was used to measure 
performance of Indonesian contractors in managing IT, to 
select a benchmark for identifying gaps of a contractor’s 
performance in managing IT, and to suggest improvement 
efforts to be adopted by a contractor in managing IT. The 
benchmarking type that was used in this study was a 
competitive-process benchmarking which compares one 
organization performance to others and suggest adoption 
of strategies to improve the organization’s business proc-
esses. An assumption that was made in developing the 
benchmarking system was that each attribute or indicator 
was independent to each other or value of one attribute 
will not affect values of others.  
Furthermore, in this benchmarking system, a gap analysis 
was performed based on value of each attribute and re-
sults of the analysis were used to compare one contrac-
tor’s performance to a selected benchmark. The gap 
analysis was not performed only to performance’s value 
of lower-level attributes but also to aggregated attributes. 
Actually, the gap analysis to the aggregated attributes was 
conducted first and after that more gap identifications 
were carried out to the lower-level attributes. For each 
lower-level attribute that has gap, further analysis was 
performed to determine an improvement strategy based 
on four scenarios of improvement, i.e., from ‘bad’ to 
‘fair’, or from ‘bad’ to ‘good’, or from ‘fair’ to ‘good’, or 
from existing performance to a selected benchmark’s per-
formance.  
For this benchmarking system, a knowledge-based system 
was then developed using the EXSYS developer version 
8.0. A knowledge database was designed based on rules 
and knowledge acquisition from some experts. The 
knowledge acquisition was conducted to collect experts’ 
opinions on strategies of improvement in managing IT 
based on the scenarios of improvement as mentioned be-
fore. An expert that was very well involved in the knowl-
edge acquisition was from the best-performer contractor 
gained from previous study by Yasak (2005). 
During development of the knowledge database, an issue 
related to the assumption made in the assessment model 
raised up and halted the development. The generation of 
rules cannot be achieved satisfactorily since the assump-
tion of independency of attributes is not valid in real life. 
It was suggested by the expert that any improvement of 

performance of one attribute could affect significantly 
other attributes as well (see Figure 3). Even though the 
gap analysis has identified gaps on several attributes, the 
improvement efforts would not be linearly reflected by 
their gaps’ values or number of attributes that have gaps. 
Therefore, the developed benchmarking system has limi-
tation on this issue. It was suggested that further studies 
should be conducted and focus on determination of inter-
relationships between attributes used in the assessment 
model, application of multiplicative mathematical model 
to accommodate dependency of attributes, and incorpora-
tion the refined model to the benchmarking system. 
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Figure 3. Suggested Inter-relationships between Attributes. 
 
 
7 CASE STUDY AND RESPONSES FROM INDUS-

TRY 

The aforementioned studies, i.e., the critical success fac-
tors (Hikmawati 2004), the assessment model (Yasak 
2005), and the benchmarking system (Supani 2005), have 
been implemented in a case study using real data from 
practitioners and the Indonesian construction industry. 
Dissemination of results from those studies have already 
been done by sending reports to the respondents as well 
as by publishing results of the studies in a national journal 
and several seminars to gain industry’s attentions and 
responses.  
Two large construction firms, i.e., one government’s con-
tractor and one private contractor, have responded and 
approached the author to follow up results of the studies. 
The government’s contractor has overall performance 
value of 1.890 and the private contractor has 2.093. In 
general, both contractors confirmed the positions of each 
contractor and weaknesses found from the studies in their 
IT management. Both contractors at the first time were 
interested to only know who the best performer was. But 
the government’s contractor asked more questions regard-
ing the studies and wanted to validate the results of the 
assessment, wanted to perform a benchmarking, and 
wanted to make some necessary improvements. The gov-
ernment’s contractor is then further named as ‘bench-
marker’ in this case study; meanwhile the private contrac-
tor is named as ‘partner’ and the best performer as ‘best’. 
Based on Figure 4, performances of these contractors in 
managing IT were compared using a spider-web diagram 
to identify gaps of each phase’s value in managing IT, 
i.e., planning, design, implementation, evaluation, main-
tenance phases. It is shown that the benchmarker had less 
performance value for all phases of IT management com-
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pared to the best performer. If compared to the partner, 
the benchmarker had three less performance values, i.e., 
for planning, implementation, and maintenance phases, 
and two similar performance values, i.e., for design, and 
evaluation phases. Therefore, alternatives were to im-
prove all benchmarker’s identified gaps to the best’s or to 
the partner’s performance.  

0
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3
Plan

Design

ImplementationEvaluation
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Best Benchmarker Partner  
Figure 4. Benchmarking of Three Contractors’ Performance in 
Managing IT. 
 
Eventually, the benchmarker had already made some im-
provements and more investments on information system, 
IT organization and personnel, facilities and IT infrastruc-
ture. Some information systems have been developed 
recently to support several business processes, such as 
operation and project, accounting, human resource man-
agement, procurement and marketing, IT security man-
agement, and technical. Yet the information systems that 
support the core businesses of contractors, i.e., operation 
and project, procurement, and technical, were not well 
planned and designed. IT infrastructure and facilities have 
been adequately provided. Yet the IT personnel of this 
contractor were recruited from non-IT background per-
sonnel and most of IT related developments were out-
sourced. 
Based on the identified gaps and recent conditions of the 
benchmarker’s IT management, an alternative to level the 
partner’s performance, not to level the best, was consid-
ered as the most possible and relatively inexpensive strat-
egy. To level the best was considered expensive since the 
gaps were many and associate with all phases of IT man-
agement. It was also realized that the best had more com-
plex business processes to be supported by IT since most 
of its projects were EPC projects which demand more 
integrated management in term of organization and tech-
nology.  
The following suggestions were proposed to the bench-
marker in the regard of investing new IS and IT in the 
future as well as of improving of their existing IT and IS: 

- Need analysis for new IT or IS should focus on activi-
ties to be supported by IT and IS that are adding-value 
activities and giving competitive advantages to the 
firm. For this contractor, the activities are categorized 
into operation function, such as project management, 

construction, equipment management, material man-
agement, design, and procurement. 

- The firm should focus on developing IT and IS that 
support automation and integration between project’s 
applications (front office) and the firm’s organiza-
tional function applications (back office). 

- The firm should design its IT human resources devel-
opment aligned with the need of IT adoption and the 
development of IT and IS. This issue includes whether 
IT division is needed or not, job specifications, job de-
scriptions, career plan, and IT training programs.  

- The firm should identify IT and IS applications that 
could improve not only the productivity of office 
works (back office) but also the productivity of in-the-
field productivity (front office). 

- The development of IT and IS applications for each 
organizational function or project’s activity should not 
be conducted solely by each function or project with-
out any guideline from a master plan of IT and IS ap-
plications of the firm. There should be a good coordi-
nation of IT and IS applications’ developments from 
the beginning of the developments. Of course, user’s 
involvement is a must in each IT and IS application 
development. 

Although responses from two contractors have motivated 
the author to forget the well-known image that contractors 
are afraid of innovations and laggards in adopting new 
technology, yet the image is still valid for Indonesian con-
tractors in general. The fact that the private contractor, 
which had approached the author, had no further interest 
except knowing who the best performer was described 
general condition of Indonesian contractors. Even more, 
the aforementioned government’s contractor, which was 
interested in knowing further results of the studies, have 
had no further interest when some comments and sugges-
tions on what kind of improvements they need to make 
were proposed. It can be said that majority of contractors 
still wait and see when it comes to IT investment. There-
fore, the image that describes contractor belongs to the 
support grid for IT still holds. 
 
 
8 CONCLUSIONS 

Series of studies have been conducted to develop tools for 
measuring Indonesian contractors’ performance in man-
aging IT. The motivation of the studies came from the 
fact that Indonesian contractors face many challenges 
from more and ever competitive construction market and 
they have adopted IT for improving their business proc-
esses to gain competitive advantages but they could not 
reap benefits of their investment on IT yet. The premise 
was to improve the management of IT. The studies pro-
duced the critical success factors in managing IT, the as-
sessment model to measure performance, and a knowl-
edge-based benchmarking system to provide improve-
ment strategies in managing IT by contractors. 
Besides the detail of studies’ results that give better pic-
ture of Indonesian contractors’ performance in managing 
IT, which in average the Indonesian contractors had less 
than fair performance, the studies also provided general 
conclusion on characteristics of Indonesian contractors in 
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IT adoption. It was shown that IT had not been a factor 
and had not held a strategic role in Indonesian contrac-
tors’ business processes. IT is still considered as an ex-
pensive investment with no visible returns. Even though 
IT adoption is still ongoing, use of IT is merely to im-
prove productivity of limited business processes and still 
cannot contribute to gaining competitive advantages.  
Yet the motivation is still there since there is a contractor 
that had put IT as critical and significant tools in doing 
the business. This best-performer contractor would be 
useful to be a benchmark and also a champion in improv-
ing other contractors’ preferences towards IT adoption in 
Indonesia. 
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ABSTRACT: This paper discusses the project environment and process design of Virtual Design and Construction 
(VDC) supported building projects. Case studies of the use of VDC methods and tools in construction projects and 
comparisons made with the evolution of the product development process in the manufacturing industry reveals: (1) 
Relational contracting in combination with a concurrent engineering process and advanced ICT tools can provide the 
base for an adaptive Virtual Design and Construction process. (2) There is no single model that contains all project 
information, but rather a collection of discipline-specific models, including non-model data that can be linked to mod-
els. (3) Model information can be exchanged via files or can be available from product model servers. The data format 
can be proprietary or neutral. (4) An information manager, the Project Information Officer (PIO), is needed who speci-
fies the requirements for model use and who ensures integration of models with other models and with non-model data. 
KEYWORDS: virtual design, virtual construction, relational contracting, concurrent engineering. 
 
 
1 INTRODUCTION 

Application of Virtual Design and Construction methods 
heavily relies on the use of CAD and other IT systems, 
but is not limited to these tools. The organization of the 
process is as important as the applied technology in the 
process. Most of today’s construction projects are struc-
tured according to a sequential product development 
process in which each design activity is separated in time 
and space. This process is often slow and reflects func-
tional oriented organizations, leading to deficient com-
munication and conflicts between the different functional 
teams in the design and production “relay-race”. 
Virtual Design and Construction is defined as “the use of 
multi-disciplinary performance models of design-
construction projects, including the product (i.e. facili-
ties), organization of the design-construction-operation 
team, and work processes, to support explicit and public 
business objectives” (Fischer and Kunz, 2004). That is, 
one would like to analyse, simulate and predict the quality 
of the end product (e.g. a building) and the characteristics 
of the process to build and operate the product. Both the 
product and the processes must be virtually designed and 
simulated, before construction commences, in order to be 
able to truly evaluate different design and construction 
alternatives against project objectives. 
This paper discusses the project environment, the re-
engineering of processes in building projects and informa-
tion management needed to be able to implement Virtual 
Design and Construction methods. We believe that the 
project environment, that is, the distribution of responsi-
bility, the selected remuneration and model for coopera-

tion, is important for the implementation of new innova-
tions in the construction sector. Also, the transition from a 
document based information delivery process to models 
must be accompanied by re-engineering of processes and 
working methods in construction projects. Here, a com-
parison is made with the evolution of the product devel-
opment process in the manufacturing industry to get in-
spiration for change. 
 
 
2 THE PRODUCT DEVELOPMENT PROCESS IN 

THE MANUFACTURING INDUSTRY 

The manufacturing industry has radically changed over 
the past century, with a transition from craft production 
via mass production to lean production. During the 1970s, 
the product design phase in the manufacturing industry 
was followed by testing of physical prototypes. The intro-
duction of Computer Aided Design (CAD) and Computer 
Aided Manufacturing (CAM) systems in the 1980s in-
creased the speed of the design and documentation work, 
but did not radically change the product development 
process. A major paradigm shift took place in the nineties 
when the simultaneous product development process, as 
introduced by the Japanese car industry, was spread over 
the world. In a benchmarking study of major automotive 
manufacturers this technique did not only prove to be 
faster, but also appeared to require less engineering hours 
and results in products better adapted for the production 
process, which in turn results in better quality of the end 
product (Womack 1990). The change of the product de-
velopment process from a sequential chain of activities to 



make things more concurrently reduced the time to mar-
ket of new models. This transformation has taken place at 
the same time as the modelling methods have become 
increasingly sophisticated, Figure . 
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Figure 1. Schematic picture of the evolution of the product de-
velopment process and modelling methods. 
 
Concurrent engineering requires information sharing and 
tight coordination of the different design teams. The first 
practical use of virtual reality (VR) was introduced when 
“digital mock-ups” were started to be used in the design 
process. Digital mock-ups are VR models of the product, 
assembled from the different design teams’ 3D CAD 
models (mostly sharing of geometrical data). Digital 
mock-ups are useful for coordinating design and for 
communication of design intents to stakeholders, 
(Woksepp and Olofsson, 2006), Figure 2. An Integrated 
Concurrent Engineering process (ICE) requires an even 
tighter integration between different design disciplines. 
Co-located multidisciplinary teams working on the same 
data have inspired the CAD developers to engineer prod-
uct model servers, where designers work in a common 
model environment. Today, a product can be designed, 
tested and validated before the first physical prototype is 
built. Multiple design solutions can be evaluated in a 
computer, which leads to a faster design process and a 
more optimized end product. The next step according to 
many scientists is “knowledge engineering design” sup-
ported by semantic models, i.e. model objects have mean-
ing and knowledge of their own performance. 
But what has happened in the construction industry? This 
industry has also seen its transitions, although not as radi-
cal as in manufacturing. Some specialized niches in con-
struction show similarities with the manufacturing indus-
try. NCC, a Swedish construction company, launched a 
residential building concept in spring 2006 where 90% of 
all components are preassembled in factories, using 
among other things CAD-CAM technology. The building 
components are subsequently assembled on site, by 
craftsmen wearing white gloves, in half of the time com-
pared to traditional construction according to NCC (NCC 
2006). It may appear that things have changed in con-
struction. However, the gross volume of construction is 
still concerned with an outdoor craft based manufacturing 
and assembly process on the construction site, where dif-
ferent organisations plan and execute their work using 
document-based information, produced by functional-
oriented organisations. 

 
Figure 2. A digital mock-up of a pelletizing process plant under 
construction, (Woksepp and Olofsson 2006). 
 
 
3 PROJECT ENVIRONMENT 

Several factors need to be considered when introducing 
new technology. First, we have to investigate if the new 
tool makes the process more efficient or if we have to re-
engineer the way we work in order to make use of the 
benefits that the technology can offer. Also, introducing 
new working methods will affect the organisation and 
challenge the culture in the company. Secondly, what are 
the driving forces? In the automotive industry global 
competition has forced companies to implement new 
processes and technologies to speed up the time to market 
for new models. In this context we will discuss the impor-
tance of project environment to make use of the full po-
tential of VDC methods and tools in construction projects. 
The project environment is defined as the contractual 
framework in which the distribution of responsibility, 
remuneration and cooperation model is determined. Here, 
time criticality, uncertainty in product design, access to 
resources and strategic considerations are important. 
Miles and Ballard (1997) discuss the needs of contracting 
models facilitating and supporting cooperation in the con-
struction process (a so called relational oriented contract-
ing form) compared to the traditional transactional forms 
where the compensation is based on a fixed price model. 
According to Toolanen et al (2005), the framework for 
process design in construction projects depends on the 
distribution of responsibility, the remuneration model and 
model of cooperation. Table 1 shows some common 
forms for distribution of responsibility, remuneration and 
cooperation. 
A relational contract supports collaboration and has in-
centives to reach common objectives in the project. A 
combination of, e.g. design-build contract using a trans-
parent cost models and partnering will set the framework 
for a collaborative process to define and set common 
goals for the actors in a construction projects. Especially 
in complex, uncertain projects under time pressure a de-
velopment towards relational contracting is important, 
(Miles and Ballard, 1997). This hypothesis was further 
strengthened by Toolanen (2004), who conducted in-
depth interviews with 32 professional clients in Sweden 
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where they were asked to act as advisors in different con-
tracting situations. The situations ranged from certain, 
simple projects with no time pressure to complex fast-
track projects with lots of uncertainties in the actual de-
sign. A majority of the clients recommended transactional 
contracting in the case of slow, certain and simple pro-
jects and relational contracting for fast-track, uncertain 
and complex project where the risk is much higher. Also 
in cases where strategic considerations played an impor-
tant role, the relational contracting environment was rec-
ommended by the professional clients. 
Table 1. Commonly used forms for distribution of responsibil-
ity, remuneration and cooperation in the construction industry. 

 
 
To conclude, the project environments will affect the cli-
mate of collaboration: 

- A transactional oriented environment with fixed price 
compensation, such as Design-Bid-Build, will 
strengthen the forces of fragmentation in the project. 
Any change in the project will be resisted by the 
stakeholders since the remuneration need to be re-
negotiated. Therefore, it is not meaningful to intro-
duce a VDC process where there is no incentive for 
sharing of information between stakeholders.  

- In a relational oriented environment, it is necessary to 
involve all stakeholders, formulate common targets 
and have a strategy to develop trust and sharing of in-
formation to reduce project risks. Changes beneficiary 
for the project targets will also be beneficiary for the 
stakeholders and can therefore be implemented with-
out re-negotiation of the contractual agreement. In this 
type of environment, the cost of introducing new ICT 
tools and methods and the benefits they bring to the 
project can be shared. 

 
 
4 THE ORGANISATION OF A VIRTUAL DESIGN 

AND CONSTRUCTION PROCESS  

Today, several applications exist to support a VDC proc-
ess ranging from the conceptual phase to the detailing and 
production stages of a construction project. In recent case 
studies of Swedish construction projects the following 
applications have been reported (Jongeling 2006, 2007, 
Woksepp and Olofsson 2006): 

- Applications for digital mock-up and walkthroughs, to 
integrate, communicate and review different design 
disciplines for use within and outside the project team. 

- Model checking- and clash detection software. These 
applications check different models according to user-
defined rules for tolerances between and interferences 
of different types of objects and systems. 

- Building lifecycle design applications are software 
tools for the analyses of energy use, lighting design, 
space usage, maintenance planning, et cetera. 

- Applications for “4D” (3D + time) modelling are used 
to link the various models of a project to different 
types of schedules. These schedules can subsequently 
be visualized in a 4-dimensional environment and en-
able the communication of different schedules to ac-
tors in the project. 

- Applications for “5D” (3D + costs) modelling are used 
for cost estimation and link the model objects to so-
called recipes. A recipe includes methods (i.e. a num-
ber of tasks) and resources (e.g. man hours) needed for 
a building component. 

Figure 3 shows the organisation of a VDC supported con-
struction project where identified benefits of the use VDC 
applications are marked. Three main concurrent processes 
are defined; the business, the model based design and the 
construction process. In a relational oriented environment, 
objectives and goals are defined from the client perspec-
tive. Incentives based on overall project targets such as 
costs, time, et cetera create the driving force for the stake-
holders to evaluate alternatives and opportunities that can 
contribute to the outcome of these targets. 
The identified benefits are as follows (Jongeling 2006, 
2007, Woksepp and Olofsson 2006, Simu and Woksepp 
2006, Miklos 2006); (1) Visualisation of the overall de-
sign improves communication and the decision process, 
resulting in less complaints and misunderstandings of the 
layout and effects on neighbouring environment. (2) Life 
cycle cost can be estimated early and design changed to 
meet design targets. (3) In development projects, selective 
price tags of attractive flats and offices can much easily 
be determined by the developer. Also, potential customers 
can get a visual impression of the layout and the view 
from the prospective flat before they sign the contract. (4) 
Early procurement of critical components with long de-
livery times, such as windows, can be made earlier with 
lower prices as a result. (5) Integrated design and bill of 
quantity take-off eliminates the work of manual estima-
tion from 2D drawings. Quantity take-off is often per-
formed several times by numerous stake-holders in a 
normal design-bid-build project. Also, the waste related to 
waiting for and storage of components and material on 
site can be avoided if design can be integrated with sup-
ply the chain management system for procurement, pur-
chase and delivery. (6) The project coordination becomes 
more efficient and requires less engineering hours as a 
result of 3D model based design process. (7) Integrated 
architectural, structural and installations design leads to 
fewer collisions in the design and hence, less re-work on 
the construction site. (8) Integrated design and production 
planning (4D), improves the build-ability of the design, 
the site layout and work-flow and communication on the 
construction site with less waste as a result. (9) Concur-
rent engineering and digital mock-ups often results in 
opportunities for assembling larger parts of building in-
stallations off-site when the geometrical constraints of the 
different design can be controlled in advance. (10) Prepa-
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ration for operation such as education of operational staff 
can start in advance using the digital mock-up of the as 
built model. 
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Figure 3. Schematic representations of a future concurrent con-
struction project where identified use of Virtual Design and 
Construction applications can add value to the process and 
product.  
 
The 3D model based design of a recently constructed 
process plant in Sweden can exemplify the iterative na-
ture of a concurrent engineering approach, see Figure 4. 
The project coordinator is responsible for the overall de-
sign process while the design teams here denoted 1 to n, 
are responsible for the design of the subsystems in the 
plant, i.e. process equipment, building structure, installa-
tions et cetera. All design teams are also responsible for 
providing correct and updated input data to the "VR data-
base". An independent VR consultant, working for the 
client, manages all the VR data and also makes updated 
and corrected VR prototypes accessible for everyone to 
use in the project. The provided VR prototypes, denoted 
VR1 to VRn, are also used in design review meetings that 
take place once every fortnight. Errors discovered during 
these design review meetings are immediately delegated 
to the design teams concerned. All errors that have been 
addressed are logged and later confirmed in the next 
meeting. Decisions on major changes in the design are 
taken after conducting a risk analysis of the three goals in 
the project; the capacity of the plant, time to operation 
and the economical impact. These decisions are always 
taken in the risk management group consisting of the cli-
ent and the main subcontractors in the Partnering group.  
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Figure 4. An iterative design review process using digital mock-
ups in a concurrent design organisation, from Woksepp and 
Olofsson, (2006). 
 
The example illustrates that there are a number of differ-
ent roles that one can identify in a VDC supported design: 

- Information creators are the professionals from differ-
ent design disciplines that carry out the modelling 
work. 

- Information users, or so-called model viewers, are 
those that use the models for their specific needs. This 

category includes actors such as the client, project 
management agencies, material suppliers, cost estima-
tors, site managers, planners, et cetera. 

- Information administrators help the client or project 
manager with setting up the right environment, some-
times referred to as the Virtual Building Environment, 
and ensures coordination of the model work that is 
performed by different professionals.  

In this example the VR consultant acted as an information 
administrator with the specific task of gathering and op-
timizing the 3D models from the different disciplines and 
creating and distributing the VR models (digital mock-
ups) used in the design reviews. 
 
 
5 INFORMATION MANAGEMENT 

Researchers (Lee 2004) and software developers 
(Autodesk 2002; Graphisoft 2002) envision a database 
constructed with intelligent objects from which different 
views of the information can be generated automatically; 
views that correspond to traditional design documents 
such as plans, sections, elevations, schedules, et cetera. 
As the documents are derived from the same central data-
base, they are all coordinated and accurate.  
In a study by Jongeling (2005) a number of issues was 
identified that currently limit the use of product models to 
the extent envisioned in the above:  

- First of all, generating views from product models is 
currently partly possible. Product models do not nec-
essarily contain all information that is required to pro-
duce design views. Absence of information is due to 
unavailability of adequate modelling tools, required 
effort to add this information to product models and 
the effort to extract the information. For example, 
modelling work of certain reinforcement bars is possi-
ble in a limited number of CAD systems. Generating 
views from these systems is constrained by national 
and local preferences of reinforcement bar detailing in 
shop drawings. 

- Secondly, views of product models differ between ac-
tors. For example, a structural engineer models build-
ing objects differently from objects modelled by an 
architect. Generating specific views from a multi-
disciplinary central model that contains all informa-
tion is constrained by these different views. 

- Thirdly, certain information is associated with a 
model, but not necessarily part of a model. Even in the 
most optimistic scenario for model-based approaches, 
the vast majority of current project information exits 
in the form of unstructured documents (Froese 2004b).  

- Finally, the number of actors in a construction project 
that can access and operate software tools to generate 
database views is mostly limited to actual product 
modellers. The majority of actors are consumers of in-
formation stored in product models, such as estima-
tors, planners, suppliers, subcontractors, customers, et 
cetera.  

The solutions applied in the pilot study to combine 2D 
data with product models and to make this data and prod-
uct models available for all project participants were: 
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- Separate architectural, structural and HVAC models 
were created instead of an all-including single product 
model.  

- Views were generated from 3D models to which 2D 
geometric primitives were added in paper space. We 
call this a hybrid design document type. The views 
were saved at the model server and could automati-
cally be updated with product model data when re-
quired. 2D data, such as reinforcement bar detailing, 
could only manually be updated per view.  

- Product model views and other documents were lo-
cated at a document server and hyperlinked to the 
product model. Links were added to specific model 
objects, but also to parts of an object or to a specific 
section in the product model. For this purpose differ-
ent pointer objects were used for different disciplines 
that contained links to the document server. 

- A model viewer was used as client software to view 
the product model in the central database and to 
browse through hyperlinked data. 

Working with separate product models proved to be bene-
ficial, but also showed limitations. An advantage of a 
separate product model per design discipline was that 
both the architect and structural engineer could have their 
own view on their design practice, which they were famil-
iar with. Legal concerns by project participants were 
minimized with this approach, which facilitated the ac-
ceptance and uptake of 3D modelling. A disadvantage of 
this approach was the lack of coordination between dif-
ferent models. Updates in the architectural model that 
affected the structural model had to be propagated manu-
ally in the structural model. 
The process of generating views from 3D models and 
adding 2D data proved to be feasible in the Hotellviken 
project. Difficulties were experienced when updates were 
made in the central product model. Ensuring up-to-date 
2D data in all separate model views of for example rein-
forcement bars was a process that did not provide signifi-
cant advantages compared to the traditional 2D structural 
design process. 
Project actors that did not have CAD software installed 
could view and browse the product model with inexpen-
sive viewing clients. To illustrate: at the start of the pro-
ject there was one CAD system available at the project 
developer. No experienced CAD personnel were available 
to operate CAD systems as product model server clients. 
Using model viewers facilitated the uptake of product 
model use. Model views and other documents, located at 
a document server, became centrally available by using 
product model viewers. Using the 3D model was believed 
to add to project participants’ understanding of to what 
part of the model the different documents and views were 
related. 
Froese (2004a) suggests a Project Information Officer 
(PIO) as a resource in a project that acts as an information 
administrator. Tasks and responsibilities for the PIO can 
include (Froese 2004a): 

- Setting up requirements for the modelling work by 
different professionals 

- Coordinating and ensuring the use of templates and 
libraries for modelling work 

- Model integration from different disciplines 

- Management of the central information repositories 
such as digital mock-ups pr product model server 

- Education and knowledge management of (potential) 
model users 

The PIO can facilitate the uptake and successful use of 
3D and product models in projects. The PIO relieves the 
design- and project manager from tasks that they are not 
used to and can successively transfer the required skills to 
these managers. Knowing that a PIO possesses the essen-
tial knowledge can facilitate the decision to conduct the 
design work in 3D. 
 
 
6 CONCLUSIONS  

There are several of lessons that we can learn from 
benchmarking with the manufacturing industry and case 
studies of the use of VDC methods and tools in real con-
struction projects: 

- The typical construction project is organised in chain 
of sequential activities, a relay run, that leads to frag-
mentation, long chains of design iterations and an er-
ror prone information flow causing waste of material 
and resources in the construction phase. 

- Relational contracting in combination with a concur-
rent engineering process and use of advanced ICT 
tools can provide the base for an adaptive virtual de-
sign and construction process.  

- There is no single model that contains all project in-
formation, but rather a collection of discipline-specific 
models, including non-model data that can be linked 
to models. 

- Model information can be exchanged via files or can 
be available from product model servers. The data 
format can be proprietary or neutral. 

- An information manger, denoted the Project Informa-
tion Officer (PIO), is needed who specifies the re-
quirements for model use and who ensures integration 
of models with other models and with non-model data.  
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ABSTRACT: The AEC-industry has been slow in turning the potential of ICT into increased efficiency and productivity. 
This is a phenomenon which can be observed in many countries, and in Denmark this issue has been recognized as a 
major problem for the further development of the AEC-industry. The public-private and nationally funded R&D pro-
gram ‘Digital Construction’ was initiated in 2003 in order to establish a common platform for interchanging digital 
information and to stimulate digital integration in the Danish AEC-industry. This paper explores the relationship be-
tween visions, strategies and tools formulated in the ‘Digital Construction’ program, and the first experiences of im-
plementing the 3D work method part of this R&D program in an ongoing building project. The discussions in the paper 
are placed in the complex field between choosing strategies for integrating ICT on the national level, and the effects of 
these strategies on real life building projects. The knowledge gained from the experiences in Denmark could be a valu-
able contribution to further discussions regarding strategies for integrating ICT in the architectural and engineering 
practice. 
KEYWORDS: building design process, integration of ICT, digital construction, effects on practice, R&D efforts. 
 
 
1 INTRODUCTION 

Information and communication technologies (ICT) are 
for good reason heavily linked to future prosperity and 
growth in a range of European countries. Nevertheless, 
the Architecture-Engineering-Construction (AEC) indus-
try is a laggard compared to other industries regarding the 
successful implementation of ICT and it has been slow in 
turning the potential of ICT into increased efficiency and 
quality (Gann 2000, Wikforss 2003). The productivity 
status in the AEC-industry described in the Latham report 
in 1994 (Latham 1994), still gives raise to concerns. Para-
phrasing Tom Paxton’s old song "what did you learn in 
school today", the contemporary AEC-industry has to 
learn at a much faster pace and on a much longer time-
scale. Learning becomes ubiquitous and large scale re-
search and development (R&D) programs are one of 
many contexts we need to learn from. Several interna-
tional and national initiatives for integrating ICT in the 
AEC-industry have emerged during the last years. In 
Denmark the national R&D program “Det Digitale 
Byggeri” (Digital Construction), co-funded by public and 
private sources, was initiated in 2003 in order to establish 
a common platform for interchanging digital information 
and to stimulate digital integration in the Danish AEC-
industry (EBST 2005). The R&D program ended in 
March 2007. 
This paper explores the relationship between the expecta-
tions, strategies and tools formulated in the ‘Digital Con-
struction’ program and the benefits and challenges ex-
perienced from implementing and using 3D object models 
in practice. The analysis will be based on an ongoing 

evaluation of this R&D program and the first experiences 
made from implementing a part of the program in the 
building design process of the new Icelandic National 
Concert and Conference Centre in Reykjavik (CCC-
project). After a brief description of the methodological 
issues, some examples of international and national initia-
tives for integrating ICT in the AEC-industry will be 
given in order to set the Danish ‘Digital Construction’ and 
the main topic of this paper into a wider context. This 
leads to the main part of the paper, which describes and 
analyzes the structures, visions and strategies developed 
within ‘Digital Construction’, and how these are imple-
mented in the CCC-project. The focus lies on the 3D 
work method project, which is one of the ‘digital founda-
tions’ of the program. The final discussion points on the 
lessons learnt from this exploration of practice. 
 
 
2 METHOD 

The discussions and analysis regarding the ‘Digital Con-
struction’ program are built on the results from a qualita-
tive process evaluation. Initiated by EBST (The National 
Agency for Enterprise and Construction, a Danish public 
body within the resort of the ministry of Economy and 
Business), who is the host of the program, the evaluation 
started in the winter of 2004. Since the program was 
launched in late 2003 and by the end of 2006, the process 
evaluation has been documented in four intervention and 
status notes of the program’s progress (Koch and Haugen 
2006). The process evaluation is based on an array of 
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methods; interviews, participant observation and desk 
research. Just above forty interviews have been carried 
out, comprising biannual interviews with project manag-
ers from EBST and project managers representing the 
various active development consortia within the program, 
the surrounding learning network etc. 
The exploration of the experiences of implementing 
‘Digital Construction’ in the CCC-project, builds on the 
first findings from a qualitative case study of the project 
(Yin 2003). Around 12 semi-structured interviews (Kvale 
1997) have been carried out in 2006 with architects and 
engineers involved in building design and management. 
Documentary analysis and observation of design meetings 
are further sources of the empirical data. The brief 
glimpses into other national and international initiatives 
for integrating ICT in the AEC-industry are based on in-
terviews with key actors involved. A research framework 
has been developed and applied for supporting the explo-
ration of the ICT impact on the architectural design proc-
ess (Moum 2006). The framework is based on the sugges-
tion of three levels; a macro-level (AEC-industry), a 
meso-level (the design team in the CCC-project) and a 
micro-level (the individual architect/ engineer). The dis-
cussion part of the paper is placed in the dynamic relation 
between these levels; between initiatives and strategies 
emerging on national level (macro-level), the processes 
within the project team (meso-level) and the individual 
experiences from ICT usage (micro-level). The frame-
work focuses furthermore on four central design process 
aspects; the generation of design solutions, the communi-
cation, the evaluation of design solutions and decision-
making. 
The authors recognize that through using an Icelandic 
building project as a case of the implementation of the 
Danish national program, the exploration is limited to the 
internal part of the design process, whereas a full evalua-
tion would encompass the interactions also with external 
actors, such as the Danish state acting as client. Neverthe-
less, the CCC-project’s organizational structure, complex-
ity, architectural ambitions and economical and manage-
ment related aspects, makes it exceptional. The authors 
consider the project to be an interesting case for exploring 
not only technological, but also some non-technological 
challenges and benefits from implementation and use of 
the 3D working methods of ‘Digital Construction’ in ar-
chitectural and engineering practice. The paper builds on 
Moum et al (2007). 
 
 
3 INTEGRATING ICT IN THE AEC-INDUSTRY: 

SOME INTERNATIONAL AND NATIONAL R&D 
EFFORTS 

With the aim to ensure interoperability and efficient in-
formation exchange between different ICT systems, In-
ternational Alliance of Interoperability (IAI) was founded 
in USA in 1995 (International Alliance of Interoperability 
2006). IAI is the key actor behind the development of IFC 
(Industry Foundation Classes), which shall ensure a sys-
tem-independent exchange of information between all 
actors in the whole life cycle of the building. The program 
of the international IAI conferences from the last two 

years indicate a focus change; from being technology 
development oriented, to becoming implementation ori-
ented. Consequently, IAI introduced the new brand 
“BuildingSMART” in June 2005. The Finnish Vera 
Technology Program, which was funded in 1997, became 
a central player in IAI’s efforts regarding the development 
of IFC as an international product model standard (VERA 
2006). The program made Finland to one of the leading 
countries developing ICT for AEC/FM industry. Five 
years later, after this program came to an end, the Con-
federation of the Finnish Construction industries initiated 
the ProIT-project Product Model Data in the Construction 
Process (ProIT 2006), which focused on developing 
strategies for implementing 3D product models in the 
Finnish construction industry. The program was based on 
a joint effort between research and the building industry. 
Guidelines for architectural and engineering design were 
developed, and 3D product modelling was tested out in 
several pilot-projects. Also powerful players in the Nor-
wegian AEC-industry have recognized the potential of 
introducing information exchange with IFC-based 3D 
object models throughout the whole value chain of the 
building process. The Norwegian BuildingSMART pro-
ject is a joint venture of actors from both industry and 
research, and comprises several research and development 
projects, partly on international level (BuildingSMART - 
Nordic Chapter 2006); for instance the IFD-project (In-
formation Framework for Dictionaries), the IDM-project 
(Information Delivery Manuals), and the efforts regarding 
electronic submission to planning authorities. This last 
project is based on the experiences made in Singapore, 
where they issued the CORENET in 2002 as a public e-
submission system (CORENET e-Information System 
2006). One of the implementation arenas for the Build-
ingSMART technology is the ongoing Norwegian pilot 
building project Tromsø University College, also called 
the HITOS-project (Statsbygg 2006). The public client 
Statsbygg (The Directorate of Public Construction and 
Property) requires and supports the implementation of 
IFC-based 3D object modelling. An R&D project is con-
nected to the building project, based on a close collabora-
tion between the design team, the software vendors and 
the Norwegian BuildingSMART. 
Finnish promoters of the ProIT project, emphasized in 
2005 that Finland can harvest from the benefit of being a 
small country (ProIT information DVD “Product model-
ling as the basis for construction process”, released 2005). 
Compared to many other larger countries, it is easier to 
gather the driving forces and to work together in imple-
menting new technology. This situation has probably 
been a good starting point also for the R&D initiatives in 
Norway, and as we shall see later, for the Danish ‘Digital 
Construction’ program. In contrast, combining forces in 
the German AEC-industry is understood as far more chal-
lenging by its German promoters (interview with leader 
of the German BuildingSMART chapter). Some of the 
reasons for this situation are probably the complex and 
fragmented societal, political and business related struc-
tures of the country and the “bad times” in the German 
AEC-industry since the mid nineties. Generally, an essen-
tial target of the international BuildingSMART’s and the 
German chapter’s efforts are the players in the AEC-
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industry with the power and ability to implement the 
standards and technologies developed. 
These are only selected examples from some European 
countries, not representing a complete picture of all worth 
mentioning international or national initiatives. The inten-
tion is to give the reader a brief glimpse into some trends 
as a “backdrop” for the further exploration of the Danish 
R&D program. Nevertheless, the authors interpret the 
Danish R&D program as strongly embedded in and char-
acterized by the Danish institutional set up. A limitation 
of the present contribution is that the characteristics of 
this embedding and how it impacts on the program is not 
(yet) further developed. A possible reference for investi-
gating these aspects is Bang et al (2001) in Manseau and 
Seaden (2001). 
 
 
4 DIGITAL CONSTRUCTION, A PUBLIC DEVEL-

OPMENT PROGRAM IN DENMARK 

Seeing the Danish ‘Digital Construction’ program from a 
process evaluation point of view gives the possibility to 
evaluate the dynamic development of the program (Van 
de Ven 1999, Patton 1990, 1998). 
 
4.1 Visions and strategies of the program  

A central feature of the ‘Digital Construction’ program is 
the belief in the client-power of the state. The program 
has been developing a particular version of state driven 
development, namely one drawing on the power of the 
purchaser. It is hoped that through a targeted development 
program the Danish state can set a standard for digitalized 
tendering, programming, classification of building data, 
project webs and managing facilities. Three major profes-
sional state clients were envisioned to be central drivers in 
the program process. These three state clients of buildings 
cooperated with the consortia established in the program. 
The assumption was that the construction sector actors 
will engage in developing a basis for a future legislated 
digital interaction with the public clients. Another main 
idea of the program has been to adopt existing generic 
software packages and configure those to support the de-
veloped guidelines and standards. Thus, the program fo-
cuses on using existing systems and improving the im-
plementation and use of those rather than on the devel-
opment of new ICT applications. The underpinning vision 
of the R&D program is the integration of ICT into major 
parts of the AEC industry, involving players from cli-
ents/owners, architects, engineering consultants, general 
contractors, trade contractors, and real estate administra-
tors. The program has been taking a consensual approach 
in combining forces and mobilizing AEC-industry play-
ers, who were believed to be best able to drive and de-
velop new methods and procedures to be used by the in-
dustry in the future. The mobilization was both direct 
through project engagement and more indirect by a series 
of communication and dialogue arrangements, which 
were intended to encounter broader sector players. The 
consulting engineers and architects have been the most 
active players in the program, more or less in alliance 
with contractors. The property owners and facility man-

agement operators have been little involved, even in is-
sues related to facilities management. In this sense the 
program mirrors existing hegemonies in Danish Construc-
tion. Still, the establishment of proper and consensus 
based strategies for implementing the solutions agreed 
upon in practice, was an essential issue in the program. 
Based on this background, three main strategies have 
been defined (EBST 2005): 

1. To provide a digital foundation for standards and 
methods, in order to ensure that all players in the con-
struction business are “speaking the same digital lan-
guage”. 

2. To establish a set of law-regulating client demands, 
which were issued by 01.01.2007 in public building 
projects 

3. To build up a “Best Practice” base; a compilation of 
real life projects demonstrating how the integration of 
digital solutions in real life projects can enhance more 
efficiency in the working process. 

In prolongation of "3", the program encompassed an ef-
fort to evaluate and communicate best practice experi-
ences from implementing and operating ICT in construc-
tion. The consortium responsible for this part of the pro-
gram featured a handful of the largest players amongst 
contractors and consulting engineers. The project ran into 
a number of problems; importantly it turned out to be 
very difficult to find best practice examples. In December 
2006, the "best-practice" base of 'Digital Construction' 
included 17 cases, whereof 5 deals with 3D-issues, 4 with 
project web and the rest with e-learning, commissioning, 
e-mail standard and other smaller ICT-issues in construc-
tion. This base represents mainly cases with a limited 
scope, focusing on smaller parts of the building process. 
The cases are rather derived from the developmental work 
of experimental character within ‘Digital Construction’, 
than from well-documented "best practice", as also noted 
by the program itself ('Digital Construction' public web-
site 2006). 
 
4.2 The digital foundation  

Over the spring of 2004, the digital foundation part of 
“Digital Construction” was divided into four project pro-
posals: 

- Classification 
- 3D work methods 
- Logistics and Process 
- Building Items Chart (not followed up) 

This row of projects reflects a delicate balance of inter-
ests. Object orientation has been “secured” space through 
the 3D work method project. Whereas positions of more 
pragmatic type as well as interests in favour of a “docu-
ment-view” are secured space within classification. 
Moreover, “logistics and process” represents an area that 
contractors are interested in. Broad participation was as-
sured at workshops and was obtained in the sense that 
more representatives from contractors than initially were 
mobilized. The design was challenged both internally and 
externally by website debate and in the program council. 
In May and June 2004 several elements were taken out in 
order to meet the overall budget. The remaining three 
projects (the first three bullet points) stabilized and all 
commenced before September 2004. As of beginning of 



2007, the new classification has been developed and is 
now under scrutiny by external experts. The 3D work 
methods was finalized by summer 2006, with extensive 
material available on the public website and used in the 
case below. The result of the logistics- and process-
project was a proposal for the use of so-called “produc-
tion-cards”; a tool for detailed scheduling at the building 
site, inspired by last planner/lean construction ideas. It is 
currently likely that the results of this project will have 
little practical implication. However, it is also likely that 
construction actors will continue the development of a 
production planning element of the digital foundation. In 
the following part of the paper we look more into the 3D 
work method foundation of the program and the experi-
ences from implementing this concept into a real life pro-
ject’s design team. 
 
4.3 The 3D work method project 

The 3D work method project is intended to match the 
building processes and technologies known today, and 
mirrors thus the general visions of the ‘Digital Construc-
tion’ program. Still, an important issue within the project 
development has also been to allow implementation of 
new and innovative collaboration scenarios and CAD 
technologies in the future. Around 35 companies repre-
senting different interests in the industry have participated 
(for instance architects, engineers, contractors, manufac-
turers, building authorities and clients). The joint efforts 
in the 3D work method project have resulted in a 3D 
CAD manual built upon four parts, which can be 
downloaded from the public ‘Digital Construction’ web-
site (http://www.detdigitalebyggeri.dk):  

- 3D work method (description of concept) 
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- 3D CAD manual (practical guidelines for building up 
the 3D model) 

- Layer and Object structures 
- 3D CAD project agreement 

The aim of the four manuals is to specify a common 
working method for all parties in planning and construc-
tion, in order to support the building-up, exchange, and 
re-use of the 3D models throughout all phases of the 
process (bips 2006). Further aims formulated in the con-
cept are (examples): work process optimization and im-
proved collaboration, improved quality and consistency of 
project material, clear definition of responsibility through 
common work method principles, improved communica-
tion, and automation of sub-processes; e.g. consistency 
control and quantity take-offs etc. The key idea of the 3D 
work method project is that each discipline shall build up, 
maintain and most importantly, be responsible for their 
3D discipline-specific object model (for instance architec-
tural model, structural design model etc.). All necessary 
development and changes shall be undertaken in these 
discipline models. The discipline-specific models are also 
the basis for generating 2D drawings and quantity take-
offs. The exchange of the 3D models between the disci-
plines is to be based on IFC or other appropriate file ex-
change formats. The 3D work method manual further-
more suggests building up the 3D models according to 
seven information levels, following the increasing need 
for concretization and detail throughout the building 
process. The 3D work method proposes in the next step to 

gather these discipline models into a common project 
model. The decision as to what extent a common model 
shall be integrated and used in a building project, depends 
on the project specific technical and financial possibilities 
to be clarified in the CAD agreement. From January 2007, 
the 3D work method project has been implemented as 
guidelines together with the client demands, which re-
quire the use of 3D object models in public building pro-
jects with building costs exceeding 40 millions Danish 
kroner (5,3 mill. Euro). (EBST 2005) 
The leader of the 3D work method project is also respon-
sible for developing the ICT business strategies in the 
company, which is conducting the engineering design of 
the CCC-project. This engineering company initiated the 
implementation of the 3D work method concept in the 
CCC- project, with a motivation placed between the com-
pany’s development and marketing strategies on the one 
hand, and ‘Digital Construction’s’ need for collecting 
experiences from practice on the other. The CCC-project 
is part of the “best practice” strategy of the program, and 
is expected to contribute with a positive spin-off effect on 
other players in the industry. 
 
 
5 THE NATIONAL ICELANDIC CONCERT AND 

CONFERENCE CENTRE IN REYKJAVIK 

The national Icelandic Concert and Conference Centre, 
located in the harbor of Reykjavik, is a prestigious public-
private-partnership project aiming to make Reykjavik 
visible in the international landscape of architectural and 
cultural high-lights (see Figure 1). 

 

 
Figure 1. The CCC-project in Reykjavik (Courtesy: Henning 
Larsen Architects). 
 
 

http://austurhofn.is/upload/images/orginal/portus-4.jpg


5.1 The role of the 3D object model  

The CCC-project is one of the first ongoing large-scale 
building projects in Denmark where all main actors in the 
design team are attempting to work with and exchange 3D 
object models. The interdisciplinary use of 3D object 
models is expected to play an important role in supporting 
the development of the complex design solutions and in 
the smoothing of interactions between the actors and the 
processes in the project. Following the 3D work method 
manuals, each discipline has been building up their own 
discipline model, using the software most appropriate for 
their specific needs (see Figure 2). Each discipline can 
directly upload the model files from other disciplines as 
external references. The CAD responsible in the engineer-
ing company gathers the different discipline models into a 
common model, which they use for making clash-
detections between for instance the installations and the 
structure of the building, and for generating visualization 
files (see Figure 3, left).  
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An important issue, which influences the interdisciplinary 
use of the 3D object model and the data-exchange be-
tween the architects and the engineers, is that the archi-
tects still mainly are working with 2D CAD. 3D object 
models are only used in limited parts of the project, for 
instance in developing the complex building envelopes 
and the quasi-brick façade. According to the architects’ 
project manager, the risks connected to the implementa-
tion of a totally new CAD-technology into such a large 
and complex building project, were considered as too 
high. 

 
Figure 2. Overview ICT system CCC-project. 
 
However, the architectural company agreed to build up a 
“test”3D object model as an “add-on” to the actual 2D 
project material, in order to collect experiences and test 
out the potential, both internally and due to the collabora-
tion with the engineers. The first upload of the architec-
tural 3D object model into the common model was possi-
ble summer 2006, toward the end of the design proposal 
phase. Generally, the importance of the 3D object model 
for the architectural design team has increased since the 
start of the project, although not replaced the traditional 
working with 2D CAD. Autumn 2006, the architectural 
company was considering to generate parts of the 2D pro-
ject material directly from the 3D object model in the 
detailed design phase. 

 

Figure 3. Top: view of the common model. Bottom: Visualiza-
tion of structural systems, with the façade “reference shells”. 
(Courtesy: Rambøll Danmark A/S). 
 
To work with 3D object models is not yet an issue for the 
contractor, partly because the contractor is Icelandic and 
thus not part of the of ‘Digital Construction’s target 
group. Probably this also mirrors the situation in the pro-
gram generally, where the architects and engineers were 
the most active players. Thus, the implementation and use 
of the 3D working method of ‘Digital Construction’ in 
this project is limited to the design group, and the statu-
tory documents of the project are traditional 2D drawings 
(partly generated from the discipline models). 
 
5.2 Experiences from implementation and use: examples 

Until a kick-off meeting where the 3D work method con-
cept was presented within the engineering company, the 
project participants were overwhelmed and sceptical in 
the moment they were confronted with the decision to 
implement interdisciplinary use of 3D object models in 
the project. According to the project manager of the engi-
neering disciplines, the clarity of the concept regarding 
responsibilities and discipline-specific models increased 
the acceptance among the project group actors. The 3D 
object model has until autumn 2006 been playing its main 
role in supporting geometrical development, coordination 
and space management internally in the design team. Sev-
eral interview respondents in the engineering company 
pointed out as substantial benefits from working with 3d 
object models, the improved understanding and control of 
the building geometry and geometrical relations between 
the different disciplines. Through the 3D representation of 
the complex geometry, clashes and failures could be rec-
ognized and solved earlier. The 3D visualizations have 
also been helpful in order to achieve a shared understand-
ing regarding the needs and the intentions of each disci-
pline. An interview respondent involved in the architec-
tural façade group pointed out that developing and com-
municating the complex building envelope would have 
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been nearly impossible without using a 3D model for so-
lution generation, communication and evaluation. The 3D 
model has also contributed to improve the communication 
of project intentions to actors outside the design team. 
Autumn 2006 the engineering company presented and 
demonstrated their visualization file of the common 
model and the possibilities for easy 3D navigation in a 
design meeting with all key actors of the project. Accord-
ing to the project manager from the engineering company, 
this was a success and a breakthrough in order to commu-
nicate the very complex interplay between the different 
discipline contributions in a visual and easy understand-
able way, to project participants with difficulties in inter-
preting traditional 2D drawings. Still, in most cases the 
3D object model has not been used directly or real-time in 
meeting situations. 
Regarding other possible 3D model related aims and ac-
tivities defined in the 3D work method concept, simula-
tions based on the 3D model have not yet been carried 
out. Neither have quantity-take offs been automatically 
generated. An exception however is the engineering 
group developing the steel constructions. They seem to 
utilize the possibilities of their discipline 3D model at 
mostly in the project. According to one of the interview 
respondents involved in the international IAI, the domain 
of steel construction is generally in a leading position 
regarding software development and use. Another and 
important part of the 3D work method project, which has 
not been implemented in the CCC-project, was to build 
up the discipline 3D object models according to the de-
fined seven information levels. The detailed descriptions 
of these levels and the resulting impracticability for par-
ticipants in this specific real-life project situation, was 
pointed out as explanations in some interview situations. 
Nevertheless, according to the leader of the 3D work 
method group, the information level part in the manual 
could contribute to more awareness among the project 
participants regarding management and distribution of 
information throughout the project phases. Generally, the 
level of detail in the different 3D discipline models in the 
CCC-project, seems to depend on for instance the starting 
point of modelling, the software capacity, the skills of the 
user and not at least on the fact that the delivery to the 
contractor was mainly to be based on 2D drawings and 
details. The architects developing the building envelope, 
also soon realized that to model the complete facades into 
detail would not only exceed the capacity of both the 
software and the user, but it would also be inefficient due 
to data exchange with the engineers. Thus, the architects 
simplified the façade into “reference shells”, which are 
implemented in the discipline models and in the common 
model (see Figure 3, right). 
Several technical problems have emerged throughout the 
planning; the different software programs do not in all 
areas address the needs of the disciplines or the actual 
complexity of the processes. Through close collaboration 
between the software vendors and the users of the soft-
ware in the project, some of the most crucial problems are 
solved one by one.  
The main non-technical challenge in the project seems to 
be the different ambitions and possibilities of the architec-
tural and the engineering company due to the use of the 
3D object model. This situation has made the interdisci-

plinary coordination and the exchange of data between the 
architect and the engineer to a challenging issue. An ex-
ample from the exchange of data between the architects 
and the structural engineers in the summer of 2006 illus-
trates this difficult situation. The basis for the structural 
model would normally be the geometrical 3D “master-
model” of the architect. In this case, the structural engi-
neers had to build up a geometrical model based on the 
architectural 2D drawings (see Figure 2). Complete digi-
tal 2D drawings from the structural 3D model were not 
generated until the end of the design proposal, since the 
generation of 2D drawings from the structural model is a 
time consuming issue. The architects had thus to “trans-
form” hand-sketches from the structural engineers into 
their architectural 2D drawings. Hence, both the architects 
and the structural engineers felt they had to do more work 
than necessary, based on insufficient information delivery 
from “the other side”. Here an organizational aspect is 
additionally intensifying this challenge. Within the engi-
neering company, the engineers normally have no CAD 
skills, they develop the concepts and systems based on 
hand drawings, before CAD-skilled draftsmen build up 
the 3D model. Although some few of the younger engi-
neers with skills within 3D CAD indicate a generation 
shift, to change this situation will, according to the man-
ager of the engineering disciplines, take time. In addition 
to being a generation-dependent issue, building up 3D 
CAD skills and competences is probably also a question 
of educational and organizational policies and strategies, 
both inside and outside the company. Within the architec-
tural company, all architects are mastering 2D CAD. Ac-
cording to the manager of the architectural group, this is 
clearly also the aim regarding 3D object modelling. How-
ever, until autumn 2006, there were only some few with 
such skills. 
At last but not at least, it seems to be a general challenge 
to implement new technology within the limited time- and 
financial frames of this ongoing and very complex build-
ing project. Nevertheless, there is awareness among the 
actors that not all the aims defined in the 3D work method 
concept can be fulfilled in the CCC-project. 
 
 
6 LEARNING FROM DANISH DIGITAL CON-

STRUCTION 

During the development of the ‘Digital Construction’ 
implementation strategies, it has been criticized that im-
plementing existing ICT-systems in the AEC-industry is 
rather a conservative than visionary and forward looking 
approach. There have been efforts within the 3D part of 
the program to develop and implement ICT concepts 
based on more advanced technology, where all partici-
pants work with “common core data” throughout all 
stages of the building project. This project stagnated due 
to several reasons, such as implementation problems in 
practice and coordination issues within the program. 
However, there is much activity and effort within research 
at architectural schools, universities and applied science 
units, in order to develop more innovative concepts and 
technologies. A weighty argument for the chosen level of 
ambition in the program was that only aiming for the 
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“low hanging fruits” could be a proper match to the actual 
status of the industry. The first experiences from imple-
menting the 3D work method concept into the CCC-
project indicate powerful benefits of the technology, but 
there are still many challenges to be handled before all 
aims and visions can be turned into reality. There are sev-
eral points to be mentioned, which impact the situation. 
Firstly, the initiative for introducing and testing out the 
3D work method concept and 3D object models in the 
CCC-project came from the engineering company, it was 
not a client demand (not to mention that the client is not a 
representative of the Danish state such as the program 
envisions and plans). The 3D work method has until now 
only been implemented in the design team. Thus, a num-
ber of further interactions (for instance with the client) in 
the building project do not resemble the ’Digital Con-
struction’ intentions. In addition, neither extra time nor 
financial means have been made available for the imple-
mentation, the engineers and architects themselves have 
to carry the risk of negative consequences. Moreover, the 
shortcomings of the technology are making the handling 
of the 3D object models complicated and time-
consuming. And finally, most of the actors in the design 
team do not have previous experiences and skills in work-
ing with 3D object models. 
When transplanting the 3D work method part of ‘Digital 
Construction’ to the Danish AEC-industry, a number of 
training and support measures are set up in the so-called 
‘Implementation Network’ (Implementeringsnetværket 
2007). Still, it is interesting to compare the situation in 
this project with the Norwegian pilot-project mentioned 
earlier in the paper. In the HITOS project the client de-
manded and supported the testing of new technology; 
both financial means and time have been set free. For all 
actors in the project, from architect to contractor, imple-
menting the new technology was a premise and part of the 
contract. In addition, the design team was already trained 
in building up 3D object models, although not in ex-
changing information between them or merging them into 
a common model. 
A successful implementation of a national based ICT plat-
form into real life projects seems to depend on an array of 
issues placed on different levels. Based on the exploration 
in this paper, at least three can be mentioned; the impact 
power of the initiator for integrating 3D CAD in the 
whole life cycle of the building project, the potential of 
the technology to address the actual needs inherited in the 
project processes, and the readiness and skills of the pro-
ject participants, both regarding the use of the technology 
and in adapting new working methods and processes. 
 
 
7 CONCLUSIONS 

The explorations and discussions in this paper are placed 
in the complex and iterative field between strategies for 
integrating ICT on national level, and the effects of these 
strategies on real life building projects. R&D programs on 
macro-level, such as the ‘Digital Construction’, could 
contribute to bridging the gap between research and prac-
tice. The experiences made until now in Denmark indicate 
that the involvement of public clients is a possible strat-

egy for integrating ICT in the AEC-industry. However, 
the tightrope act between developing proper strategies and 
deciding an appropriate level of ambition on the one 
hand, and the actual readiness of the industry for ICT in-
tegration on the other, is challenging and seems to require 
a broad understanding of the mechanisms and relations on 
many levels in practice. Process evaluations and multi-
level explorations of practice, as presented in this paper, 
could contribute to building up such an understanding. 
From January 2007, the Danish state provides a stronger 
push toward the integration of ICT and 3D object model-
ling in the Danish AEC-industry. Thus, in Denmark, as 
also for instance in Norway and Finland, powerful players 
have brought the snowball to roll. Nevertheless, it is chal-
lenging to foresee how the snowball will perform on its 
further way into the AEC-industry and down into the ar-
chitectural and engineering practice. The first experiences 
made in Denmark represent a valuable basis for further 
development of strategies and aims for ICT integration 
within the AEC-industry and creative practice. 
This paper has explored only a limited part of the large 
scale and complex ’Digital Construction’ program. As 
this paper is produced the first Danish public clients are 
now providing projects where the results of the program 
are tested in full scale. More than 50 projects are on its 
way. Thus, again remembering Tom Paxton’s song; build-
ing up knowledge is crucial and a matter of time. The 
Danish ‘Implementation Network’ (Implementeringsnet-
værket 2007) based on new funding and launched in late 
2005, shall ensure and support the further implementation 
of the program and its solutions after the R&D program 
ended in March 2007. The Danish ‘Digital Construction’ 
story continues…. 
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ABSTRACT: The IT-Barometer 2007 survey was carried out in the spring of 2007 in Sweden, as a follow-up to the IT-
Barometer 1998 and 2000 surveys. This paper presents the most significant results from the survey with comparisons 
with the earlier ones. The Swedish survey was sent out to a statistically chosen selection from the whole country, di-
vided into architects, technical consultants, contractors, property owners and manufacturers/trade. The survey pro-
vided knowledge of access to computers and communication tools, use of IT in the three areas CAD, project webs and 
electronic trade, and plans and strategies for the use of IT in future. 100 % of all employees work at workplaces with 
computers. Over 70 % of the employees, including site workers, have their own computer, their own e-mail address and 
access to the Internet at their workplace. The use of CAD in general has increased but was almost fully integrated al-
ready in 2000. The use of model-based CAD software has increased among architects as well as technical consultants. 
The use of project webs and electronic trade in the construction industry, which had started already at the time of the 
survey in 2000, is now widespread, even if the use is still not at a high level. The plans for IT investments are concen-
trated on well-tried techniques in the companies’ support business, and at the top of the list at the moment are mobile 
solutions. 
KEYWORDS: survey, IT, construction industry, CAD, product models, project webs, electronic trade, communication, 
Sweden. 
 
 
1 INTRODUCTION 

1.1 Background 

The IT-Barometer project originally started in 1997 as an 
initiative of the Swedish R&Dprogram ‘IT Bygg och Fas-
tighet 2002’, IT BoF, /IT Construction & Real Estate 
2002/. The aim of the project was to create a measuring 
tool for the use of IT in the construction and facility man-
agement sector, and to perform measurements at intervals 
of some years. Three criteria were set up for the survey 
tool. It should: 

1. Be repeatable and comparable over time. 
2. Be comparable between countries. 
3. Cover all categories of companies in the construction 

industry, which was defined as architects, technical 
consultants, contractors, facility managers and the ma-
terials industry. 

The survey has then been performed twice in each of the 
countries Sweden, Denmark and Finland. The results for 
each country and comparisons between the countries have 
been presented in several papers, (Samuelson, 1998a; 
Howard & Samuelson, 1998; Howard et al. 1998; 
Samuelson, 2002). In Canada too, a survey was per-
formed in 1999 with some changes as to the questions 
(Rivard, 2000). 
During the years since the last survey, a lot of changes 
have occurred in the construction industry. Access to the 

Internet and different web services has increased; the way 
of communicating project information has changed; de-
velopment of software regarding building information 
models has increased as well as the knowledge and 
awareness of them; and longterm work in standardisation 
of electronic trade has finally produced result in a visible 
increase in use. 
In the light of this development, an initiative was taken to 
follow up the earlier studies to be able to make a longitu-
dinal study of the subject ‘IT use in construction’. The IT-
Barometer has therefore been repeated in the spring of 
2007 in Sweden and will also be performed in Finland 
later this year. This paper presents some chosen results 
from the Swedish survey in 2007 with comparisons with 
the older surveys.  
When repeating the study in 2000 as well as in 2007, the 
guiding principle was to make as few changes as possible 
to make sure that comparisons could be made, but at the 
same time to adjust questions which had not been work-
ing well and also to add questions or alternatives to make 
the questionnaire up to date with the development in the 
sector. 
 
1.2 Purpose  

The purpose of this paper is to describe the development 
of the use of IT in the construction and facility manage-
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ment sector during a nine-year period, by presenting the 
most significant results from the Swedish IT-Barometer 
2007 survey, with comparisons with the situation in 1998 
and 2000.  
The results describe some common areas in respect of 
access to computers and equipment and then focus on 
three areas, which are stated as necessary in the use of IT 
to increase productivity and efficiency in the sector.  
A more complete report on the results from the survey is 
planned to be presented in a journal paper at IT-con (Elec-
tronic Journal of Information Technology in Construc-
tion), where also the earlier surveys have been published 
(Samuelson, 2002). In that paper there will also be some 
comparisons, if possible, with other surveys that have 
been performed in the last few years.  
 
 
2 MEASURING THE USE OF IT  

To be able to measure the use of IT in a reliable way and, 
especially to make comparisons between measuring occa-
sions and different surveys, the method has to be well 
described. Differences in methods regarding population, 
register for selection, selection method and weighting of 
answers must be clear, and therefore the comparisons are 
made on the same basis.  
 
2.1 Method  

The main method for the IT-Barometer was developed in 
1997 (Samuelson, 1998b) and includes definition of target 
population and strata, selection of register for the popula-
tion, principles for selection and weighting of answers to 
represent the right part of the industry. This method has 
been the same on all tree occasions, apart from a slightly 
more ambitious approach in 1998 where the purpose was 
to make statements of the combination of company cate-
gory and size instead, which resulted in a bigger selection. 
In the two later surveys, 2000 and 2007, statements were 
made for strata divided into categories or sizes. Neverthe-
less, the selection was made in the same way.  
The method is well described in (Samuelson, 2002) and 
this is a short summary. The target population is the con-
struction and facility management sector, which has been 
defined on the basis of the register from Statistics Sweden 
and includes all workplaces in the five categories: archi-
tects, technical consultants, contractors, property owners 
and manufacturers/trade. A workplace is defined as each 
address where a company carries out activities. This ap-
proach makes the answers more balanced, since bigger 
companies with different activities may have difficulties 
in giving answers for the whole company. The work-
places are also divided into four groups of sizes with re-
spect to number of employees: 1-9, 10-49, 50-199 and 
200-. The selection was made as a stratified free random 
selection, where stratified stands for the division into the 
categories and sizes above. A free random selection was 
then made for each stratum.  
Since the IT-Barometer is supposed to describe the situa-
tion in this industry as a whole, it is important to consider 
the size of the companies. The answers have been 

weighted with respect to number of employees in each 
workplace, to make sure that every answer represents its 
part of the industry. This method has been used each time 
and is well described in (Samuelson, 2002).  
The total population in the register was 62 488 work-
places in November 2006. The selection was made at a 
confidence interval of 95 % with a margin of error of ± 5 
%. This resulted in a selection of 1 385 workplaces.  
 
2.2 Collecting data  

For the first time, the IT-Barometer 2007 was set up as a 
web questionnaire. On the two earlier occasions, this 
method was rejected for obvious reasons. Questions about 
access to computers and the Internet are meaningless if 
the basic condition to answer is that there is access. In the 
late 1990’s there were still a lot of companies, at least 
smaller ones, which did not use computers and their an-
swers were as important as those which did.  
However, there are advantages with web questionnaires; 
they are easy to use for the respondents and it is an effi-
cient way of collecting and analysing data. The probabil-
ity that a company in Sweden in this sector in 2007 
should not have access to the Internet was this time esti-
mated as small. The invitation to participate in the study 
was sent to all respondents in a letter by post, in which the 
study was described. The letter was addressed to the IT 
Manager at the company. Each respondent was given a 
unique web address for his/her answers and there was also 
the possibility of sending SMS answers by mobile phone, 
if access to computers or the Internet was missing. There 
were therefore two reasons for sending the invitation by 
post instead of by e-mail. Firstly, the register only in-
cludes physical addresses and no personal e-mail ad-
dresses. Secondly, the postal letter made it possible to get 
some answers from those who, contrary to expectation, 
lacked access to the Internet.  
The letter was followed up by a reminder two weeks later, 
and finally there were telephone calls to approximately 20 
workplaces, chosen from the biggest workplaces that had 
not answered. This resulted in 180 answers, which corre-
sponds to an answer rate of 13 %. This is the lowest an-
swer rate of the three surveys, see fig 1. The reason for 
this can be discussed. It has always been difficult to get 
people to answer surveys, but the feeling is now that it is 
getting harder and harder, since the number of surveys are 
constantly increasing. The access to the Internet and sur-
vey tools for the web has made it easy for many compa-
nies to create surveys and marketing investigations. IT 
managers especially are being burden with all kinds of 
studies, and they probably do not have the time to even 
read the letter. The best answer rate was in the 2000 sur-
vey. A reason for this can be that Statistics Sweden was 
involved in the whole process, which gave the study 
credibility and a serious impression which made the re-
spondents more willing to answer.  
The answer rate makes it impossible to interpret the re-
sults as statistical truths, but the answers still cover a big 
part of the industry and contribute to giving a picture of 
the status today and the development during the last nine 
years.  

  



 
Figure 1. Answering rate for the Swedish surveys.1

 
2.3 Comparability between surveys  

As mentioned above, the questionnaire has been slightly 
modified each time it has been used. Some questions have 
been removed and others have been added with the pur-
pose of making it up to date. Also small changes have 
been made in formulations and alternative answers, which 
did not appear to work well. In some questions the differ-
ences have made it hard to make direct comparisons in 
figures. Still, it has been possible to estimate whether the 
measured property has increased, decreased or is more or 
less unchanged.  
 
 
3 DEVELOPMENT OF THE USE OF IT IN THREE 

AREAS  

The results from the survey are presented below in text 
and figures and start with common use and access to 
computers and equipment and then focus on the three 
areas: computer aided design, project webs and electronic 
trade. 
 
3.1 Access to computers and communication tools  

The two earlier studies stated that approximately 90 % of 
all employees in the sector worked at workplaces that had 
computers. Those who did not came from small compa-
nies, preferably contractors and property managers. In this 
study, the workplace computerisation is 100 %. It must be 
emphasised that this study was made as a web survey, 
which assumes access to a computer and to the Internet. 
However, there was also the possibility of answering by 
means of SMS if this access was lacking at the workplace. 
There were a few such answers, which indicate that this 
method worked. The computerisation is still 99.99 % and 
the figure has been rounded up to 100 % for access to a 
computer and to the Internet at the workplaces.  
The employees’ access to different equipment has been 
studied in slightly different ways on all three occasions. 
The result from 2007 is presented in fig 2. In 2000, 54 % 
of the employees in this sector had access to their own 
computer. This figure includes office as well as site 
workers. About 90 % of the office workers had access to 
their own computer. The question in 1998 was not asked 
in the same way, but the answers indicated approximately 
the same level as in 2000. In total, access to computers 
has increased noticeably, especially among site workers. 
One conclusion is that computerisation among office 
workers was fully integrated already in the late 1990´s 
and that it has been spread among site workers also in the 
last few years.  
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1  A bigger selection was made to get results for combinations 

of strata 

It can also be seen in fig. 2 that access to computers cor-
responds with access to e-mail addresses; persons with 
their own computer also have an e-mail address of their 
own. This was the case also in 2000, but the level was 
lower. Regarding access to mobile phones there has been 
an increase from 50 % to almost 80 % in the sector as a 
whole. There is no difference at all between categories of 
occupation, and the mobile phone has been a natural tool 
for all employees. 

 
Figure 2. Proportion of employees at workplaces with access to 
own computer, e-mail, and mobile phone, 2007. 
 
Also access to the Internet corresponds with access to 
computers. Within the margin of error, the figures in fig. 
2 are practically the same as in fig. 3, apart from office 
workers. Some of them have their own computer but no 
access to the Internet. The development during the last 
decade is shown in fig. 4. There has been a continuous 
growth in access to the Internet from own computers as 
well as from jointly shared computers.  

 
Figure 3. Proportion of employees at workplaces with access to 
the Internet, 2007. 
 

 
Figure 4. Proportion of employees at workplaces with access to 
the Internet, 1998 – 2007. 
 
3.2 Computer Aided Design  

Computer Aided Design, CAD, has been the main tool for 
design work since the middle of the 1990’s. Workplaces 
with access to CAD are shown in fig. 5. The figures are 



almost the same as in the two earlier surveys. This indi-
cates that CAD as a design tool was fully integrated by 
designers already in 1998. It should be noticed that not all 
of the technical consultants are designers, and therefore 
they do not use CAD.  

 
Figure 5. Proportion of employees at workplaces with access to 
CAD, 2007. 
 
The way of using CAD in design work has been discussed 
since the childhood of CAD. Visions of using computer 
models in some way with more information than just 
geometrical started to occur in the 1980’s. One way of 
measuring this development is to ask which type of pro-
grams and tools designers are using. This was done in the 
same way in 2000 and 2007, and the result is shown in 
fig. 6-7. An overall change that can be noticed is that use 
of plain AutoCAD has moved to use of AutoCAD ADT 
to a greater extent. This can be the result of the suppliers’ 
way of licensing the product. However, the question was 
in fact the use of different tools, and figures show that the 
use of tools that can handle 3D and objects has doubled 
by architects and increased from 0 % to over 30 % by 
technical consultants.  
Another change that can be measured is that drawing by 
hand has decreased by architects to approximately the 
same level as by technical consultants. By the latter, 
drawing by hand seems to have increased. However, this 
is probably not the case; the difference is more likely 
within the margin of error. In the earlier studies, the dif-
ference between architects and technical consultants was 
explained by the fact that architects were still making 
sketches and early drawings by hand. This seems there-
fore to have changed and architects too are now using 
CAD early in the process. The level of hand drawing 
seems to have stabilised around 10 % and this figure 
probably relates to sketches and “thinking with the pen” 
that hardly will be replaced by computers for a long time.  

 
Figure 6. Proportion of techniques of the total design time in 
2000 (left) and 2007 (right).  
 
 

 
Figure 7. Proportion of techniques of the total design time in 
2000 (left) and 2007 (right).  
 
As shown in fig 6-7, the use of tools which handle 3D and 
objects has increased, which indicates that CAD is being 
used in new ways. To find out to which extent this is 
done, the respondents were asked to state in which of four 
different levels they use CAD, see fig. 8. Every level in-
cludes also the levels before, so the alternative “also ob-
ject-based in databases etc.” states that some use in this 
level occurs, but also in lower levels. Fig. 8 shows that 
few designers use CAD only for 2D drawings and that 60 
% of the architects and 70 % of the technical consultants 
use CAD for geometrical data in two and three dimen-
sions. The highest level, “also object-based in databases 
where several parts in the project have the right to retrieve 
and supply data”, is used by over 15 % of the designers, 
both architects and technical consultants. This is verified 
by the fact that contractors and facility managers also use 
this level to almost the same extent, see fig. 9. 

 
Figure 8. Proportion of use of CAD for different types of data, 
designers. 
 

 
Figure 9. Proportion of use of CAD for different types of data, 
other categories.  
 
Those who answered one of the two highest levels were 
also asked to state which type of data, except geometrical, 
they use in their CAD databases. Surprisingly, it is not 
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data relating to “time” or “economy”, which has often 
been used as an example of the benefits of using models. 
Instead, “product properties” are the most common data 
for architects and “other” for technical consultants, see 
fig. 10. The survey gives no answer to what is included in 
“other”. This has to be investigated further. Questions 
about types of data in CAD were not asked in 2000, be-
cause the level of use was so low. Therefore, no compari-
sons can be made.  

 
Figure 10. Proportion of non-geometrical types of data that is 
used in CAD, among those who use it. 
 
The use of CAD for other purposes than geometrical is 
more common among architects than among technical 
consultants. 40 % of the architects, of those who use CAD 
for other purpose than geometrical, state that they use it in 
almost all projects. Since the base of respondents for this 
question is small, the figures in fig. 11 shall be considered 
with care.  

 
Figure 11. Proportion of how often CAD is used for other pur-
poses than geometrical data, among those who use it. 
 
3.3 Project webs  

The use of the Internet as a communication tool and stor-
age of common project data in a structural way on a web 
site was not measured in 1998. The technique existed but 
was not widespread in the construction industry. Already 
in 2000, the use of project webs had become more com-
mon and about 40 % of the consultants, (architects and 
technical consultants) had used it in some projects. Still 
they only used it in few projects, see fig 12. In 2007, the 
use has increased considerably among companies in the 
sector. 70 % of the consultants and almost 50 % of the 
contractors have been using project webs. The difference 
in use frequency is not as clear, and half of those who use 
it, only do it occasionally, see fig.13.  

 
Figure 12. Proportion of employees at workplaces where project 
webs have been used in some projects.  
 

 
Figure 13. Proportion of how often project webs have been used, 
among those who use it. 
 
3.4 Electronic trade  

Electronic trade is an area, where a lot of standardisation 
work has been done during the last decades. The use has 
still not been widespread, but is increasing. Electronic 
trade is a wide concept, but the vision has been to create 
an unbroken link from information about the product via 
order and order confirmation to delivery information, 
invoicing and finally payment. This should be done in an 
electronic format where computer systems at the buyer’s 
and the seller’s exchange information. This is often called 
“full EDI”. This way of doing business requires invest-
ments in systems and also long-term agreements between 
the parties involved. Because of this, only some of the 
bigger companies have implemented this way of working. 
In the two later surveys, almost the same question about 
using electronic trade was asked and the result is shown 
in fig. 14. In 2000 the question regarded annual turnover 
and in 2007 annual purchase. There is a big difference in 
use, and the difference is most clear regarding the fact 
that almost everybody uses electronic trade in some way 
or other, in 2007. Only 5 % state that they do not use it at 
all, compared to 64 % in 2000. There has also been a sig-
nificant increase, from 3 % to 32 %, in the number of 
respondents who use it for 25 % or more. There are 
probably several explanations. Firstly, technical develop-
ment at the web has enabled several safe solutions for 
web shops, market places and different types of web EDI, 
where the seller receives all information into their busi-
ness systems, whereas the buyer has to fill in forms at the 
web site. Secondly, the use of full EDI between contrac-
tors and materials suppliers has increased as a result of 
technical development, standardisation work, and proba-
bly a maturity among the companies in the sector as well 
as in society as a whole. The use of electronic trade di-
vided into four levels is shown in fig. 15. Individual com-
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panies’ web shops are the most common level for elec-
tronic trade by all categories of companies. But the use of 
full EDI is also at a relatively high level; 30 % of the con-
tractors and 20 % of the materials suppliers are using it.  

 
Figure 14. Proportion of value of annual turnover 2000 (left) and 
annual purchase 2007 (right) that comes from electronic trade. 
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Figure 15. Proportion of employees at workplaces where differ-
ent types of electronic trade are being used.  
 
3.5 Advantages and barriers  

Advantages with a greater use of IT have been measured 
each time. The respondents find it most important with 
“simpler/faster access to common information” and “Bet-
ter financial control”. Theses two was at the top also in 
2000 and in 1998. “Possibility to develop new prod-
ucts/new business models is stated as least important. 
Also this has been on the same level at all three occa-
sions.  
The two most important obstacles or barriers are “Contin-
ual demand for upgrading hardware and software” and 
“Overabundance of information”. The former has always 
been a great obstacle but the later has increased as an ob-
stacle during the years. Investment cost has been at the 
top earlier but is now on the fifth place. It seems as in-
vestments in IT is acceptable but that maintenance costs 
in form of continual upgrades are expensive and unneces-
sary.  
 
3.6 Plans and strategies  

The respondents were asked to state in which areas they 
are planning to increase their use of IT in the next two 
years. At most, three alternatives in each area had to be 
chosen. Fig. 16 shows in which order the plans were pri-
oritised in 2007, 2000 and 1998. The result shows that 
”document handling” and “accounting systems” still are 
among the top three as they have been each time. These 
are obviously areas that always are highly topical to the 
companies. A new area at the top is ”portable equip-
ment/mobile systems”. The importance of communicating 
and having access to information anytime and anywhere 

is clear. Wireless LAN, broadband at home and mobile 
phones with e-mail connections have made this possible.  
There is no such clear area that has fallen in priority dur-
ing the years. Some areas in the middle of the list seem to 
go up and down in periods, also depending on the differ-
ent categories of companies. CAD is most important to 
designers, while for example electronic trade has been in 
focus for contractors and materials suppliers. At the bot-
tom of the list of plans we find again “product models”, 
“virtual reality” and “new business models and activi-
ties”. As in the earlier surveys, this one shows that the 
focus is on support systems and not on more advanced 
techniques that can change the business. It will probably 
always be like this when asking a lot of companies; only 
few of them will take the lead and commit themselves to 
more complex techniques for the future.  

 

 
Figure 16. Areas for planned IT investments, in order of priority.  
 
 
4 DISCUSSION AND CONCLUSIONS  

The selection of results presented in this paper mostly 
shows the results for the whole construction industry. 
Division into categories and sizes will tell more about 
how different parts of this industry have developed. How-
ever, the main picture for the industry is described, and 
shows that the infrastructure of IT is well developed with 
access to computers, the Internet, e-mail and mobile 
phones for a large number of employees, site workers not 
least.  
In the focus areas there has been a clear increase of the 
use of IT in the last few years. Designers more and more 
use 3D and objects to describe the product, and building 
owners and contractors are starting to use CAD models 
for information. Project webs are a natural way of sharing 
information, even if they are not used in all projects. The 
use of electronic trade has increased to a level where al-
most all companies use it in some way. The use of web 
shops is still the most common way of trading electroni-
cally. Contractors are however using “full” EDI to a con-
siderable extent.  
The possibility of making use of IT to support new ways 
of working and to make the process more efficient is in-
creasing. The companies are nevertheless doing this in 
small steps, and in their future plans they still focus on 
common well-known techniques, such as mobile solutions 
and document handling, instead of product models, virtual 
reality and new ways of doing business.  
This third version of the IT-Barometer will be performed 
also in Finland. The total results will consist of a lot of 
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data, which will be analysed and presented in a more de-
tailed way for the construction industry as a whole as well 
as for categories and sizes of companies.  
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ABSTRACT: The research presented here is part of a project named BICT, ”Evaluation of benefits of ICT for the indus-
trialization of project and product processes in the construction industry”. Its overall objective is to establish a mutual 
understanding between the construction industry and R&D actors of the needs and possibilities of ICT. The project is a 
cooperative effort between Swedish and French researchers and industry representatives within the EraBuild program. 
It includes an investigation of the processes and ICT tools in a representative house building project, together with a 
study of the State-of-the-Art of ICT for immediate, short and medium term uptake.  
This paper presents the main results of the State-of-the-Art study with specific focus on: 
-  Visualization and coordination using digital mock-ups of 3D models; 
- Model based quantity take-off;  
- Integration of applications for product design;  
- Reuse of experience based knowledge. 
The presented study concludes that the use of integrated 3D applications must be introduced early in the project lifecy-
cle in order to pave the way for the use of object-oriented information in downstream processes. This requires common 
standards for 3D based deliveries developed in cooperation between industry and R&D actors through joint analyses of 
actual information management both in industrialised partnering-like processes, and fully industrial building proc-
esses. 
KEYWORDS: construction processes, house building, industrialization, ICT, digital mock-ups, model based quantity 
take-off, integration of applications. 
 
 
1 INTRODUCTION 

The European Construction Technology Platform (ECTP) 
has recently published a Strategic Research Agenda for 
the European Construction Sector with the objective of 
achieving a sustainable and competitive construction sec-
tor in Europe by 2030. It declares the ”Transformation of 
the Construction Sector” to be a strategic research area to 
assist in achieving these goals. Information and commu-
nication technology, ICT, is generally agreed to be essen-
tial in this transformation to empower the new paradigm 
of a knowledge based Construction Sector. 
In spite of successful European and national R&D pro-
grams in later years, actors within the construction indus-
try experience a gap between the R&D-results and current 
needs and benefits of ICT in the sector. Many research 
and development projects have been technology-driven, 
resulting in applications and data standards, expected to 
be useful. Projects that set out to develop systems or ap-
plications based on process and product analyses of actual 
industry practice are less frequent. 
The research presented here is part of a project named 
BICT, ”Evaluation of benefits of ICT for the industriali-

zation of project and product processes in the construction 
industry”. Its overall objective is to establish a mutual 
understanding between academia and industry of the 
needs and possibilities of ICT for industrialization of the 
construction industry. The project is a cooperative effort 
between Swedish and French researchers and industry 
representatives, and is financed within the EraBuild pro-
gram. Through the French participants the project builds 
on results from the Strat-CON project within the same 
program. 
The project includes an investigation of processes and 
ICT tools in a representative Swedish house building pro-
ject, together with a study of State-of-the-Art of ICT for 
immediate, short and medium term uptake in areas con-
sidered of strategic importance. Based on the case study 
of the house-building project, specific ICT-related devel-
opment areas were identified as being potentially benefi-
cial for improved productivity and quality within multi-
storey house building, and were further analysed in the 
survey and workshops. The development areas are Com-
puter aided design, Virtual reality, Interoperability, Coop-
eration and ICT-policies, Integrated product definition, 
Use of systems products, Quantity take-off, and Reuse of 
experience (Molnar et al 2007). 



The State-of the-Art investigation made a deeper analysis 
of four of these strategic development areas: a 3D model 
based design process, integrated product definition, quan-
tity take-off, and reuse of experience. The investigation 
has focused on typical applications for immediate and 
short term uptake in the construction industry, and rec-
ommendations for development of applications for a me-
dium term perspective to reach the ICT-development 
goals in the ECTP research agenda. 
 
 
2 DIGITAL MOCK-UPS AND QUANTITY TAKE-

OFF USING 3D 

2.1 Digital mock-ups 

Today’s object-oriented 3D CAD systems can be applied 
for much more than the generation of drawings. However, 
the potential of these systems is often not fully utilized 
and application is limited to generating and exchanging 
traditional documents, such as 2D drawings, in a digital 
format. This section will outline two applications of ob-
ject-oriented 3D CAD systems for immediate uptake by 
the industry that exemplifies the use of 3D CAD beyond 
generation of traditional documents.  
A digital mock-up (DMU) is a collection of 3D CAD 
models which are positioned in a 3D environment (i.e., a 
3D space) to represent the geometry of the product to be 
constructed. This technology has been used and refined 
for years in the automotive and manufacturing industry 
and the rapid developments of gaming technology have 
driven prices down.  
Today, several commercial low-cost VR packages are 
available such as NavisWork, WalkInside, Ceco Visual, 
Common Point etc, that can import and visualize multiple 
3D CAD models and 4D simulations in an integrated and 
user-friendly non-CAD environment. These products are 
starting to be used in real construction projects and the 
following benefits have been demonstrated (Jongeling 
2006; Woksepp 2006):  

- The process of acquiring a building permit process be-
comes much faster. Visualisation of the overall design 
improves communication and clarification, resulting 
in less complaints and misunderstandings of the layout 
and effects on neighbouring environment. 

- The sale process improves in early stages of the pro-
ject. Selective price tags on attractive flats can easily 
be determined by the developer. Potential customers 
can get a visual impression of the layout and the view 
from the flat before they sign the contract. 

- Digital mock-ups and clash detection between archi-
tectural, structural and installation 3D designs leads to 
fewer collisions and hence, less re-work at the con-
struction site. Also the coordination work between dif-
ferent design teams becomes much more efficient. 

- Visualizing the construction process (4D), improves 
the planning and layout of the construction site and 
facilitates the communication of the planning during 
the construction process.  

- Combining 4D models with location-based scheduling 
techniques that are based on model-based quantities 
from 3D models, is an effective instrument to ensure a 

continuous and reliable work-flow on the construction 
site with less waste as a result. 

For the successful implementation of 3D and DMUs in 
construction projects the following recommendations are 
given: 

- 3D modelling must be introduced early in the process 
if the full potential is to be achieved. Also, the effort 
of creating a DMU is less in the beginning since the 
early models are not detailed. 

- The different design teams (Architects, Structural, 
HVAC) must agree on 3D modelling principles such 
as the use of a common coordinate system, the level of 
detail of the models imported to the DMU, grouping 
of objects, naming convention for objects and files, 
common file formats, etc., to simplify the design inte-
gration in the detailed design phase. 

- A concurrent engineering approach is recommended 
where the design is incrementally refined, see figure 1. 

- A project information officer (PIO) as suggested by 
Froese (2004) is recommended to be appointed by the 
project management. The PIO has the responsibility of 
(1) setting up requirements for the modelling work by 
different design teams, (2) ensuring that delivered 
models follow these rules, (3) creation of the DMU 
from the delivered models from the different disci-
plines (4) management and distribution of DMUs to 
users in the project and (5) education of (potential) 
model users.  

The PIO can possibly facilitate the uptake and successful 
use of digital mock-ups in projects and relieve the design- 
and project manager from tasks that they are not used to 
perform. Also he/she can successively transfer the re-
quired skills to these managers. 
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Figure 1. A concurrent engineering approach refining the design 
incrementally starting early in the development phase through-
out the detailed design and construction phase of the project. 
 
2.2 Model based quantity take-off 

The case study project by Molnár et al, (2007), shows that 
quantities are calculated more than 20 times for cost-
estimation purposes, material procurement, material call 
orders, production planning, etc. Quantity take-off cur-
rently involves a number of manual measurements on 
drawings, listing of quantities in spreadsheets, grouping 
of similar items and a number of additional tasks, each 
requiring manual, repetitive and error-prone operations. 
The quantity take-off and cost estimation processes are 
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important parts of a project and improving these proc-
esses by using object oriented 3D CAD models is a much 
discussed application. There are a number of different 
types of model-based quantity take-offs and cost estima-
tions, depending on the phase of the project, level of de-
tail of the 3D CAD model, the type of the 3D CAD model 
and the selected method and software applications.  
The following types of model-based quantity take-offs 
and cost estimations can be identified and are already 
used in the construction industry by a number of compa-
nies: 

- Early quantity take-offs are made for cost estimations 
based on key figures from similar or completed pro-
jects. The purpose of these are to obtain an approxi-
mation of the total project costs, a basis for the space-
use program, key figures for LCC design, etc. 3D 
models that are used for these purposes are often 
modeled by an architect and represent building vol-
umes and a possible disposition of the building floor 
area.  

- Quantity take-off and cost-estimation for the selection 
of the building types, divisions and construction 
methods (e.g. cast-in-place concrete, prefabricated 
concrete, steel, etc.) are made by using 3D models 
from mostly architects and structural engineers on a 
so-called general design-level. Building components 
can be identified in the general design, but the connec-
tion and interface between these components is not de-
tailed at this stage. The models contain floor areas, 
material quantities, types and quantities of building 
objects, such as total length of bearing walls, weight 
of steel structure, window area, etc. 

- Detailed 3D design models include technical solutions 
for and specifications of building components and 
connections between these components. Quantity 
take-off at this level results in detailed specifications 
for production planning and procurement. 

- During construction 3D models are used to plan and 
control the work on site, by extracting quantities for 
specific work packages of production work. 3D mod-
els are also used for Supply Chain Management to 
keep track of material deliveries and to call material 
orders to site.  

Important requirements for 3D model based quantity take-
off and cost estimation are the definition of the different 
levels of detail of objects in the models, the definition of 
meta data (i.e., using attributes) for these objects that cor-
responds with the cost-estimation systems and the quality 
or correctness of the model contents. Much of this work 
can be facilitated by using different types of object librar-
ies that correspond to different types of cost-estimations 
and that help the modelers to use the right objects defini-
tions, including meta data, such as so-called code-
accounts used in cost-estimation systems. 
The delivery of model-based quantities for cost estimation 
purposes raises a number of questions, of which many are 
centered around responsibility and liability issues. 3D 
models, when properly applied, can speed up the quantity 
take-off and cost estimation process considerably and can 
improve the quality of the estimation process. However, it 
is relatively easy, and therefore a potential risk, to work 
with inconsistent or incomplete models, or to work with 
differences in definitions and versions between libraries 

used for modeling and cost-estimation purposes, etc. 
Clear rules and routines are required to minimize the risk 
of such errors. The PIO has an important role to play in a 
model based quantity and cost-estimation process. The 
PIO has the technical know-how to ensure that the right 
object libraries are used for the different project phases 
and different types of models. In addition, the PIO has the 
skills to check the model based data delivery from the 
various models on completeness, consistency, versioning, 
etc. 
Delivering model-based quantities is a new and unknown 
role for many designers and consultants, and many fear to 
be held liable for erroneous data delivery. Delivering the 
right data requires establishing working methods, train-
ing, a learning period and trust in the tools, but above all 
it requires trust in the common use of the 3D models for 
these purposes by all stakeholders in a project. This puts 
requirements on the set up of the project environment, in 
terms of cooperation models, contractual forms (e.g., 
partnering) and remuneration models (e.g., incentives). 
 
 
3 APPLICATION INTEGRATION; FROM FUNC-

TIONAL TO TECHNICAL SOLUTIONS 

3.1 Applications for integrated information management  

Traditionally, IT-applications used within construction 
were developed to solve tasks which earlier were carried 
out manually, e.g. calculation, estimation, drawing, and 
documentation. The majority of applications within the 
building process are still of a stand-alone nature and have 
no relation to other applications or other tasks and work-
ing methods. The fragmented building process has not 
encouraged the development of interoperability of these 
applications. 
The BICT-project has studied the use of ICT applications 
in the building process for a normal, recently built block 
of flats in Sweden (living space of 3500 m2, turnkey con-
tract). The result is reported in (Molnár et al 2007). The 
great majority of applications used in this project are 
stand-alone applications, e.g., Word, Excel, AutoCad or 
Acrobat, resulting in unintelligent documents. As a result 
many input data must be manually entered into the system 
several times. One advanced electronic document man-
agement (EDM) system was used, but only a small 
amount of its functionality was applied (the drawing ar-
chive). The property manager gets a CD from this EDM 
system when taking over the real-estate unit. An e-
commerce place on the Internet has been used for minor 
purchases of working materials, etc. Quantity take-offs 
and cost estimates (MAP, www.map.se) have been con-
nected to time schedules (PlanCon, www.consultec.se) in 
order to rationalize and avoid multiple inputs of data.  
In order to investigate the possibilities of integrated in-
formation management in a normal house building project 
using state of the art applications we have interviewed 
four developers. The applications studied are Lindab 
ADT Tools (www.lindab.com) Impact Precast (im-
pact.strusoft.com), Energilotsen (the “Energy Pilot”, 
www.energilotsen.nu) and Tekla Structures 
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(www.tekla.com). These applications are either newly 
developed or old applications with new functionality. 
The structure and purpose of Lindab ADT Tools and Im-
pact Precast are almost the same although they handle 
different building components. The two programmes in-
tegrate the work and the computer systems of the archi-
tect, the structural engineer as well as the building mate-
rial supplier. But while Impact Precast integrates different 
concrete element suppliers, building components and 
building systems, Lindab ADT Tools is specifically de-
veloped only for Lindab’s own profile system. This 
makes Impact Precast a neutral and more generally usable 
application for a structural engineer. Energilotsen is a 
different kind of application. It guides actors to make 
qualified energy related design decisions and simula-
tions/calculations with different applications adapted to 
each actor. Energilotsen claims to be an overall solution 
to energy consumption calculations, both according to 
collaboration between different actors and the design of 
the buildings’ energy performance as the process goes on. 
Tekla Structures has great ambitions. The application 
aims to integrate different parts and different actors in the 
building process by the use of a building information 
model. 
A comparison between these four applications according 
to the surplus value that can be achieved, compared to 
stand-alone applications, yields the following results: 

- all applications use object oriented 3D models  
- all applications try to combine and render different ac-

tors in the building process more effective, where out-
put data from one of the actors is input data to the next 
actor  

- all applications reduce the number of times data is en-
tered into the process 

- all applications have possibilities for extensions and 
collaboration with other applications like open API, 
IFC- and XML-connections, database structure, etc. 

 
3.2 The load-bearing wall example 

We have investigated whether there was any integration 
of the applications used in the case project described 
above. The only case was a minor connection between the 
MAP application (quantity take-offs and cost estimates) 
and the PlanCon application (time schedules). 
The design of a load-bearing exterior wall could be used 
as an example for how the four applications described 
above could have been used. Impact Precast (an addi-
tional application for ADT) could have been used to de-
sign and specify the concrete element walls. Lindab ADT 
Tools (an additional application for AutoCad) could pref-
erably have been used for designing the steel stud walls, 
provided that Lindab was the supplier of the steel profiles. 
Energilotsen may be an excellent aid when consideration 
is taken of the new EU-energy terms. Tekla could have 
been used as a general product-modelling application with 
integrating other actors and applications. The object prop-
erties of Impact Precast and Lindab ADT Tools are stored 
in a dwg file while the Energilotsen applications (Vipweb 
and VIP+) use native file formats. But by using export 
formats one could connect to Tekla’s BIM model using 
IFC files. The uncertainty about using the IFC format will 
probably mean that all needed object properties are not 

transmitted to Tekla. Manual interaction would be neces-
sary in order to complement the properties. Once getting 
all the necessary information into Tekla one could use it 
to communicate with related applications for cost estima-
tions, time scheduling etc. 
 
 
4 REUSE OF EXPERIENCE BASED KNOWLEDGE 

4.1 Knowledge management  

Scientific questions of reuse of experience based knowl-
edge are handled within the field of Knowledge Manage-
ment (KM) defined as: “the identification, optimization, 
and active management of intellectual assets to create 
value, increase productivity and gain and sustain competi-
tive advantage” (Webb 1998). The purpose of KM is to 
increase a company’s value creating capacity (Egbu 
2004). Other drivers for KM in construction are the need 
to encourage continuous improvement, disseminate best 
practices, respond to customers quickly, reduce work, and 
develop new products and services (Carrillo and Chi-
nowsky 2006). 
Three kinds of knowledge are critical to an organisation, 
technological knowledge covering products and proc-
esses, organisational knowledge about the organisation 
and its operations, and network knowledge, which is in-
herent in the alliances and relationships that exist between 
the entities within the organisation and its networks, in-
cluding suppliers, subcontractors, clients, consultants, and 
universities (Siemieniuch and Sinclair 2004). 
In order to develop, the organisation needs to establish a 
favourable climate to innovation by committing re-
sources, allowing autonomy, tolerating failure and provid-
ing opportunities for promotion and other incentives 
(Tatum 1987). In order to learn, an organisation must also 
have a learning strategy, flexible structure, blame-free 
culture, shared vision, promotion of knowledge creation 
and dissemination, and team working (Siemieniuch and 
Sinclair 2004). 
Based on studies of best practice in the US and UK con-
struction industries, Carillo and Chinowsky (2006) have 
identified the following barriers to efficient KM: lack of 
time, lack of standard work processes, insufficient fund-
ing, lack of management support, employee resistance to 
sharing, not invented here syndrome, and poor IT infra-
structure. A survey in the BICT project mentioned in 
setion 3.1 gave the following explanations concerning the 
limited reuse of experience in multi-storey house-building 
projects (Molnár et al 2007): 

- Lack of distinct product and process ownership in 
construction companies 

- Poor knowledge when it comes to a structured de-
scription of building systems and processes 

- Fragmentary process, often with new teams in every 
project. 

Favourable conditions to learning from experience occur 
by joint control of the processes, e.g. through strategic 
partnering. See Table 1. Other possibilities to learn from 
experience develop from repeated use of building systems 
and components. The most advanced possibilities arise 



Experienced based information may be handled by 
Groupware systems which enable and support teamwork. 
Groupware solutions handle unstructured information 
from various sources and include: workflow (task sched-
uling), multimedia document management, email, confer-
encing and shared scheduling of appointments. Group-
ware helps manage and track the project life cycle 
throughout its various stages (Rezgui 2001). Data ware-
housing solutions handle structured information by ex-
tracting data from a variety of distributed systems into a 
central repository. This is still in a stage of implementa-
tion and experimentation in the construction sector (ibid). 

from using both mechanisms, as in fully industrialised 
building. 

Table 1. Prerequisites of product and process control for learn-
ing from experience. 

 
 
4.2 Methods and solutions for reuse of experience 

The development of strategies for experience based 
knowledge management should not focus solely on 
document based information, but must include personal 
meetings, seminars, video conferencing etc., to allow ver-
bal and perceptual communication. A specific function as 
Project Knowledge Manager, PKM, is needed in a com-
pany that wants to implement experience based knowl-
edge management. 

Documentation of experience based knowledge may be 1) 
ICT-centric or 2) human resource management, HRM-
centric (Carillo and Chinowsky 2006). The ICT-centric 
strategy is directed towards information management and 
communication using databases, project networks and 
collaborative tools. The HRM-centric strategy focuses on 
the establishment of a learning organisation, creation of 
networks, and identifies and disseminates lessons learned 
on previous projects, addresses organisational culture, etc. 

 
 

In the investigated house building project mentioned in 
section 3.1 there was no attempt to use ICT for the pur-
pose of collecting or distributing experience based infor-
mation. However, the project consisted of 8 separate 
buildings erected consecutively, enabling HRM-centric 
reuse of process and product experience in this specific 
project. 

5 CONSTRUCTION ICT IN A MEDIUM TERM PER-
SPECTIVE  

5.1 A global vision 

The medium term perspective for industrialization of the 
building industry, especially the house-building sector, is 
envisaged through a deeper integration of engineering and 
manufacturing, especially providing (potentially ambient) 
services at “interfaces” between the various processes 
(and involved actors) along the whole life cycle of the 
building, see Fig. 2. This will push flexibility in construc-
tion processes at an extreme with building components 
available as manufactured components, while at the same 
time transforming industrialization as a customer-
responsive integrated product/component achievement 
system, with as many degrees of customisation as possi-
ble for the manufactured components. 

Case studies of companies implementing systems for re-
use of experience based knowledge, e.g. (Tan et al 2006), 
conclude that it is essential that experience based informa-
tion can be created, stored, disseminated and used in a 
manner that is natural to project work and does not in-
crease existing costs or tasks in a way that seems unnec-
essary or bureaucratic. Lessons learned should be docu-
mented at specific process stages, by a responsible person 
together with members of project groups, using specific 
templates and check lists, be included in the project re-
port, and placed in a knowledge database on the Intranet. 
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Figure 2. Industrialization of the house-building industry through integration of engineering and manufacturing, providing services at 
“interfaces” between building life-cycle processes. 
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Such a vision can be structured according to the following 
targets: 

- Industrialized production has to be combined with in-
dividual design solutions of customized prod-
ucts/components: this means that, based on e.g. “intel-
ligent” product catalogues (from manufacturers) com-
bined with reference design patterns (available in 
some standard libraries, should they be proprietary or 
open), the design may be customized according to the 
client’s requirements thanks to configuration services. 
This should lead to a growing world of pre-defined so-
lutions providing options for customised configura-
tions for specific situations, managed by future CAD 
systems. 

- Before the manufacturing phase, a preparation phase 
is to be considered, that deals with developed plan-
ning/scheduling, cost estimation, potential instruc-
tions/-decisions for management of external con-
straints, control and follow-up of activities, initial 
identification of potential re-use of technical solutions, 
etc.. The idea is that the design phase provides as out-
put for the next phases a structured description of the 
overall product concept and its related (sub-)parts, un-
der the form of trees or networks of objects with clear 
characteristics (e.g. property sets) and interfaces: such 
objects should be instantiated from the so-called BIMs 
that, developed with a comprehensive methodology, 
are to be the grounding for future management of the 
Buiding lifecycle. 

- From the design phase, providing “virtual” customised 
components (under some form of fully object-oriented 
specifications, with all types of parameters and con-
straints), the physical component is fabricated accord-
ing to manufacturing-level production methods in fac-
tory and on site. Factory production in the future is 
likely to adhere to manufacturing methods adopted 
from other industries, enhanced by innovative services 
for optimised control of components before delivery 
e.g. quality control against project specification, sus-
tainability criteria, etc.. All along the production line, 
the component under fabrication may embed informa-
tion that is used at time of manufacturing, with inno-
vative measurement techniques for assessment and 
quality control of materials on the production line and 
before arrival at the construction site. 

- The component is then shipped with embedded 
knowledge to the Construction site (logistics may rely 
on just-in-time technique and product tracking to op-
timise delivery). On-site assembly methods make fur-
ther use of component embedded knowledge, of high-
precision positioning of components as well as intelli-
gent machinery, and on real-time availability of digital 
site models accessible to site personnel via wearable 
terminals connecting to corporate information net-
works. It is worth noticing that some of the compo-
nents maybe pre-assembled (or even pre-produced) in 
small mobile factories at or close to site or during 
transport, just like ventilation ducts, HVAC-
assemblies etc.. Dedicated services have to be devel-
oped, relying on generalized use of embedded infor-
mation and ambient technologies. 

- Eventually final products (houses, buildings, etc.) may 
benefit from improved maintenance services that will 
use the lifecycle information embedded in the various 

components of the product, and will rely on specific 
software in charge of achieving globalised control or 
applying global strategy (according to well identified 
set of combined rules and constraints) for the opera-
tion and maintenance of the product. The information 
embedded everywhere in the final product may also be 
used (e.g. at time of refurbishment) to provide base 
cases for definition of new components adapting 
themselves according to the environment formed by 
the existing house or building. 

To achieve such a comprehensive vision of future engi-
neering / manufacturing, it is required to develop both 
new models and applications relying on up-to-date ICT 
(see next section). Realizing an integration of engineer-
ing, manufacturing and construction is the only tangible 
answer to ultimate industrialisation of the Construction 
sector: it will sustain the idea of a building or house no 
more being a long-lasting but inert object, but indeed be-
ing a living object and besides providing real services. 
This notion of “service” also induces a notion of measure 
(and therefore indicators and referentials), so as to assess 
the capacity of the building to provide with the required 
level of service(s), through the potential conformity of 
each of its components to be checked all along the whole 
life-cycle: this should allow to avoid future situations 
where, for instance, initially estimated energy perform-
ance of a building and the real performance noted in use 
is dramatically different. 
 
5.2 Recommendations for future R&D targeting industri-

alisation 

Recommendations in this section, targeting potential ICT-
development goals, do not claim to be comprehensive or 
exhaustive: they are based on current investigations in 
terms of future R&D in Construction ICT (e.g. under-
taken in the EraBuild Strat-CON project), the proposed 
global vision in section 5.1, and make the link with the 
more specific areas that have been introduced in the pre-
vious sections of this paper. The table below provides an 
overview of some key points targeting the ICT side sup-
porting such future industrialisation: 

Table 2. Key points of ICT support for future industrialization. 
INTEGRATION OF APPLICA-
TIONS - STAGES FROM 
FUNCTIONS TO TECHNICAL 
SOLUTIONS 

REUSE OF EXPERIENCE BASED 
KNOWLEDGE 

• IFC & BIM development: 
this includes formalised de-
velopment of the Core and 
Property sets to guarantee 
continuous evolution of 
structured BIMs supporting 
digital mock-ups and proc-
esses above it. 

• Ontologies & Standardised 
classification schemes: 
identification of key con-
cepts, semantic description 
of products and their charac-
teristics, enabling EU-wide 
semantic search of product 
information over the Inter-
net. Ontologies should target 
lifecycle phases or topics 
(e.g. facilities management), 
and mechanisms should be 

• Advanced/distributed CMS 
(Content Management System): 
Dedicated solution, providing 
advanced services (profile and 
context based information push 
for instance). These solutions 
will also rely on open common 
agreed standards to exchange 
knowledge across different 
CMS. 

• Open framework for data/ 
knowledge sharing: Generalis-
ing the previous bullet, devel-
opment of platforms and ser-
vices dedicated to knowledge 
sharing in inter-organisational 
environments based on user 
profiling, and push of 
adapted/relevant information to 
each profile. These should ide-
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built to allow for interopera-
bility and mapping between 
these ontologies when and 
where needed. BIMs & on-
tologies should allow as-
sessment and quality control 
of materials and compo-
nents. 

• Mobile applications, e.g. 
RFID, integrating 
“adapted knowledge proc-
essing”: 
RFID technology automat-
ing the critical task of docu-
menting the delivery and re-
ceipt of uniquely tagged 
construction materials and 
equipment.RFID technology 
tracking tagged items in the 
construction process, all the 
way from fabrication 
through installation and 
Quality Assessment moni-
toring. 

• Integration of design, pro-
duction & assembly: this 
implies the elaboration of 
new processes relying on 
BIMs and ontologies to inte-
grate model-based design, 
specification of manufac-
tures products and compo-
nents (through e-catalogues), 
and Customer oriented con-
figuration of manufactured 
components. The objective 
is to develop a new approach 
at the construction site inte-
grating a generalized use of 
ambient and semantic 
knowledge technologies (es-
pecially RFID technologies) 
to ensure optimisation of 
manufacturing, integration, 
resource management and 
quality control. 

ally be transparent to the users 
and be accessible by different 
applications and search ser-
vices. Furthermore, they should 
provide relevant groupware 
functionality at an industry 
(e.g. network of experts) level. 
They should allow to deal with 
both ICT-centric and HRM-
centric aspects of experience 
based knowledge documenta-
tion. 

• Knowledge /best practices 
repository: Methods and tools 
for the identification, capture, 
consolidation, and dissemina-
tion of best practices, and tools 
that enable the search and re-
trieval of past experiences, 
good (to-do) and bad (not-to-
do). 

• Knowledge mining and se-
mantic search: Development 
of searching methods to facili-
tate and extend information 
search and retrieval of knowl-
edge. Searching capabilities 
may be extended to non textual 
content (multimedia formats), 
along with tools and applica-
tion components for managing 
the business logic, and rules 
from different information 
sources and applications. 

 
 
6 CONCLUSIONS  

The use of 3D applications and digital mock-ups must 
start early in the processes requiring development of 
common delivery standards. Central to the uptake of 
model based information is its practical applicability for 
quantity take-up. Project management must take an active 
responsibility for ICT-based information management, 
e.g. through the dedicated role of Project Information 
Officer. There are already several kinds of 3D based ap-
plications ready for uptake as soon as the circumstances 
for their use are clarified. Examples of applications con-
cern: geometrical modelling, energy calculations, re-
source specification, and production control. The reuse of 
experience based knowledge is central to the development 
of any industry, and promoted in partnering-like proc-

esses, and where product development is an important 
competitive factor. Organisations must establish a favour-
able climate for innovation and learning. Knowledge 
management solutions must be both ICT-centric and hu-
man centric. In a medium term view these developments 
could serve both industrialised and fully industrial build-
ing processes, characterised by integration of engineering 
and manufacturing, with applications servicing the inter-
faces of the various processes. Important development 
areas are interoperability; BIM; shared semantics for de-
sign, production and facilities management; knowledge 
management; and mobile applications. Developments in 
these areas require cooperation of industry and R&D in 
joint analyses of information management in practice. 
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ABSTRACT: The tremendous development in the past ten last years of the Internet and ICT at large (whether it be in 
general technologies like semantic modeling, knowledge mining, RFID or mobile technologies, or domain-oriented 
ones like e-commerce, collaborative spaces, digital mock-ups, etc.) has opened a large spectrum of potential applica-
tions of ICT in the Construction sector. The real adaptation and deployment of ICT in Construction has indeed just 
started, and there is a high need to organize and plan future R&D actions for Construction ICT, while at the same time 
to better evaluate the benefits and thereby convince Construction actors. This is the role of the Strat-CON and BICT 
projects, respectively, which are introduced in this article in terms of their aims and major results. 
KEYWORDS: strategic research agenda, construction processes & industrialisation, ICT. 
 
 
1 INTRODUCTION 

Within the framework of the European Construction 
Technology Platform (ECTP, created in 2004 - see 
http://www.ectp.org/), the goal of which is to work out a 
vision of future Research and Technology Development 
(RTD) in construction from the present to 2030, a dedi-
cated Focus Area was launched in October 2005, entitled 
"Processes & ICT" (http://www.ectp.org/fa_pict.asp), 
focusing on future developments and research in the field 
of Construction processes to be naturally supported by 
Information and Communication Technologies (ICT). 
With the ambition of defining a strategic research agenda 
(SRA), the scope of such a FA is to position, develop and 
lead to the future execution of an appropriate action 
agenda covering items related to process optimisation, 
extended smart products and future services for home, 
buildings, underground constructions and networks, the 
appropriate development and deployment of ICT to sup-
port these items along with the development of strong 
synergies between the spectrum of involved actors (uni-
versities, research centres, industries and SMEs.etc.) and 
strategies for the development of research and innovation. 
The work that started beginning of 2006 has led to the 
definition of a set of 8 (sub)roadmaps, as well as the de-
velopment of future ideas of RTD. This work is particu-
larly supported by the ERABUILD network (ERA-Net for 
construction at a European level), which issued in 2005 
an invitation to tender on the topic of "Managing Informa-
tion in Construction". Two proposals, which have both 

been selected for funding, have led to projects having 
both begun in March 2006 and finishing in April 2007: 

- Strat-CON (http://www.strat-con.org), is a continua-
tion of the former ROADCON1 roadmap, with the 
ambition to refine this roadmap, but also to further de-
fine an SRA (R&D identification and priorities sched-
uling) and to propose “developments” fields of future 
R&D projects. Strat-CON has three main scientific 
objectives as follows: 
• Obj. 1: Refine, validate and if necessary re-develop 

vision and roadmap for ICT in construction; 
• Obj. 2: Identify a set of strategic actions for realis-

ing the vision of ICT in construction; 
• Obj. 3: Validate strategic actions and provide guide-

lines for implementation. 
- BICT, which aims at evaluating the possibilities and 

potentials of ICT in order to increase the effectiveness 
and the quality of the construction processes, in par-
ticular by greater industrialization of these processes. 
This project grants a significant place to surveys and 
case studies to propose generic models. 

This paper introduces the methodological approaches 
followed by the two projects to achieve their objectives, 
the results from the projects (concluded at the time of 
writing), and their impacts on the ECTP FA “Processes & 
ICT”. 

                                                 
1  The ROADCON (http://www.roadcon.org) project offered a 

vision for ICT in construction in addition to a set of roadmaps 
across 12 thematic areas. It did not however provide a means 
(in terms of research plans) for realisation of the vision. 



2 STRAT-CON: A METHODOLOGICAL APPROACH 
TO DEFINE AN OVERALL VISION AND ROAD-
MAP FOR CONSTRUCTION ICT 

FA7 of the ECTP has identified four main thematic areas 
of interest for processes and ICT. In addition to the road-
maps offered by ROADCON (2003), Strat-CON makes 
use of these thematic areas when developing its road-
map(s) and identifying complementary strategic research 
actions. The thematic areas considered are as follows: 

- Processes: business processes and production proc-
esses. 

- Products: digital modelling of products and intelligent 
constructions. 

- Projects: interoperability between ICT systems and 
ICT support for collaborative work. 

- Enterprises: capturing project experience into knowl-
edge assets and exploiting them in new ICT enabled 
business models. 

Within Strat-CON each of the four thematic groups was 
broken down into two main themes (strategic research 
priorities), with each theme addressing one main topic 
(Figure 1). For each of the main themes, a roadmap was 
to be developed. When developing the roadmaps, the 
methodology was industry centric as compared to 
ROADCON where the roadmapping approach was re-
search and development centric. In Strat-CON, each 
roadmap was developed bearing in mind key business 
drivers acting as triggers for development of tools and 
technologies in a phased approach leading to eventual 
realisation of the vision within each roadmap. These 
phases identified items not in terms of research and/or 
development, but delivery times to industry (short, me-
dium, and long) as illustrated in Figure 2. For each item 
(or group of items), one or more research and technology 
development (RTD) ideas were to be identified. It is 
worth noting here in particular that while the roadmaps 
are developed mainly from an industry/practitioner per-
spective, the supporting RTD ideas are the research and 
development means to achieve these industry targets 
(items). 
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Figure 1. Thematic Groups and Strategic Research Priorities 
(Roadmaps). 
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Figure 2. Roadmapping Approach. 
 
 
3 IDENTIFIED VISION AND SCENARIO FOR EACH 

OF THE 8 STRAT-CON ROADMAPS 

For each Strat-CON roadmap as initially introduced in the 
previous section (and developed in the next one), a syn-
thesised vision has been established, which refers as much 
as possible to a desirable state of the future that could be 
obtained in terms of achievements realised thanks to fu-
ture Research developments, especially in Construction 
ICT. The 8 visions are introduced in the table below and 
summarised in Figure 3. 

Knowledge sharing
ICT for transforming project experiences 
into corporate assets. Object repositories.
IPR protection of complex shared data.

Context aware applications.

Collaboration support
ICT tools for information sharing, project 
steering, negotiations, decision support, 

risk mitigation, etc.

Interoperability
Ontologies & open ICT standards for 

semantic communication.
ICT infrastructures.

Value-driven 
business processes

ICT for customer centric product & service
definition, requirement management & 
compliance assessment. Performance

based contracting.ICT enabled
business models

New ways for sustainable exploitation of
ICT as a key part of business strategy

in the open European / global 
construction marketplace.

Intelligent
constructions

Smart embedded systems & devices for
monitoring and control. Embedded 

learning & user support.

Industrialised
production

ICT for modular provision of customised 
constructions, logistics, assembly 

& services. Digital sites.

Digital models
nD models. Access to life time infor-

mation for all stakeholders anywhere 
anytime. ICT for design, configuration,

analysis, simulation, 
visualisation.
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Figure 3. Thematic Roadmaps and Supporting Visions. 
 

Roadmap Global vision 
Value-driven 
processes 

The vision proposed in this roadmap is based on 
the fact that today, there are no tangible meth-
odologies, models and tools available to manage 
performance and business processes in construc-
tion. It is advocated that to move from the cur-
rent state of time and cost driven process to-
wards value driven processes, performance 
driven processes, value to customer, total life 
cycle support, and product and service customi-
sation must be supported. Such a vision also 
leads to the following considerations: 
• Strong stakeholders, like clients, are impor-

tant agents of change and may provide lead-
ership in the development of a sustainable 
built environment provided by an integrated 
supply side. 

• Business relationships are based on trust, 
partnerships and win-win. 

• The demands of end-users and society are 
met while optimising the use of resources; 
the technology available to achieve sustain-
able development is integrated in a system-
atic way, and the integration is site-specific 
thereby exercising vigilance and meeting lo-
cal expectations of end-users and achieving 
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performance and 0-accident and health risks. 
• The procurement of services or products is 

done in ways that improve responsibility, re-
liability, quality, encourage competition and 
stimulate innovation. 

Industrialised 
production 

The vision of industrialised production in the 
construction industry is as follows: 
• Construction sector offers safe and attractive 

high-technology work places.  
• Sites, construction machinery and mobile 

staff are connected to corporate information 
networks. 

• Customised construction products are pro-
duced industrially. 

• Manufactured construction products are of-
fered on the EU wide open market. 

Digital models The vision of future digital models in the Con-
struction Industry is as follows: 
• All systems in constructions share common 

platform, network and protocols, with secure 
external connectivity via the internet ena-
bling local, remote and mobile monitoring, 
diagnostics, reporting and operation. 

• These systems provide optimised control and 
intelligent services to users and operators. 

• The life cycle of construction products is 
supported by applications using semantically 
rich models that contain all relevant infor-
mation without need for human interpreta-
tion. 

• Digital models are accessible anywhere and 
anytime. 

• Future digital models providing easy access 
Intelligent 
constructions 

The vision proposed in this roadmap is that in 
the future, all objects within the home, the office 
or potentially any building will communicate 
and provide information ubiquitously, and will 
be able to “understand” people circulating or 
living in the built environment so as to answer to 
their needs at any time. To achieve such a de-
sired state, it is required that: 
• ambient intelligence is kept and managed 

within chips, sensors, actuators,… embedded 
in objects that are able to dialog thanks to 
wireless communication techniques; 

• all systems in constructions share common 
platform, network and protocols, with secure 
external connectivity via the internet ena-
bling remote and mobile monitoring, diag-
nostics, operation and self-reporting, and 
provision of innovative interactive services 
to people at home or in their working envi-
ronments. 

Typical fields of applications of these R&D 
developments are for instance solutions related 
to Ambient Assisted Living (AAL), especially 
for disabled and ageing people, or in another 
field, Positive Energy Buildings (PEB - and also 
energy self sufficient buildings), with a new 
vision for tomorrow building energy perform-
ance to solve the huge global problem on sus-
tainable energy uses at world-wide scale, with 
Europe having a leadership in this action. 

Interoperability Interoperability encompasses several aspects, 
should they be mainly technical (e.g. related to 
networks or software applications) or more 
linked to organisational and process issues (thus 
in relationships with the “Collaboration support” 
roadmap). The vision proposed in this roadmap 
is that in the future, relying on interoperable and 
standardised data transfer protocol, semantically 
rich information will be shared by the Construc-
tion Sector throughout the whole life-cycle of 
buildings and the built environment by means of 
integrated information systems and services 
encompassing all processes and their interac-
tions. To achieve such a desired state, it is re-

quired that: 
• Any of two or more IT components or sys-

tems have the ability to communicate and 
jointly utilise the information, especially 
thanks to the definition of its semantics; 

• Communication of information semantics is 
effective thanks to international or industry 
standards (rather than proprietary standards), 
and preferably thanks to open standards, 
which are to be product, services and sys-
tems-independent, background technology 
agnostic, and having their specification 
freely available to all interested parties. 

Collaboration 
support 

The vision of future collaboration support in 
Construction is as follows: 
• Internal enterprise systems are connected to 

external collaboration environments with 
project partners in a transparent way. 

• International standards enable fast set-up of 
collaboration platforms for new project con-
sortia. 

• Collaboration environments support social 
cohesion and trust among geographically 
distributed, cross-organisational teams with 
multidisciplinary skills, multiple cultures 
and multiple languages. 

• Collaborative environments support mobility 
in a seamless way, covering all the phases of 
the construction process including construc-
tion sites. 

• Advanced collaboration tools are easy to use 
with no specific training. 

• Virtual meeting spaces enable (a-) synchro-
nous communication. 

Knowledge 
sharing 

There will be a capability to support the sharing 
of previous experiences, good practices and 
knowledge within and, increasingly, between 
organisations. The aim is to have (transparently) 
immediate access to the right information, at the 
right time, in the right format, and from the right 
sources (both internal to an organisation and 
external). This encompasses also the achieve-
ment of tools / services and environment allow-
ing sharing previous experiences, best practice 
and knowledge within and, increasingly, be-
tween organisations. The ultimate objective is 
access to and sharing of semantic information 
resources, with: 
• Knowledge embedded in management sys-

tems, products, services, software, digital 
models and catalogues; 

• Automatic indexing of both textual and non 
textual content (e.g. multimedia resources, 
like photos or video);  

• Search engine able to take into account the 
implicit knowledge / implicit environment of 
the users to enrich his search and gave him 
only the most relevant information according 
to his profile. 

ICT-enabled 
business mod-
els 

The vision of ICT-enabled business models in 
the Construction industry is that innovative 
companies will offer new knowledge based 
products and services in the construction sector 
based on: branding, business networking, ICT, 
innovation, knowledge, specialisation, system & 
service integration etc. 

 
For each of the roadmaps and in connection with the vi-
sions proposed above, some futuristic business-oriented 
scenarios have been developed. We introduce here only 
two of them as examples, but invite the reader to refer to 
(Hannus et al, 2007). 
 
 



3.1 Intelligent constructions business scenarios: ambient 
assisted living for the elderly 

This scenario springs from a societal objective to assist 
elderly people to remain in their familiar home surround-
ings, prolonging independent living and postponing their 
need to move into institutional care. Age is beginning to 
affect wider society in very challenging ways. According 
to the UN report World Population Ageing: 1950-2050, 
ongoing demographic change is unprecedented and pro-
found. It may lead to a restructuring of Society “as social 
and economic forces compel us to find new ways of liv-
ing, working and caring for one another”. It is likely that 
never again will societies be shaped demographically as 
in the past with more young than old. In 2002, the number 
of persons aged 60 years or older in the world was esti-
mated by UN to be 629 million. That number is projected 
to triple to 2000 million by 2050, when the population of 
older persons will be larger than that of children (0-14 
years) for the first time in human history. 
Old age is usually accompanied by physical and/or mental 
impairment (e.g. Alzheimer, Parkinson, etc.), observable 
in limitations and behaviours particular to each person. 
Assistance must therefore take account of individuality in 
terms of ameliorating the impairment and enhancing ca-
pability whilst ensuring safety, comfort, autonomy and 
due privacy. So, the issue is very important to individual 
elderly people but also to family members and social 
agencies that have a responsibility for arranging care for 
them, especially in a context where, in many parts of the 
world, including Europe, family structures are becoming 
much looser because, for instance, of higher mobility in 
the workforce. Often there is a stark choice between an 
elderly person moving to a new location with, or close to, 
their family or being placed in institutional care. The 

costs of care are high both in the commitment of family 
effort or in hard € for institutional care paid for by agen-
cies, relatives and the elderly themselves. The question is: 
“Is there a viable, ethical ‘care at home’ middle way?”. 
Note that the question includes role of national instances 
in charge of privacy of data and life, to be key in future 
scenarios so as to avoid negative reactions of targeted 
people (and public in general) towards deployment of 
such innovations in the future. 
This scenario leads to some real innovative role that ICT 
will have in tackling the demographic and personal needs 
challenges for quality care viably provided. Objectives 
and targets are abundant and diverse, but one key problem 
domain largely deals with healthcare, as exhibited in the 
figure below. It may allow dealing with “preventative 
care” (portrayed in red in the figure) that takes account of 
medical, physical and mental states to safeguard an indi-
vidual and intervene/warn before “crisis intervention” is 
required, as well as to deal with “reactive care” and crisis 
management.  
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3.2 Knowledge sharing business scenario: the added 
value of semantic bridges among dedicated/specific 
construction processes/scenarios 

Let’s start the development of such a scenario by a typical 
example: an individual faces a problem (e.g. leakage 
through the roof of a concrete basement due to excessive 
rainfall). His/her KM environment should be able to 
search across multiple data repositories, mine the relevant 
information (e.g. from potential similar problems or oc-
currences) and return the potential solution(s) and rele-
vant contact people. At the same time, it should have the 
capability through a combination of ontologies (or a 
meta-ontology) to exploit relevant content for identifica-
tion through the semantic web and retrieval of the same 
into end-user applications using intelligent knowledge 
agents. The retrieved content may come from a different 
domain (e.g. aerospace) and relate to a different problem 
whose solution may yet be relevant and adaptable to the 
problem in context. Generalising such a scenario, a 
“meta” scenario is depicted in the figure below, especially 
based on a key issue in the Construction sector which is 
about access to regulations information. It is indeed a 
concatenation of three major scenarios described below. 

- The first scenario is basically focused on the exchange 
of design-related information. It is an extension of 
CAD drawing exchange (that primarily focuses on ex-
change of geometry) into semantic representation of 
construction objects and relationships.  

- The second scenario is focused on e-procurement of 
construction products. It shows the use of intelligent 
electronic catalogues to support both design and sales 
process. In the first case the designer wants to try dif-
ferent products in his/her project. In the second case, 
the salesman uses the catalogue to show different al-
ternatives to his clients. The catalogues are compliant 
to a given standard (e.g. XML, RDF, OWL) and a 
given software tool is used to support all interactions. 
Tools that can be considered here are the following: 
catalogue server and taxonomy server. The former 
helps publishing the respective catalogues of product 
(standard-compliant); the latter supports the specifica-
tion of the products and helps treating the queries 
properly. 

- The third scenario focuses on Knowledge Manage-
ment practices related to regulation ontologies. It re-
lies on a Knowledge Management tool which can use 
services provided by an Ontology Server. For in-
stance, the project manager feeds the system with 
knowledge about regulations (for instance, the “url” of 
regulatory bodies). During a project, he is informed 
about the publication of new regulations and then he 
uses the KM tool to verify if his on-going projects 
have to be changed in accordance with the new regu-
lations regarding accessibility matters for disabled 
people. The Ontology server can be used to represent, 
classify, index, retrieve, and update the knowledge 
about regulations. 

It is worth noticing that these scenarios could be devel-
oped both in an intra or inter organisation level. The de-
velopment of a semantic framework able to establish 
gateways/equivalence among the different semantic re-
sources manipulated in these sub scenarios will be an im-

portant step toward the achievement of a Construction 
Semantic Space. 
 
 
4 FORESEEN INDUSTRIAL IMPACT FROM STRAT-

CON ROADMAPS 

The Strat-CON project developed eight complementary 
roadmaps towards realizing the vision of ICT in the con-
struction sector. Though a detailed presentation of all 
eight is out of the scope of this paper, the roadmap on 
value-driven business processes (Figure 4) is shown as an 
example of how the roadmaps look like followed by short 
briefs on the foreseen industrial impacts of each of the 
eight roadmaps. 
Value-driven business processes 
This will lead to rationalization of construction processes, 
with off-site assembly of large, fully-fitted components 
and mechanization of site activities aided by new automa-
tion and guidance technologies which have the potential 
to open construction to a wider range of potential work-
ers. Buildings, infrastructures and urban achievements 
resulting from the re-engineered processes will integrate 
all new constraints, including a rational use of energy, 
minimising risks, trouble and discomfort for the individ-
ual users, and minimising pollution and risks of any kinds 
for all users in general and the society. 
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Figure 4. Roadmap for Value-driven Processes. 
 
Industrialised production 
The solutions shall radically improve safety at working 
place and offer attractive knowledge intensive employ-
ment opportunities and shall also address retrofitting. 
Construction sites will be safer, better organised (and 
therefore less expensive) and optimising refurbishment, 
while at the same answering to a strong societal demand 
of minimising discomfort of people living around, or be-
ing customers of the building or infrastructure. 
Digital models 
Pervasive use of ICT-based models will deeply improve 
quality control, assessment, monitoring and measurement 
of project progress and performance, especially based on 
the identification of quality repositories and performance 
indicators and standards, and will be the support for de-
velopment of methodologies and procedures to effectively 
manage productivity and quality. It will allow the devel-
opment and adoption of high sustainability standards 
(eco-labelling, certification, performance-based, etc.) re-
lated to protection of environment, saving of natural re-
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sources, health and safety, safety of workers, etc.. It is 
also a key instrument for: 

- the adoption of a product total lifecycle approach, 
with all management aspects at all stages of the life-
cycle, including pre-construction, construction and 
post-construction (e.g. development management, re-
source management, design management, etc.);  

- the improvement of the process efficiency and effec-
tiveness (including feasibility, planning and schedul-
ing of activities). This includes means to analyse and 
measure productivity, analyse risks, allocate re-
sources, plan sites etc.). 

Intelligent constructions 
These solutions shall increase comfort, security and safety 
at working and living place and reduce energy consump-
tion, and needs for travelling and transports. They will 
support the elderly and disabled through real-time moni-
toring and remote control of living environments. 
Interoperability 
ICT-based service platform(s) and system(s) that will 
allow a full-fledge Business Service oriented approach, 
allowing to move from “design for the customer” to “de-
sign by the customer”, and making possible the quick 
delivery to all Construction stakeholders of new products 
and service concepts for the entire life span of the build-
ings / infrastructures and for its various functions, and the 
creation of new service markets. 
Collaboration support 
ICT-based services and applications aiming at supporting 
BPM (business process management) and BAM (business 
activity monitoring) in the Construction sector through 
their various integration and the specific use of 
Dashboards (managing indicators, events, rules and ad-
ministration of profiles) along with common repositories / 
Master data management. The use of such services / ap-
plications should first be experimented before generalisa-
tion / customisation and deployment. 
Knowledge sharing 
Intra- and Inter-company Knowledge Management that 
will improve: 

- digital capitalisation of knowledge and experiences 
generated on construction projects to avoid repeated 
errors and increase quality of construction; 

- companies productivity and skills based on knowledge 
capture and transmission processes; 

- sharing of knowledge between enterprises involved in 
the building process, especially for the supply chain 
management, while preserving individual competi-
tiveness. 

Ambient access should allow a generalized use of digital-
ized information and knowledge throughout the whole 
company, allowing re-use of information and seamless 
access to the full expertise within the company, any-
where, anytime. 
ICT enabled business models 
ICT-based services will enable companies to create com-
petitive advantage through new operating models in sev-
eral key areas. Some examples are: 

- Logistics services focused on creating new operating 
models in the network level. 

- Structured recording of experience and knowledge in 
order to improve information management, workflow 
management, interface management and document 
management. 

- Risk management system (e.g. diagnostic/decision 
support tools) for the identification, analysis, tracking, 
mitigation, and communication of risks in software-
intensive programs. 

 
 
5 BICT: AN EVALUATION OF ICT POTENTIAL 

FOR CONSTUCTION IMPROVEMENT AND IN-
DUSTRIALISATION 

5.1 Aims of the BICT project 

This section presents some ideas for future joint action of 
academia and industry in order to promote the develop-
ment of the construction industry through advanced use of 
ICT. The ideas are based on the results of the investiga-
tions done in the joint Swedish-French BICT project. 
BICT stands for “Evaluation of benefits of ICT for the 
industrialization of project and product processes in the 
construction industry” (Molnar et al 2007, Robertson et al 
2007). A more advanced use of ICT is fundamental to a 
further industrialization of the construction industry. The 
objective of BICT is to establish a mutual understanding 
between construction industry and R&D actors of the 
needs and possibilities of ICT. The research was carried 
out through steps including workshops with construction 
industry representatives and researchers, a case study of a 
representative Swedish multi-storey house-building pro-
ject, a survey with active developers dealing with R&D in 
the field of ICT and statistical analyses of market data. 
The project also includes a study of State-of-the-Art ICT 
for immediate, short and medium term uptake in areas 
considered of greatest importance for industrialization of 
the processes. 
 
5.2 BICT results 

Based on the house-building project case study, specific 
ICT-related development areas were identified as being 
beneficial for improved productivity and quality within 
multi-storey house-building, and further analysed in the 
survey and workshops. Computer aided design, interop-
erability, virtual reality, cooperation and ICT-policies, the 
product definition process, use of systems products, quan-
tity take-off, reuse of experience are identified as devel-
opment areas where ICT can play a key role to improve 
productivity and quality. Highest potential to achieve im-
provement by immediate uptake is attributed by the sur-
vey persons to computer aided design, interoperability 
and reuse of experience. A time span of 2-5 years is 
needed to obtain benefits by more efficient cooperation 
and ICT-policies and rational quantity take-off.  
Typically, in a Swedish multi-storey house-building pro-
ject, relationships between most of the projects partici-
pants are ad-hoc. ICT-use is regulated by the architect’s 
CAD manual regarding layer structures, routines for in-
formation exchange during design, use of project net-
work, hardware, software and filing. 2D CAD is the pre-
dominant design tool. ICT is widely used for administra-
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tive purposes, especially by the large contractors. Typi-
cally, more than 20 different software applications are 
used by the participants. Information transfer between 
participants in and between different stages of the project 
is often carried out manually, which requires creation of 
redundant information with a high risk of mistakes. 
 
5.3 Recommendations for joint R&D and industry action 

regarding processes and ICT 

Only through dealing with problems relevant to practice, 
can research and industry cooperate. In order to arrive at a 
common understanding between academia and industry of 
necessary and relevant action, joint studies of practical 
information management in building projects are needed. 
Since the beginning of the 1950’s and the development of 
the SfB-system there has been an established and well 
founded information systematic for the Swedish building 
process (BSAB 96). This has served drawing based in-
formation management well, but needs extensions to 
cover an object oriented information management 
throughout the complete design, production and facilities 
management sequence of construction processes. The 
reasons for this will be demonstrated in a few examples 
below.  
A series of new initiatives towards increasing industriali-
sation have been taken in Sweden to render the processes 
more effective and raise the quality of its results. Two 
main tracks, with several intermediate practical applica-
tions, are followed. One is an industrialisation through 
continuous development of existing processes and prod-
ucts, stressing new forms of cooperation, e.g. partnering 
and integration of supply chains, as well as an increased 
use of industrially produced systems and components. 
Another concerns industrial production, especially for 
house-building, modelled on production methods from the 
manufacturing industry, with the enterprise as process 
owner in complete control of product development, pro-
duction and on site assembly.  
These two directions give different prerequisites for im-
plementing ICT. Companies that have engaged in indus-
trial production of dwellings can use experiences from the 
manufacturing industry in their choice of ICT. Typical for 
these are that the products down to smallest detail are 
managed in proprietary ICT-systems. This enables effi-
cient integration of product information management sys-
tems, manufacturing management systems, and enterprise 
resource management systems. Such integration put se-
vere requirements on information systematics, e.g. classi-
fication, and exchange formats, but can be resolved 
within the company and its suppliers, more or less in ac-
cordance with established sector standards.  
Continuous development of existing processes through 
increasing use of strategic partnering and utilization of 
systems products promote the use of advanced ICT-
applications. This requires sector wide achievements in 
standardisation and information systematics. A typical 
problem in today’s information management is the fre-
quent manual input of data in different applications, due 
to lack of standardisation of exchange formats and infor-
mation. But increased interoperability which is a prereq-
uisite to concurrent engineering and CSCW, computer 
supported collaborative work, will only be achieved when 

object oriented applications are developed on the basis of 
carefully analysed processes. These may not mean a prin-
ciple difference to today’s tasks and responsibilities in 
established information management routines. However, 
ICT-based information management must be based on 
explicit semantic definitions for different project stages 
and needs. Here, joint studies by academia and industry 
that could clarify the information needs and establish a 
foundation for software development are missing. As an 
example, the requirements that quantity and cost calcula-
tions put on the content of object oriented information is 
discussed below  
The building project starts out by brief development, us-
ing basic 3D applications for sketches and early idea de-
velopment. Quantity take-off and cost calculations are 
based on building types, areas and volumes in relation to 
known reference projects. A first step in establishing a 
BIM, building information model, is to attach this infor-
mation to a construction entity object with attributes like 
classification, geometry and other overall properties. 
In the building proposal stage several designers cooperate 
on a main proposal starting from the brief stage 3D ge-
ometry model. The main proposal presents a detailed or-
ganisation of the building’s spaces based on the require-
ments of a user. The project database, the BIM, may hold 
defined space objects with attributes like classification, 
surface materials, equipment, required ventilation and 
sound reduction etc. A cost calculation can now be made 
in greater detail, but mainly based on reference project 
data.  
During the systems design stage, a more thorough study 
of the building’s technical systems is made. This enables 
definition of functionally determined building objects, 
e.g. external wall, internal wall, roof, load bearing struc-
ture, ventilation system, electrical system, etc., with 
specification of geometrical and other properties, e.g. 
sound reduction, heat capacity, thermal insulation, or 
elasticity.Based on building objects defined in the sys-
tems level, it is possible to make calculations of cost, en-
ergy consumption, ventilation needs, load-bearing capac-
ity, etc. 
During detailed design the technical solutions and con-
stituent resource parts are determined. Not until this stage 
is it possible to define detailed functional objects, e.g. 
classified according to the Swedish BSAB building as 
elements. Only rather far into the design process is it pos-
sible to define detailed functional objects related to tech-
nical solutions. With this as a starting point, it is possible 
to determine resources like construction products, ma-
chinery, and man hours which are necessary to make a 
more detailed cost calculation for the project as a whole. 
These prices are based on actual sales prices and contrac-
tor’s experiences. 
Many of today’s 2D design applications allow a separa-
tion of information into layers according to the structure 
of the building classification systems. Sector agreements 
concerning their use in specifications, contracts and or-
ders are the basis for the subdivision. The problem that 
object-oriented information management faces is the lack 
of corresponding standards for information objects at ear-
lier stages. Only through agreements on the sector level, 
is it possible on a larger scale to introduce object-oriented 



 270

information management supporting a further industriali-
sation of the building processes. It is an urgent task for 
academia and industry to jointly carry out necessary proc-
ess and product studies in order to define the required 
objects and develop the needed standards. The work in 
the BICT project has pointed at these problems, but has 
not aimed at proposing solutions. However, it seems ob-
vious that further efforts to develop ICT to support indus-
trialisation of the construction processes must focus on 
development of international standards for information 
management and building information objects appropriate 
to the requirements in different stages of building design, 
production and facilities management. 
 
 
6 CONCLUSION 

This paper has introduced to future R&D to be developed 
in the field of Construction ICT, and to evaluation efforts 
to better identify (and further convince about) the poten-
tial benefits of ICT for the improvement of the Construc-
tion sector. Participants involved in were: 

- in Strat-CON, a large set of stakeholders from the 
ECTP (including researchers, but also people from 
companies, industry, and SMEs) participating to the 
elaboration of roadmaps and Research ideas, mainly 
though the organisation of 3 European workshops in 
2006, as well as national workshops in Finland, 
France and Austria; 

- in BICT, industry representatives from the Nordic 
countries, through interviews. 

Preliminary scenarios have been identified within Strat-
CON: developing these scenarios while generalising the 
BICT approach is key to ensure that, in the future, com-
panies from the building and civil engineering sectors 
achieve maximum business benefits from the adoption of 
ICT solutions in the knowledge economy. BICT repre-
sents a shift of focus in construction ICT from technology 
to process, contributing to the overall picture as a neces-
sary step to take in order to support a future industrialisa-
tion of the sector using advanced ICT. From an “impact” 
point of view, ICT is expected to enable enhanced auto-
mation, integration and communication in the Construc-
tion value chain, better contribute to support the needs of 
the construction industry through customer-driven design, 
manufacturing and build, and finally increase the impact 
of construction on sustainability, economical growth, em-
ployment, and quality of life. Indeed, Strat-CON road-
maps are to be used by Construction stakeholders (typi-

cally ECTP members, but not only) to execute them 
through new R&D projects, demonstration projects, stan-
dardisation efforts, in a better organised network of Con-
struction actors, and based on a common structured 
grounding typically formed by these roadmaps. 
In its analyses, BICT points at two distinguishable but 
also overlapping development tracks, including several 
intermediate practical applications. One is an industriali-
sation through continuous development of existing proc-
esses and products, stressing new forms of cooperation, 
e.g. partnering and integration of supply chains, as well as 
an increased use of industrially produced systems and 
components. Another concerns industrial production, es-
pecially for house-building, modelled on production 
methods from the manufacturing industry, with the enter-
prise as process owner in complete control of product 
development, production and on site assembly. Future 
development must take these different processes and their 
specific needs into account. 
By themselves, projects like Strat-CON and BICT are not 
a end: their purpose is to initiate discussion and thinking, 
and generate views and ideas on the major issues and 
achievements within the Construction industry that need 
to be addressed through a pan-European comprehensive 
approach. Even more importantly, the outcomes of the 
two projects should lead to detail actions items and im-
plementation plan to start exploiting the opportunities and 
meet the promises laid out by Information technologies in 
the Construction sector. 
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DESIGNER’S TOOLKIT 2020: A VISION FOR THE PRACTICE 

Alvise Simondetti 
Arup Foresight, Innovation and Incubation, London, UK 

ABSTRACT: Designer’s toolkit is rapidly changing and design practices need a shared vision of what the short, me-
dium and long term might be. With this in mind we interviewed twenty-four thought leaders in the design community 
worldwide. 
Four big ideas emerged from the interviews: transferring technologies from other industries has provided great bene-
fits, but it has also generated the need to transfer processes; changes in the way we build drives changes in the de-
signer’s desktop, including the representations that designers use to communicate; greater gains are achieved by focus-
sing on the interplay of specialised algorithms; “just on time” design data improves design. 
Four possible contexts for the designer’s toolkit are described: the proprietor aimed at increasing productivity, the 
open-source aimed at increasing IT driven creativity, either more or less engaged with fabrication. 
Finally, the paper concludes by proposing what designers ought to be doing today. Actions include educating specialist 
toolmakers, custodian and math modellers; integrating computer controlled machine workshops into designers’ project 
spaces; the automation of repetitive design tasks; supporting communities around software tools and store project data 
according to geospatial co-ordinates. 
 
 
1 INTRODUCTION 

Most design research focuses on explorations of ever 
shifting design requirements instigated by dramatic 
changes in society based upon the assumption of un-
changing tools and making processes. In contrast this 
study focuses on changing design tools and making tools 
and their effect on design. 
Designer’s Toolkit 2020 review study acknowledges the 
changes in tools and making process of the built environ-
ment as well as the seeming distraction of designers in 
industry and academia alike. The paper proposes as way 
forward one common vision to be shared by practice, in-
dustry and academia built upon observation of the status 
quo as one way to accelerate a much needed transforma-
tion of design practice. 
Designer’s Toolkit 2020 refers to the framework proposed 
in the National Research Council, (USA) study “Beyond 
productivity: IT and the creative practice”[2] with four 
level of risk-return for research and development: 

- IT produces results that could not have been predicted  
- IT enables otherwise impossible outcomes 
- IT enhances the quality of results 
- IT enhances productivity 

Unusually for a review in this field, all four levels are 
taken into consideration. 
Designer’s Toolkit 2020 focuses on design research pro-
jects and individuals working on project-based research 
methodology. This methodology, as explained among 

others by Martin Fischer [3], is in contrast to lab-based 
research methodology.  
Project-based research methods involve identifying a non-
trivial challenge in a specific context in practice and solv-
ing the specific challenge within the project deadline with 
intuition. Researchers often make use of bespoke tools 
and protocols and in this sense their methods are not dif-
ferent from standard projects in practice. However, the 
next step involves revisiting the challenge, focusing on 
what is novel in the solution and generalizing it from the 
specific project, then rigorously testing the validity of the 
solution, confronting the findings within the research 
community and finally contributing to knowledge with 
the publication of the results. The proposed research 
method inherently guarantees the practical significance of 
the solution, a characteristic which is often questioned in 
much design research. 
 
 
2 METHOD 

Designer’s Toolkit 2020 involved interviews in 2006, 
with twenty-four recognized thought leaders [1], ranging 
from PhD candidates to industry board members, from 
across the design world with contributions from designers 
outside the built environment profession. All interviews 
were conducted by the author, were – when possible - 
face-to-face, otherwise via video-conference. A handful 
of interviews were conducted by phone. 
 



3 FINDINGS – FOUR BIG IDEAS 

Four big ideas emerged from the interviews. The follow-
ing observations often reverse an existing perception. 
They should however be seen as transitory changes that 
might revert back at the end of the next cycle: 

1. Transferring technologies from other industries has 
provided great benefits, however it has generated the 
need to transfer processes; how other industries pro-
duce their design and make decisions. 

2. Despite most of industry and academia focuses on de-
velopment of designer’s toolkit to increases effi-
ciency, the main driver for its change are the new 
ways of making. Naturally the toolkit has developed 
faster and further in supporting changes at the bottom 
of the construction supply chain, however tools for 
early stages design are creating greater gains for de-
signers. 

3. The gains from the interaction and interplay of spe-
cialised algorithms are greater then the sophistication 
of the individual algorithms. 

4. Designers are getting used to “just in time” informa-
tion available anywhere, fast, recent and relevant and 
are now expecting design information to be just the 
same. Specialised staff identifies with the project more 
than with the employer, and similarly client focus on 
project teams more the single contributing design 
firms. The toolkit has a key role to play in enabling 
and enhancing this change. 

 
3.1 Process transfer not technology transfer 

“Our edge comes from us and the way we think, not just 
our tools” 
Transferring technologies from other offices and/or other 
industries has provided great benefits; it has allowed the 
design and construction of building projects that couldn’t 
be built otherwise; however those working with new tech-
nologies, including parametric relational modelling and 
building information modelling (BIM) point out the limi-
tations of this approach [5] and the necessity of a whole 
new one. 
“Our children in their bedroom are using more sophisti-
cated technology to make decisions within games than 
we're using in the planning environment” 
Process Transfer is the ability to learn from other offices 
and/or other industries how they go about producing their 
design, making decisions and the way they think with 
their tools, what their protocols of interaction are, whom 
they interact with and who has control. A bold example 
here might be the Toyota lean manufacturing methods: 
“We used to have computer programmers and designers, 
now we have designers that can program. The ability to 
program what you want, when you want has already 
brought larger gains for the project, for the client and our 
challenge is to turn them into designer’s gains” 
Traditionally tools and methods have been selected by the 
master designer based on years of experience; however 
currently tools and methods have become disjointed with 
digital tools selected by apprentices and applied to the 
master designer traditional methods. Methods must also 
to be selected according to new tools. 

“New graduates have no fear of programming, no use of 
primitives” 
Traditionally the architect has taken control of the design; 
however in other industries the model managers hold all 
the design information and have eroded that control. The 
Master Modeller’s role includes acting as gate keeper that 
gives information privileges, making sense of information 
coming in, knowing what information goes out to differ-
ent teams at the time they need it. Possibly “just in time” 
design information could bring similar quakes to design 
and construction as “just in time” manufacturing did to its 
industry. In a similar way that manufacturers have seen 
warehouses full of components disappear, hopefully de-
signers might experience servers full of unusable and re-
dundant design data disappearing too. 
However, designers have to ensure that in the long term, 
control will return to them, when interoperability, access 
control and versioning which are the current challenges in 
the industry will be overcome. The financial industry has 
automated access control methods already. 
“When model managers are third parties, they take con-
trol. Project Management is the ideal place to find the 
lateral thinking and specific understanding necessary to 
be a custodian, or master-modeller or model manager. 
This might be a temporary role”. 

 
Figure 1. Diagram showing how Master Modeller role might 
evolve. 
 
Master Modellers aren’t the only emerging specialists.  
“We will see a proliferation of experts, as the first rule of 
modelling “junk in, junk out” is still valid.” 
Computation is shifting the boundaries between disci-
plines, with the result that models from other disciplines 
are becoming of interest to designers. This is not new; 
what is new is that these models are explicit computa-
tional models that require set procedures to translate. 
“I’m now involved with people in economics, in applied 
mathematics who have nothing to do with engineering, 
but who have little expertises that I don’t have” 
Designers might take notice of the role of the Math mod-
eller in the automotive design industry. The electronic 
math modeller, also referred to as digital sculptor is the 
individual that takes a free form and then matches a 
mathematically driven form to it to create the computa-
tional representation. 
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3.2 Design for new ways of making not design efficiency 

One of the greatest changes that is occurring to our indus-
try is in the way we make (or build) things and specifi-
cally the increasing ability to produce unique and com-
plex mass-customized designs at the same or even better 
speed, cost and quality of repetitive and simple mass-
produced ones.  
“We focus on novel designs not only measurable im-
provements.” 
Traditionally designers develop their abstract representa-
tion (scaled plan, section elevation) tailored to communi-
cate their ideas and solutions to a number of audiences 
including, crucially, to fabricators and contractors. Now 
that design information feeds automatically into the Com-
puter Numerically Controlled (CNC) machinery novel 
representations are required. These representations come 
in the form of spreadsheets of machine commands or da-
tabases, assembly instructions manuals as well as interac-
tive visualizations that enable the fabricator to gain confi-
dence that the script as well as the machine is doing the 
right thing.  
The traditional representations of plan, section and eleva-
tion become redundant for the fabricator and the contrac-
tor. This might have profound implications for the de-
signer that has used these representations as “tools to 
think with”. 
“Plan section and elevation will disappear as we know 
them today, however 2D schemes will grow” 
There will be implications for other disciplines that have 
used the designer’s drawings for example to extract quan-
tities, provide planning advice, bring evidence in court 
and calculate fees. It is possible that all these disciplines 
will slowly adapt to the novel representations that are 
used to communicate between the designer and the fabri-
cator. The following are just a few examples: 

- The court used accurate representation of three-
dimensional design geometry to support the case of a 
fatal accident on a building site. 

- Channel Tunnel Rail Link (CTRL), the contractor 
used earthworks machinery driven by on board digital 
terrain models (DTM). This in turn is helping trans-
forming the rail design industry from vector to meshed 
representation. 

Steelwork fabrication quickly adopted component based 
modelling to improve their processes. This in turn is now 
rapidly transforming the designer’s toolkit from lines, 
points and layers (which we inherited from the designer’s 
hand drawings developed to communicate with the 19th 
century craftsman) to components and assemblies. 
The Virtual prototype of the build environment, also 
named Building Information Modelling [5], or BEM Built 
Environment Modelling [6] is reducing the construction 
risk and waste. Designers have kept away from construc-
tion as it is a business with a different risk profile. How-
ever, reducing the risk has seen the proliferation of “ga-
rage contractors” who thrive on their green credentials 
because of the reduced waste and reliable delivery. 
“There will be something of a pre-emptive modelling of 
the building process that will know exactly what’s going 
to happen with the building. Today, if you go to have your 
appendix out, you don’t hope you’re going to come out 

alive. It’s a near mathematical certainty that today you 
survive an appendix operation”  
Conversely, the current limitation with Virtual Prototyp-
ing, which should be expected and it is common with all 
new forms of representation, is that it is unregulated and 
the practitioners are left with the challenge to select the 
appropriate level of detail and most importantly to com-
municate it to the team, so that everyone knows what the 
prototype represents and what it doesn’t. 
Designers should focus in developing tools to support the 
conceptual stage of the design process. First stage of the 
design process is arguably the most difficult stage of the 
whole process. It’s much unstructured; it has no real algo-
rithmic basis, at least not ones that can be readily per-
ceived. 
“We should enhance the front-end of the design process 
that’s going on in all of the design offices. I think that 
many design offices miss out on a major possibility of 
increased productivity or an improved design the deci-
sions made in the initial design stage, have an effect on 
80% of what happens thereafter.” 
 
3.3 Develop algorithms for integration not specialised 

knowledge  

There seems to be a cycle- we have had a twenty years of 
the development of algorithms that made explicit our in-
dustry’s specialized knowledge, including finite element 
analysis modelling, and has greatly enhanced the devel-
opment of performance based design in engineering. 
However, it was pointed out that there aren’t many aca-
demic papers submitted in the past few years in this cate-
gory. The current research focus is in enabling integra-
tion. Similarly in design practice, larger gains seem to 
occur in optimizing how disciplines interact than how 
they individually do our tasks. 
Integration begins to emerge both vertically along the 
supply chain and horizontally across all design and engi-
neering disciplines.  
Traditionally the computational toolkit developed inde-
pendently at a discreet level of the supply chain and in 
each of the disciplines. There is now considerable effort 
to get the tools to talk to each other, this area of research 
is referred to as interoperability. 
“There’ll be more ubiquitous footprints of operating sys-
tems that’ll take more and more of the day to day drudg-
ery out of writing software, so that software can get more 
specialised” 
Initially links have been developed ad hoc and uni-
directional. Such links allow the integration of results 
from discreet analysis within one single geometric model 
for review and demonstration purposes. 
For example, simple visual checks includes assuring all 
analysis is conducted on the same version of the design or 
that Structural and Mechanical Services systems do not 
clash with each other. 
“Holistic approach to sustainability drives multi-physics 
simulation? Absolutely, and with that will come a legal 
framework that will force you to do it. It’s happening al-
ready in projects in Switzerland, also in Singapore and 
Finland.” 



 
Figure 2. Diagrams showing current disintegrated tools and possibly integrated future tools. 

“It’s a multi-phase analysis; you need to do it at the con-
ceptual design stage and at various stages all the way 
through. How to develop good evaluation technologies 
and requirements at each of these phases? It’s a chal-
lenge to do that well and to be able to cross link across 
phases.  
Horizontal bi-directional links between the analysis and 
geometrical model enables faster design cycles and allow 
for manual design optimization. In some projects, includ-
ing stadium design, the geometry that is built might be the 
twenty-seventh design version. Bi-directional links be-
tween analysis and design also allow for computational 
design optimization [4]. For example in the design of 
space frames for long span steel roofs, CDO is being used 
to reduce the steel member size. 
“The survivor will be the one that understands the need to 
connect” 
The ultimate goal would be to take advantage of the inter-
action or interplay between discreet analysis as it occurs 
for example [8] in fire-structural analysis. The integration 
of the different discreet sub-models allows the designer to 
identify areas of overlap, interaction and feedback loops. 
“The whole is more than the sum of its parts.” 
“The next drivers are going to be biology and I think it is 
biological modelling that is going to drive the next ten 
years.” 
Vertical integration already occurs in the automotive in-
dustry.  
“Integration of CAD and PDM (Product Data Manage-
ment) information containing vendor, product and con-
sultant information, technology and industry research and 
CAD begins to provide automatic document writing and 
even specification writing (auto tailored to the customer 
and to the manufacturer)” 
“Vertical integration provides feedback from top to bot-
tom (Just in time?)” 
 
3.4 Where is the information? How fast, relevant and 

recent is it (rather than what is it)?  

Traditionally design information, whether drawings or 
three-dimensional digital models, was stored locally on 
the designer’s PC. More recently designers had a single 
model environment where data is stored on a central 

server that is accessible by all the project team and some-
times its access is managed according to permissions. 
Designers structured project information either according 
to folders and subfolders structures inherited from the 
time they had filing cabinets, or according to the way the 
project manager sees the world, the main goals being to 
retrieve the latest version of the relevant document with-
out relying upon the designer that produced it.  
However, with the continuous development of search 
engine technology, the ability to retrieve information 
based on key words has made redundant some of these 
organizations of information. Now, search engines have 
affirmed as the solution to organize and keep track of 
data. 
Google Earth and others offer the opportunity to arrange 
information according to its spatial co-ordinates which 
provides an interesting alternative to the current naming 
convention based on chronological project number or the 
street address of the property. Imagine the situation in 
which you are working on a design for a holiday resort 
and you “see out of your window” the first three-
dimensional sketch model of the feasibility study for the 
proposed wind farm. 
“All project information now resides in one single envi-
ronment that can be searched, so that the history of the 
design process and decisions can be simply tracked down. 
Relational database interface is visual and time depend-
ent. Similar to Google Earth every bit of information re-
trieved will be presented in its context, both spatial and 
time (versioning) context” 
Web-based tools have becoming increasingly popular for 
the one and two-dimensional creation of data, we are all 
becoming used to the fact that the latest version is on the 
web. Driven by a designer’s increasingly dispersed team 
and the need for asynchronous working, three-
dimensional modelling might become web-based and will 
have the security and reliability of today’s banks. 
“Completely ad hoc wireless technology where, the con-
nectivity between you and the information you need is 
totally random and takes place just on the basis of where 
you are and what time of day you go about doing your 
business. The difficulty with wireless right now is distin-
guishing between multiple frequencies. It’s all right if you 
want to get four people, but you’ve have to understand 
that there may be a thousand clusters of four or five peo-
ple each, all within a half a mile of where you are, trying 
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to do their business, too. The only way to do that might be 
to make each human body be that determination of the 
frequency” 
 
 
4 DESIGNER’S CONTEXT 

The four big ideas described above will have different 
implications as they will occur within alternative context. 
The designer’s toolkit context might be unpredictable, but 
there are a few facts that everyone agrees upon and we 
know with reasonable certainty:  

- Children that play computer games will be the design-
ers of 2020 

- Designers will not be attached to the desktop 
- Designers will be more specialised  
- There will be more collaboration between people with 

more diverse backgrounds (biologists, economists, 
applied mathematics) 

- The virtual prototype is here to stay. 
The matrix for the designer’s toolkit in the figure below 
defines the possible contexts; the proprietor aimed at en-
hancing productivity and the open-source aimed at en-
hancing IT driven creativity. Either occurring in an envi-
ronment more or less engaged with fabrication. 
Additional perspectives are proposed in the following that 
might be relevant to measure the designer’s toolkit 2020. 
These include:  

- Production feedback versus richness of data transfer, 
currently limited to geometry and aspiring to include 
material, cost, assembly and user manuals etc. 

- Employment model (fulltime to collaborator) versus 
mono to multi-disciplinary 

- Dimensional representation (2D to 4D) versus making 
process (19th century craft to Computer Aided Manu-
facturing (CAM) and sequencing) 

- Horizontal, multidisciplinary versus vertical integra-
tion along the supply chain (20% to 80%) 

- Drafting to modelling versus architectural to multi-
performance design 

- Generative nature of design, from design instances to 
design rules optimization  

All interviewees agreed with the importance of under-
standing the possible context within which the designer’s 
toolkit will develop as well as of identifying measurable 
characteristics to be able to evaluate progress. 
 
 
5 ONE POSSIBLE SCENARIO FOR THE DE-

SIGNER’S TOOLKIT IN 2020 

It is now June 2020, the firm designers are still at their 
headquarters building which they occupied since the firm 
begun. The building is now 20 years old and in need of 
refurbishment as it doesn’t perform within the current 
energy consumption rules. 

 
 

 
 

 
Figure 3. Diagrams showing current disintegrated tools and possibly integrated future tools.
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6 ONE POSSIBLE SCENARIO FOR THE DE-
SIGNER’S TOOLKIT IN 2020 

It is now June 2020, the firm designers are still at their 
headquarters building which they occupied since the firm 
begun. The building is now 20 years old and in need of 
refurbishment as it doesn’t perform within the current 
energy consumption rules. 
More then 50% of staff are temporary both from outside 
the firm as well as from other offices. Their connectivity 
is completely ad hoc and wireless. The office has become 
a workshop for people to come and do their “perform-
ance”, similar to downtown theatres or studios with a di-
rector and a small local staff to run the space and manage 
it. 
More designers are tasked to look at other industries and 
domains to learn about their innovative processes. They 
are assessing how these novel processes can transfer to 
Arup, nas it happened with manufacturing method of “just 
on time” parts successfully transferred to “just on time” 
data for design. 
Designers have learned tool making at University in a 
postgraduate course in addition to their formal education 
in first principle of design. Similarly, but more rarely, 
they might have learned by developing their professional 
careers in different industries and domains. 
Fewer designers are looking at technologies, as it is not 
necessarily only the tools, but how designers use them 
that make the difference. For example, designers are not 
being given videoconference units, electronic white 
board, extranet, blogs etc…, instead they are given train-
ing on how to work remotely, 24/7 and non co-located, or 
how to choose between solutions according to the type of 
work, whether commercial and on the move or technical 
at the desktop.  
Increased overall level of professional training, when 
compared to the beginning of the millennium, is occurring 
in the form of “learning by doing” in a highly controlled 
environment, running the complete technology solution 
and support, and where for example issues of culture are 
specifically addressed. 
More designers have given up learning about innovative 
design processes from software re-sellers and are instead 
learning from other designer or researchers that are de-
signing with different processes. 
Designers are offering consultancy in design processes to 
selected designers at high value added prices, avoiding 
the direct competition. This creates tensions with other 
designers that are still offering instances of design. 
Designers find their inspiration from new ways of mak-
ing. All design teams have a workshop in their office 
where they can carry out physical prototyping of their 
ideas directly. The computer-generated-physical modeller 
will initially be a specialist role similar to the digital 
modeller, who has now become commoditized and disap-
peared as a specialist. 
Design firms have begun to locate offices strategically 
near bigger workshops and to share with other industries, 
the likes of the movie industry. 
Design firms are partnering with contractors, fabricators 
and owner-operators in demonstration and pilot projects 

to fast forward the adoption and exploitation of novel 
methods in the construction industry. Design firms have 
developed their own making activities aimed at develop-
ing designer’s ability to innovate and rethink design from 
first principles rather than it being aimed at the business 
of fabrication or construction. 
Sustainable design research has highlighted that high per-
formance in buildings, including sustainability, can only 
be achieved with high performance operations and man-
agement of the building. This is why designers are now in 
the business of operating their building and using the 
feedback in the design process. 
On a pilot project, designers have now been able to 
achieve something that was not possible because of the 
limitations of employing humans in the construction 
process. 
Increased specialisation is a direct consequence of the 
first law of modelling: “junk in, junk out”. As a result of 
increased specialisation and globalisation, the designer is 
now more multidisciplinary, multicultural and mobile. 
Culturally specific abstraction, for example written notes 
in English, or discipline-specific symbology, for example 
the arrows used by architects to indicate raising ramps on 
plan are not sufficient representation to assure an effective 
exchange of information when working with a Chinese 
Computational Optimization Programmer, logging onto 
the network to discuss the design at the fabricators shop 
in Germany. As a consequence designers are using full 
visual representation at all stages of design with 100% 
information from all disciplines. 
Full virtual prototype has increased the understanding and 
value of the discipline specific modelling and has created 
a strong need for algorithms that consider the interplay of 
parameters from different disciplines. Following a period 
of slow development in algorithms, there is new activity 
in cross-disciplinary modelling, similar to the early 2000 
evolution of fire-structure non-linear modelling. 
Now all discipline modelling uses computational design 
optimisation, and current research is in multi-disciplinary 
optimization or project optimization. 
Now all the issues of integration and interoperability of 
explicit three-dimensional models that occurred at the 
beginning of the century have been hammered out with 
the new “designer’s platform”. This reminds of the way 
“plug and play” operating systems have sorted out hard-
ware incompatibility and painstaking searches for drivers.  
Toolmakers, custodians and math modellers in every 
group are experiencing a commoditization of their speci-
alities in the designer’s community. Young designers 
joining the firm are already equipped with these skills; 
(ref: from Digital Design Media “and then in the end it 
will just be called design”) however their skills have not 
become redundant, on the contrary they are now a re-
quirement for any designer. 
Office visitors from different firms or offices working on 
the project, using whichever operating system, whether 
Windows or Linux, are now able to connect with their 
laptop to a selected number of services including internet, 
project folder etc…without threatening the security of 
corporate firewalls. 
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At the front desk, offices now have a set of procedures, 
(or scripts) that can be run on visitors laptops when they 
check-in to configure local printers, local mailing lists, 
local outlooks, local favourites (way around town, local 
transport service etc…), local room booking, local profile 
etc.. Check-out procedures will run an uninstall script that 
will clean up and restore the original. 
Since the early 90s we have seen commercial staff and 
design leadership travelling across offices, their visit was 
one day in average. If they were not travelling there was 
something wrong. Now design practitioners travel to 
other offices to apply their expertise for weeks at the time, 
their needs in terms of toolkit are dramatically different. 
The office has been 100% laptop for some time. Every 
employee has the laptop(s) appropriate to her needs. With 
increased literacy, new starters are asked what laptop and 
software they need and only if unclear, they go through a 
series of interviews to determine what might be appropri-
ate to their role. 
Specialist designers, lonely in their specialties, belong to 
global communities of practice inside and outside the firm 
including for example the Virtual Design Network within 
Arup, Smart Geometry Group [9] or Radiance User 
Group [10]. Designers are loyal to those networks as 
much as to their employer. 
All project information now resides in one single envi-
ronment that can be searched, so that the history of the 
design process and decisions can be simply tracked down. 
Relational database interface is visual and time depend-
ent. Similar to Google Earth every piece of information 
retrieved will be presented in its context, both its spatial 
and time (versioning) context. 
Finally, creating digital tools is an activity that is encour-
aged and praised within the firm with “the most re-usable 
and generic tool” internal competition. Sharing of tools or 
toolkits is encouraged both between offices and outside 
the firm. The main value in creating tools is as an “object 
to think with” rather then the tool itself, similar to hand 
drawing for designers. 
Each project utilizes more or less bespoke design tools 
according to its innovation ambition and budget. For ex-
ample a project aiming at breakthrough innovation will 
use no middleware, similar to what it has been since the 
beginning of the millennium for games designers. 
 
 
7 TEN ACTIONS FOR TODAY 

Bearing in mind the finding outlined above and in view of 
the four possible scenarios what are the ten things that 
designers should be doing today? 

1. Create the need for, not provision of technology. For 
example: increase understanding on how to conduct 
technical (not only commercial) work on the move, 
remotely, 24/7 and non co-located, or how to choose 
between solutions according to the type of work; 

2. Convert meeting rooms into machining workshops to 
be able to “think with the new processes” and create 
informative scaled prototypes; 

3. Create graduate professional degrees in M3D or Mas-
ter of Information; 

4. Develop a Virtual Prototyping standard that outlines 
what is included and what is not at every stage of the 
design process and might propose two or three type to 
choose from, (Light, Standard and fully Integrated 
Virtual Prototype) according to the integration ambi-
tions of the project; 

5. Praise and encourage the “thinking with new tools” in 
a highly controlled environment, fully equipped, fully 
supervised environment or “sandpit”; 

6. Enhance office front desk to support temporary practi-
tioners on the move, with check-in and check-out pro-
cedures, concierge etc…; 

7. Store all data online according to absolute spatial co-
ordinates; 

8. Reduce the teaching of software. Increase program-
ming training and motivation, show what can be done; 

9. Hire staff with computer science background to sit 
next to the designers to automate repetitive design 
tasks; 

10. Assure that more than one person knows how to 
drive BIM. 
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ABSTRACT: In the Architecture Engineering and Construction (AEC) sector, cooperation between actors is essential 
for project success. During the building construction activity, the organization of actors is both hierarchical, transver-
sal and adhocratic. Moreover, the quality of cooperation is fundamentally influenced by the management of interde-
pendences between tasks and between actors. In this context, the development of new assistance tools has to integrate 
these heterogeneous parameters relative to coordination and trust. We inspired about Model-Driven Engineering ap-
proach to propose a models infrastructure integrating cooperation context modelling and views modelling. We develop 
on the basis of this infrastructure a dashboard dedicated to the building site coordinator. This tool currently in design 
stage provides indicators about the trust in the good progression of activity. Moreover, it would enable context under-
standing by combining these indicators in a multi-views interface. Thus, the user could navigate in the context using 
multiple views like meeting report, planning, performance evaluation, or 3D mock-up, and obtain more information 
about a particular indicator. 
KEYWORDS: building construction, cooperation, coordination, trust, process modelling, dashboard, model-driven en-
gineering. 
 
 
1 INTRODUCTION 

The AEC sector comprises actors involved in specific 
actions and stages all along the building life-cycle (from 
operation planning, design, construction, use and demoli-
tion). During design and construction specific stages, ac-
tors’ networks involved are ephemeral thus, it is difficult 
for them to create and maintain durable relations. Profes-
sional entities are heterogeneous. It implies that “business 
logics” are very different notably concerning competen-
cies, operational methods, purposes in the project and 
constraints linked to the trade itself or to the internal 
strategies of the companies (Evette et al. 2000). 
In this article, we focus on the execution stage and more 
precisely, on coordination of building construction activi-
ties. 
A building site is a particular environment. Teams in-
volved each have their own business culture and their 
own point of view on the building activity. Building con-
struction is impacted by many diverse disturbances (Ta-
hon 1997): 

- Dysfunctions related to paper documents. We observe 
problems in diffusion of documents to concerned per-
sons, the lack of updates, the missing of modifications 
documentation, or errors linked to the bad understand-
ing of documents. 

- Dysfunctions related to interactions between actors. 
They are linked to unawareness of others or to mis-
trust between actors who need to collaborate. For ex-

ample, each building trade uses its own specific vo-
cabulary and sometimes communication can be quite 
ambiguous. 

- Dysfunctions related to tasks. Particularities of build-
ing elements and building techniques imply risks in 
construction tasks.  

- We also notice risks due to execution environment 
(building site) and weather conditions. 

In this context, the building construction coordinator has 
to limit the dysfunctions and/or their impacts. These 
should be mentioned in terms of building quality lacks, 
over delays, or cost rises. In the French AEC context, a 
building construction coordinator manages organization, 
and coordination of the activity. His mission consists of 
facilitating documents diffusion, detecting decisions to 
make, providing essential elements to decision-makers, 
and indicating risks existing in the activity (Armand et al. 
2003). Concretely, the construction coordinator has to 
define procedures relative to the documents (such as up-
dating or diffusion methods), to the technical manage-
ment, and to the delay and cost monitoring all along the 
project. He also leads coordination meetings enabling the 
monitoring of the project progression and the identifica-
tion of potential construction problems. 
In this article, we will begin with an analysis of the AEC 
context and we will look at organizations, coordination 
mechanisms, trust and tools for the construction coordina-
tion. Then, we will address modelling of the AEC coop-
eration context and the views used in coordination tools. 



 282

Finally, we will propose a Dashboard for the coordinator 
to identify trust in the execution activity. 
 
 
2 STUDY OF THE AEC CONTEXT, A THEORETI-

CAL BACKGROUND 

2.1 Organizations and coordination 

XXth century theories on organizations focus essentially 
on their formal structure. Studies by Henry Mintzberg 
appear especially interesting when it comes to distin-
guishing between organization forms (Mintzberg 1979). 
We retain here three major forms useful in our area of 
research: “hierarchical” organizations, “transversal” or-
ganizations and “adhocratic” organizations.  

- “Hierarchical organization” covers traditional enter-
prise forms identified in theories of scientific man-
agement (Taylor 1911). It is characterized by a bu-
reaucratic organization (Weber 1921) and managed by 
organization charts. 

- When organization becomes more complex and dy-
namic, there is more standardization of methods and 
processes. In some cases these organizations cover 
numerous project contexts. We then talk about “trans-
versal organizations”. 

- The adhocracy concept introduced by Toffler covers a 
more “democratic” vision of collective work (Toffler 
1970). In “adhocratic organizations”, decisions should 
be distributed between actors and personal strategies 
should be preserved. 

The characteristics of coordination are related to these 
three main forms of organizations. Mintzberg distin-
guishes essentially between three coordination mecha-
nisms (Mintzberg 1979): 

- In “direct supervision” one person is responsible for 
the work of others. This person has to plan the process 
and to communicate it explicitly to the actors, 

- “Standardization” appears when coordination of the 
different workers is incorporated in the program in 
early design stage, or in reference documents. The 
need for communication is then reduced, 

- “Mutual adjustment” ensures work coordination by 
way of informal communication between concerned 
actors.  

Moreover, we can make a link between these coordination 
modes and specific organizations (See Table 1). In the 
following parts of this paper we will focus on building 
construction activities. 

Table 1. Organizations and Coordination in AEC projects. 

Configuration of 
the organization 

Coordination 
mechanism 

Hierarchical Direct Supervision 
Transversal Standardization 
Adhocratic Mutual Adjustment 

 
2.2 Trust: sources and organizations 

If coordination is essential in the cooperation to manage 
the dependences between activities, trust is also important 
to manage dependences between actors. Trust consists in 

a fundamental element of the cooperation. It is associated 
with expectations in the behaviour of another party (Rot-
ter 1967) and constitutes, in a context where the future is 
uncertain, a device allowing to reduce the complexity of 
the future and to overpass the risk (Luhmann 2000). 
A lack of trust between actors leads to a paralysis of ex-
changes and in such a context, we cannot seriously envis-
age a fruitful cooperation. 
2.2.1 Sources of trust  
Our state of the art allowed us to highlight different 
sources of trust (Zucker 1986, Kramer 1999). We have 
considered neither individual characteristics, nor psycho-
logical aspects and we have distinguished the following 
sources: 

- Trust based on characteristics. This trust is based on 
internal characteristics of the individual, like culture 
and the group in which he is involved… 

- Trust coming from a third party. This trust corre-
sponds with the notion of reputation. Indeed, reputa-
tion is a fundamental element for the construction of 
trust in a situation where actors do not know the other 
party and want to create a first collaboration. 

- Trust coming from previous experiences. This trust is 
based on the fact that people have already worked to-
gether. It is constructed from exchanges made in the 
past and is based on the performance of the actor and 
past successful references. 

- Trust coming from the role. This trust corresponds 
with a trust relative to the performance of an actor ac-
cording to the role he has in an organization. It is a 
depersonalized trust because trust comes from the role 
independently of his competences and capacities to 
reach fixed objectives. 

- Trust based on rules. This type of trust is based on 
contractual mechanisms, rules, certification organiza-
tion or norms. 

2.2.2 Trust in organizations 
Zolin’s works (Zolin et al. 2000) are particularly interest-
ing because they are about trust in AEC sector. These 
works are based on Thompson’s approach to interactions 
between actors (Thompson 1967) and characterize three 
interdependence situations: 

- In a “sequential interdependence” situation, input of 
an actor corresponds to the output of another one. 
Trust of actor A providing output to actor B necessary 
for his activity is based on emergency information 
transmission. Trust of actor B is based on possible 
transmission by actor A of information relative to in-
capability for him to achieve specifications or dead-
lines.  

- In a “reciprocal interdependence” situation, actors mu-
tually transmit work. The level of interaction between 
actors is high. Those actors have to trust each other 
concerning information exchange relative to the im-
pact of decisions on costs, delays or quality. More-
over, they have to trust each other to find solutions 
concerning their common activities. 

- In a “pooled interdependence” situation, actors share 
common resources but they are independent. The level 
of interaction between actors is weak. They trust each 
other concerning the respect of quality goals, quantity 
goals and deadlines. 



Table 2. Organization, coordination and trust 

 
 
In table 2, we complete our approach to organizations and 
coordination mechanisms (See Section 2.1.) and we inte-
grate trust and interdependence aspects. This table high-
lights the fact that “Hierarchical configuration” is princi-
pally characterized by sequential interdependences and a 
trust essentially based on roles. “Transversal configura-
tion” is characterized by a weak level of interaction be-
tween actors and consequently, trust coming from rules, 
norms that characterize standardization, and from reputa-
tion. “Adhocratic configuration” is characterized by recip-
rocal interdependences and a trust essentially based on 
previous experiences. It is constructed on the basis of 
frequent exchanges between actors. 
Coordination activity on building sites concentrates prin-
cipally in the hierarchical configuration. The coordinator 
is in charge of coordination for the whole building activ-
ity and supervises different practitioners. 
 
2.3 Tools and methods to assist direct supervision on 

building sites 

The coordination of the building activity is assisted by 
some tools and methods intended to support direct super-
vision. This section identifies present and emergent prac-
tices. 
2.3.1 Present practices for coordination on building sites 
We identify principally two types of device intended for 
the coordination of the building activity: planning tools 
and tools for meeting report writing.  
To manage coordination, the coordinator uses planning 
tools intended to create two types of planning: Gantt 
planning and Pert planning. The Gantt planning deter-
mines tasks to perform, the processes and temporal in-
terdependences (e.g. end of a tasks conditions the begin-
ning of another task) and possibly, the percentage cur-
rently executed. The Pert planning (Project Evaluation 
and Review Technique) is composed of tasks and steps. It 
allows the determination of the optimal configuration for 
the process and the identification of critical path linking 
tasks in which a delay would penalize the whole building 
construction activity. 
The building construction meeting report provides infor-
mation about the state of the construction activity at a 
given moment. It is written after each meeting and in-
cludes in a document, which will be validated by all the 
participants, all the decisions taken, identified problems 
(more and more often illustrated with pictures), the state 

of progress and also diverse information. These docu-
ments are generally written with a simple word processor. 
2.3.2 Emergent practices for the coordination on building 
sites 
In emergent practices for building activity coordination, 
we can identify the contribution of 4D CAD tools. They 
consist of an interface that shows the relation between the 
3D mock-up and the execution planning (Sadeghpour et 
al. 2004, Chau et al. 2005). The objective of such tools is 
to simulate the state of the building construction activity 
at a given moment. Moreover, it considerably improves 
communication with the owner and it allows ripening the 
execution planning. 
We can also identify dashboard tools which are being 
used increasingly in all sectors including in the construc-
tion sector with solutions such as the one proposed by 
Primavera1. The dashboard is a decision support tool, it 
informs about the state of the activity and offers a synthe-
sis view with relevant indicators.  
At last, evaluation systems like RatingSource2 or AEC 
Performance3 are beginning to appear in the construction 
sector. These tools allow the evaluation of the profession-
als’ performance during a building construction activity. 
The objectives of such tools are principally to give to 
owners information related to construction firms’ per-
formance during the bidding phase, to control actors’ ac-
tivity with regular evaluations, to identify points to im-
prove for evaluated firms, and to use past evaluation to 
give references for future clients. These tools are totally 
integrated in the approach of trust, principally coming 
from previous experiences and from the reputation. But it 
is difficult to share these evaluations and some deonto-
logical problems could possibly appear, like the limitation 
of bidding only for firms with best evaluations. 
These tools, which we have identified above, have a real 
utility in construction activity coordination. They inform 
about the construction process, about the state of the ac-
tivity and its performance. However, the difficulty for the 
coordinator is to obtain a global vision of the cooperation 
context because information is fragmented. We think that 
it is necessary for the coordinator to have tools that can 
improve his perception of the activity in order to better 
adapt his action to the context. 
 
 
3 MODELLING THE AEC COOPERATION CON-

TEXT 

Up to the present, we have determined the theoretical 
framework of the AEC context in which our research 
work is joined. We will focus in this section on the aspect 
of modelling of the AEC cooperation context. 
 
3.1 Model driven engineering approach  

Our approach is based on models development, steering 
both sector analysis and tool engineering. This method is 

                                                 
1  http://www.primavera.com  
2  http://www.ratingsource.com  
3  http://www.aecperformance.com  

 283



A model focusing on the specific building construction 
activity has been developed (Kubicki et al. 2006). It 
represents the specific context of construction: construc-
tion tasks, actors involved (i.e. firms and facilities), tools 
used (i.e. planning tools, see part 2.3) or documents (i.e. 
meeting reports). For example, a building construction 
model allows us to manage explicitly the relations exist-
ing between two documents: a remark in the meeting re-
port concerns a task in the construction planning. This 
model conforms to the Cooperation Context Meta-Model 
(Figure 1). 

largely inspired by existing methods in the software engi-
neering sector. 
Since 2000, the Object Management Group has developed 
an approach called Model Driven Architecture (MDA) for 
software systems development (Soley et al. 2000). Their 
objective is to define a framework of certified industrial 
standards (e.g. MOF and UML). 
In parallel, the Model Driven Engineering (MDE) re-
search area is an evolution aiming to unify different tech-
nical spaces of computer science (XML, ontology etc.). It 
does not focus on a single technology: it is an integrative 
approach (Bézivin 2005).   

3.3 Modeling AEC specific views Concretely, MDE recommends the use of meta-models to 
define domain languages. Models represent real systems. 
Each model has to be conformed to its meta-model (Favre 
2004). Finally, the transformation concept is a central 
one. It allows the models to be productive. A transforma-
tion is itself described with a model. 

The development of new interfaces to be integrated into 
cooperation assistance tools has to take into account the 
existence and the specificity of “business-views”. These 
“views” of the cooperation context are those that profes-
sionals manipulate in their daily work. 

 So, we propose modelling the “views” such as they are 
used in the tools supporting cooperation (which are exist-
ing and/or emergent, see part 2.3). We note that these 
models of “visualized concepts” define only the semantic 
content of a view, not technical dimensions, navigation 
model, tasks model and other specific models for HCI.  

3.2 Modelling the cooperation context in AEC 

We use this methodological framework and propose two 
levels of modelling for the cooperative activity in the 
AEC sector. Firstly, we have developed a cooperation 
context meta-model at a high level of abstraction. This 
meta-model is used to construct a specific model repre-
senting the particular context in an operation of construc-
tion. MOF architecture, on which we base this reasoning, 
integrates perfectly in the approach with models and 
meta-models of MDE. 

Then, a view can be represented with three abstraction 
levels like the levels of modelling of the cooperation con-
text. At the bottom, we find the view itself, i.e. the user 
interface operated in a tool (e.g. a view of the execution 
planning). Thus, its model represents the concepts that the 
interface uses. These concepts are specific for the profes-
sion that uses the view. In our example (See figure 2), the 
view planning represents the “resources” (construction 
firms), the tasks, their temporal links, and it is a view 
generally used by the coordinator. 

Our relational cooperation meta-model takes into account 
the existing relations between the elements of a project. 
We identify four main elements existing in every coop-
eration project: activity, actor, artefact and tool (See fig-
ure 1). 

Finally, the meta-model of the view “planning” could be 
the one of UML. 
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Figure 1. Cooperation Context Meta-model (extract). 



 
Figure 2. A model of the concepts represented in a view “planning” 

3.4 A models integration infrastructure 

Our method is based on two types of models: model of 
the cooperation context (See part 3.2) and model of con-
cepts represented in views (See part 3.3). Our needs rela-
tive to the use of these models are the following ones: 

- To define specific and appropriate tools for the con-
struction sector as they are described in the coopera-
tion context model, 

- To establish a methodology to represent views 
adapted to the AEC domain, notably to design new in-
novative interfaces,  

- Finally, to link views conceptually, i.e. to describe re-
lations between concepts in complementary views. 
For example, a task in the view “planning” can be as-
sociated to one (or more) remark(s) in the view “meet-
ing report”. This semantic link can only be expressed 
according to the specific knowledge of the sector de-
scribed in the cooperation context. 

The integration of these models is translated in an infra-
structure that will be used like a methodological guide to 
develop the interface Bat’iViews and the coordination 
dashboard (See part 4). 
Figure 3 graphically represents this infrastructure. At the 
centre of the pyramid, we find the levels of modelling of 

the cooperation context. That is the “knowledge of the 
construction sector”. All around we find the models of 
views of the context implemented in tools. The views 
(HCI) are structured on the base of the pyramid according 
to the same principle: with their model and their meta-
model. To construct a particular view, it is necessary to 
operate a transformation of models to extract the concept 
from the cooperation context to be represented in the view 
(“Transformation of models” in the pyramid). At the low-
est level, to construct the visualization interface with data 
coming from the context of a project, the process is estab-
lished like a transformation and a selection of pertinent 
information in the context for the construction of view. 
This operation of selection is performed depending on the 
model of concepts of the view and it is also relative to 
other criteria that can be taken into account in the context 
of the actor using the view (e.g. his role, his right of visi-
bility on information, etc…). 
Prospecting the development of cooperation context 
multi-visualization interfaces, the unification of models 
proposed by this infrastructure is necessary to homoge-
nize relations between views. So, the cooperation context 
model gives to the views the global semantics (relations 
in the cooperation context) in which their concepts are 
integrated. 

 
Figure 3. Models integration infrastructure. 
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4 PROPOSITION OF A TRUST-BASED 
DASHBOARD FOR THE CONSTRUCTION ACTIV-
ITY COORDINATOR 

Our objective in this section is to present an assistance 
tool for “direct supervision” coordination situations. We 
are working on a dashboard, currently in design phase, 
which allows the evaluation of trust in the good progres-
sion of the construction activity. This tool is specifically 
intended for the coordinator and allows the reduction of 
the impact of dysfunctions on building sites and the defi-
nition of a suitable control of high-risk tasks. To fulfil the 
needs of the construction coordinator and particularities 
of the AEC sector, we propose a dashboard based on our 
study of coordination and trust. 
Our proposition is in the continuity of a previous research 
work: Bat’iViews is a multi-views interface intended to 
bring together views of the context manipulated by the 
professionals. It determines the infrastructure in which 
our indicators for the building construction coordination 
are inserted. 
 
4.1 Bat’iViews research prototype 

Section 2.3 of this article has shown that information rela-
tive to coordination (and useful for the building construc-
tion actors) is represented in numerous views attached to 
documents, coordination tools or communication tools. 
To improve context comprehension by the actors, it is 
necessary to provide a representation adapted to the user 
showing relations existing between the different elements 
of the context. 
Bat’iViews4 suggests making use of views manipulated 
everyday by the construction stakeholders and integrating 
them in a navigation tool showing relations existing be-
tween content elements of each one. We choose 4 dy-
namic coordination views: meeting report view, planning 
view, 3D mock-up view and a view of all particular points 
in all meeting reports. In order to show relations between 
elements of different views, the tool is based on the multi-
visualization principle (North et al. 1997, Wang-
Baldonado et al. 2000). It provides different views’ ar-
rangements to the user allowing him to navigate in the 
project context. The concepts to link through the views 
depend on the model of each view: i.e. meeting report 
displays “remarks” concerning “actors” and “building 
element(s)”, planning shows “tasks” and 3D mock-up 
represents “building objects”. User-interaction is gener-
ated by the selection of one of these elements in each 
view. It consists of finding the corresponding concepts in 
the other views and highlighting them. Then, we call it a 
“free navigation”: each view can generate interaction and 
refresh the global interface window. 
 
4.2 Proposition of a dashboard for coordination 

We suggest representing these trust indicators in a new 
“dashboard view” integrated in the Bat’iViews interface. 
This dashboard will coordinate the arrangement of other 
views, i.e. it will generate the interaction and re-organize 
the view-arrangement depending on the indicators se-

 
4  http://www.crai.archi.fr/bativiews/ 

lected by the user. This means that we will have to intro-
duce new views in the interface such as performance 
evaluation system, document list, financial monitoring 
and modifications management. 
The new “coordination dashboard“ view associates a per-
formance indicator to each construction task. In order to 
determine the global level of trust we have made the hy-
pothesis that trust in a construction task is high when:  

1. Task progression corresponds to planning,  
2. Documents linked are updated and exist on the build-

ing site,  
3. “Single building elements” to construct are not too 

complex and, 
4. Performance of actors involved in the task is high.  

These combined elements allow us to obtain the trust 
level associated to a construction task. 
The tool provides a global view of trust levels in diverse 
activities to the construction activity coordinator. It al-
lows the user to deploy specific tasks when a dysfunction 
is identified through a low trust level. The detailed view 
displays trust levels specific for the activity, documents, 
actors, and building elements concerned by this task. The 
coordinator identifies then where the dysfunction is and 
can deploy a specific arrangement to better understand 
origins and risks of the problem. In the example (See fig-
ure 4), the user selects a dysfunction identified in the pro-
gression of a construction task. Then, Bat’iViews pro-
vides him a three-window interface composed of the 
planning (highlighting related task), the meeting report 
(highlighting related remark) and the 3D mock-up (high-
lighting related building element). 
This device intended to the construction coordinator con-
stitutes a four-level dashboard: 

- Perception level: 
The dashboard gives a global trust indicator in the 
good progression of the construction task. The con-
struction coordinator quickly sees tasks in which there 
are dysfunctions and the detail of the construction task 
allows him to identify the nature of the dysfunction. 

- Understanding level: 
The navigation in the arrangement of views specific to 
the nature of dysfunction and  the relation between 
views guarantee a global analysis of dysfunction. 

- Anticipation level:  
Indicators allow an “a priori analysis” before the task 
has begun and highlight the impact of an indicator on 
a subsequent dependent task. 

- Assessment and capitalization: 
The integration of a view “Performance evaluation 
system” in Bat’iViews should allow capitalizing on 
the experience coming from previous projects and giv-
ing an indicator of a priori analysis of the actor’s per-
formance. 

 
 
 
 
 
 
 



 
Figure 4. View of the Dashboard based on trust in the activity. 
 
4.3 Model of the dashboard view  

The development of this view “Coordination Dashboard” 
is integrated in our model-based approach. It is a “tool” 
existing in the cooperation context of a building construc-
tion activity. At the lower level (Level System), we find 
the user interface and data operated in the tool 
Bat’iViews. Then, the Model Level represents concepts 
used in the interface. The model of the concepts of the 
view “Coordination Dashboard” (See figure 5) outlines 
the fundamental element of the dashboard: Trust Indicator 
in Task State (TITS). It is defined in function of four sub-
types of indicators: 

- Trust Indicator in the Activity Progression (TIAP) 
identifies if there are dysfunctions relative to the pro-
gression of the activity by using information provided 
by the 4D model, the planning and meeting reports. 

- Trust Indicator in Building Element (TIBE) identifies 
if there are some dysfunctions relative to building 
elements and refers to the modifications monitoring 
list that identifies the differences in comparison with 
what was expected in specifications. 

- Trust Indicator in Documents (TID) identifies if there 
are some dysfunctions relative to documents work-
flows and refers to the list of updated documents. 

- Trust Indicator in the Actor’s Performance (TIAPE) 
identifies if there are some dysfunctions relative to 
building elements and refers to performance evalua-
tion reports. 

The information sources necessary for the identification 
of dysfunctions and for the measures of indicators are 
represented in the cooperation context; these are docu-
ments specific to the coordination activity. Finally, for 
this new view, the meta-model level is associated to the 
one of UML. 

 
Figure 5. Data Model of the Coordination Dashboard interface 
 

5 PROSPECTS AND CONCLUSION 

In the AEC sector, the quality of the progression of pro-
jects is directly linked to the management of dependences 
between tasks and actors. The analysis presented here 
proposes characterizing the sector through different con-
figurations of the actors’ organizations, coordination 
mechanisms and trust. Our modelling of the cooperation 
context represents the set of entities identified in the AEC 
processes. This theoretical analysis leads to a Dashboard 
intended for the construction coordinator in order to iden-
tify the trust in the good progression of the activity. This 
tool allows the identification of the tasks that contain a 
risk and the navigation in the context of the project to 
understand the nature of the problems. It is integrated in 
the infrastructure based on models and has itself a model 
of concepts presented here. Moreover, this model de-
scribes information necessary for calculation of trust indi-
cators from the cooperation context. 
A this stage of our research work, we are envisaging de-
fining precisely the calculation heuristics and developing 
a prototype of the dashboard to confront this proposition 
with professionals of the sector in order to evaluate the 
relevance of the proposition and possibly, to modify it in 
function of feedback. This development will ensure also a 
validation of the models integration infrastructure that 
will constitute the methodological framework of our 
work. 
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ABSTRACT: This paper presents the results of a user survey on the benefits of an Internet based Contract Change 
Management (CCM) system for NEC/ ECC project in the UK. The aim is to establish the views of different types of us-
ers, such as clients, contractors, or consultants, about the main benefits of using CCM in their projects. The question-
naire was sent to 260 users, and 85 valid replies have been received.  
Prior to the survey, a list of 43 benefits was identified under 8 categories: (1) Process improvement; (2) Business im-
provement; (3) Risk management; (4) Communication; (5) Management information; (6) Efficiency; (7) Collaboration; 
and (8) Traceability. For each benefit, the respondents were asked to choose one of 4 possible answers - “Strongly 
Agree”, “Agree”, “Disagree” or “Strongly Disagree”. In addition to rating each benefit, the respondents were also 
asked to identify 5 most important benefits from the list so that an importance ranking can be established. The survey 
results have shown that the vast majority of the CCM users agree with the benefits provided by the system. Benefits re-
lated to risk management are regarded most important. There are some variations in the answers from different groups 
of users, i.e., clients, contractors and consultants. 
KEYWORDS: information technology (it) benefits, collaboration tools, user survey, questionnaire, change manage-
ment. 
 
 
1 INTRODUCTION 

The value of Information Technology (IT) in Construc-
tion has been debated for many years. There is a consen-
sus in the recognition that the benefit of IT can not always 
be defined in ‘financial’ terms (Griffith et al., 2000). 
Many benefits are intangible and difficult to measure. 
Measurement and quantification of IT benefits is often a 
complex process (Geisler & Hoang 1992). IT systems can 
help in achieving direct cost savings by automating exist-
ing manual processes for managing construction projects. 
IT applications can also improve decision making, effec-
tiveness, communication, responsiveness and resource 
utilization by allowing rapid access to information (much 
of which would not be readily available under traditional 
paper-based systems). Such benefits are often difficult to 
justify in terms of cost reduction (Bender 1986). Lederer 
& Mirani (1995) pointed out that among the range of IT 
benefits, improved business effectiveness through ‘better 
information’ was considered to be both the most impor-
tant and hardest to measure.  
The Contract Change Management (CCM) system is an 
on-line service, purpose designed to support the project 
management processes of the NEC/ECC form of contract. 
It is used in practice on many building and engineering 
projects in the UK. Anecdotal evidence suggests that the 
system helps projects reduce risks and save costs. There is 
a shared desire by both the service provider of CCM and 
its users to ascertain and measure the key benefits of 

CCM. To achieve this aim a questionnaire survey has 
been conducted. This paper reports the results and analy-
ses of this survey. 
 
 
2 LITERATURE REVIEW 

The importance of measuring benefits of IT has been rec-
ognised by many researchers, such as Marsh and 
Flanagan (2000) and Love and Irani (2001). They indi-
cated that the lack of reliable benefit measurement meth-
ods is a barrier to the wider uptake of IT and the invest-
ment in IT in Construction. However, the appraisal of IT 
investment is more difficult than that for other forms of 
investments (Powell, 1992). The traditional evaluation 
methods, such as Return on Investment (ROI), Net Pre-
sent Value (NPV) or the Internal Rate of Return (IRR), 
can not be easily applied to assessing IT benefits (Kumar, 
2000). Verhoef (2005) developed a measurement method 
for investment in IT by using classical financial appraisal 
technique called risk adjusted discounted cash flow 
model. The method resulted in a scenario-based approach 
incorporating two IT specific risks that can substantially 
influence IT-appraisals (risk of failed IT-projects and 
overrun risks).  
Balanced Scorecard appraisal technique was used by 
Stewart and Mohamed (2003), and Milis and Mercken 
(2004) for IT performance evaluation. Their studies dem-
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onstrated that the projects need to be evaluated across a 
range of diverse perspectives, and a variety of indicators 
spread across these perspectives are imperative to encom-
pass the complete spectrum of value elements. They also 
suggested that the proposed indicators of the framework 
should not be considered fixed, e.g. indicators can be in-
dividually developed to suit the goals of an organisation. 
Stewart and Mohamed (2004) emphasised capturing the 
long-term IT-induced business success. Their study con-
firms that organisations that score higher in the ‘soft” 
technology/ system and user orientation perspectives also 
experience IT-induced performance improvement in op-
erational, strategic competitiveness and benefits perspec-
tives. Accordingly, project managers are encouraged to 
closely monitor indicators from the user’s orientation and 
technology/ system perspectives. 
The Construct IT (1998) benefits assessment framework 
is another development to improve the IT evaluation 
process within the construction industry. The framework 
uses business processes to categorise benefits, as many IT 
investments are not related to specific projects but relate 
to infrastructure and head office processes. Construct IT 
approaches IT innovation benefits to businesses in terms 
of efficiency, effectiveness and performance. The meas-
urement framework suggests that IT innovation can im-
prove various business processes like business planning, 
marketing, information management, procurement, fi-
nance, client management, design, construction, occupa-
tion and maintenance, and human resources. Pollalis and 
Becerik et al (2005) from Harvard Design School pub-
lished a series of case study reports on Identification and 
Measurement of Online Collaboration and Project Man-
agement (OCPM) technology for measuring IT invest-
ments. Similar to the Construct IT approach, IT invest-
ments benefits were classified accordingly as Effective-
ness (quasi- tangible), Efficiency (tangible) and Perform-
ance (intangible). Effectiveness (quasi-tangible benefits) 
is the ratio of achieved outputs to planned outputs (doing 
the right things): the ability of a program, project, or work 
task to produce a specific desired effect or result that can 
be measured. It is performing the right tasks correctly, 
consistent with organizational mission, vision, values, and 
in support of the organization's goals and objectives. Effi-
ciency (tangible benefits), in this context, is defined as the 
rate at which inputs are converted to outputs (doing things 
right). Efficiency is financially measurable and is repre-
sented by money. Performance (intangible benefits) is not 
directly measurable in quantifiable terms but is judged 
qualitatively on the basis of the impact of a successful 
implementation in influencing long-term business per-
formance and market share. 
To gain empirical data on the benefits of IT investment 
from a large number of construction organisations, Love 
and et al (2005) adopted a questionnaire survey approach. 
They revealed that different types of organisation signifi-
cantly differ in the amount of investment in IT; invest-
ment levels in IT were not influenced by organizational 
size; and the scope of IT evaluation was considered 
broader than a financial control mechanism. Instead, or-
ganisations used ex-post evaluation as an opportunity for 
learning and thus regenerated knowledge. Based on these 
findings a pragmatic IT evaluation framework was pro-

posed which can be used by construction organizations to 
ameliorate their investment decision-making process. 
 
 
3 QUESTIONNAIRE SURVEY 

To evaluate the benefits of the CCM system, the ques-
tionnaire survey technique was used for data collection. 
The questionnaire was sent out to the current users as well 
as the previous users of the CCM system. The survey was 
sent by postal mail to approximately 260 users which 
were randomly selected from the existing CCM user’s 
database. The sample was selected at random in order to 
ascertain reliability and chances of equal selection of the 
population. The samples include a mixed profile of organ-
isational types and roles, including Contractors, Clients, 
Project Management, Quantity Surveyors, Architect/ De-
sign/ Engineering and Specialist Sub Contractors. This 
helped to get broader views from all the sections of the 
business. Prior to the main survey, a pilot study was car-
ried out with 5 selected users. As a result, some minor 
adjustments were made to some of the questions. How-
ever the changes were not very significant. Therefore the 
5 responses of the pilot were included with the 80 re-
sponses received during the main survey. This makes the 
total number of valid responses 85, representing a return 
rate of 33%.  
The questionnaire consists of 26 questions in 5 sections: 

1. You and your organisation 
2. Your experience with the ECC (NEC) and CCM 
3. Benefits of the CCM system 
4. Evaluation of the CCM system 
5. Feedback on the services of the service provider 

The “Benefits of the CCM system” is the main focus of 
this survey. Prior to the survey, a list of 43 potential bene-
fits was identified based on anecdotal evidence. These 
benefits were included in the questionnaire under 8 cate-
gories in section 3 of the questionnaire: (1) Process im-
provement; (2) Business improvement; (3) Risk manage-
ment; (4) Communication; (5) Management information; 
(6) Efficiency; (7) Collaboration/Partnering; and (8) 
Traceability. The question in the questionnaire reads, “an-
ecdotal evidence indicates CCM offers the following 
benefits. Do you agree?” For each benefit, the respon-
dents were asked to click one of 4 possible answers - 
“Strongly agree”, “Agree”, “Disagree” or “Strongly dis-
agree”. Respondents were asked to answer as many ques-
tions as they can, if they could not answer all of them. 
The analysis also focuses on the users’ feedback on the 
benefits of CCM. 
 
 
4 RESPONDENTS’ VIEWS ON THE BENEFITS OF 

THE CCM SYSTEM 

Tables 1 and 2 shows the mean score and the Standard 
Deviation (SD) for all the benefits included in this survey. 
For the purpose of this analysis, a numeric score is as-
signed to each answer: Strongly agree – 4, Agree – 3, 
Disagree – 2, and Strongly disagree – 1. Under this scor-
ing scheme the minimum value is 1, which represents 



100% “Strongly disagree” with the existence of that bene-
fit. Maximum value is 4, representing 100% “Strongly 
agree”. The median value is 2.5. Any mean score greater 
than 2.5 represents a positive feedback. The result for 
each benefit is calculated based on the proportion of an-
swer in each answer. 
For example, for benefit “1.1 Quality assured change 
management process” the spread of total 85 is Strongly 
agree (24%), Agree (65%), Disagree (9%) and Strongly 
disagree (2%). This gives this benefit a mean score of 
3.11 and SD of 0.65. To save space, the percentages are 
not shown in the tables. In addition to analysis of results 
for the whole user group (n=85), analysis is also con-
ducted for three separate user groups Clients (n=19), Con-
tractors (n=34) and Consultants (n=32). The results are all 
shown in tables 1 and 2. For the same benefit 1.1, the 
mean score for Clients is 3.31, 2.91 for Contractors and 
3.19 for Consultants. This indicates that clients are more 
positive with the benefits of CCM than contractors; al-
though both groups generally agree with the benefits. 
Consultant is somewhere in between these two. This pat-
tern is quite consistent for virtually all the benefits in this 
survey. 

Table 1. Survey results of CCM benefits (part 1). 
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The result shows that CCM users are clear about the 
benefits of system in process related aspects, such as 
Traceability, Communication, and Collabora-
tion/Partnering. However, they are less convinced of the 
benefits related to direct cost reduction (2.1, 6.4) or reduc-
tion in the number of disputes (2.2, 3.4). Overall, there is 
a strong and clear cut positive feedback on all benefits, 

with two exceptions (3.4 and 6.4). These two are the only 
ones that received mean score below 2.5. There are also 
differences in the views by different groups of users. Cli-
ents are the most positive group. They gave positive feed-
back on all the benefits, including 3.4 and 6.4. 
Table 2. Survey results of CCM benefits (part 2) 

 
 

Table 3. Perceptions about the CCM system. 

Rate Clients Contractors Consultants 
Poor - 3.0% - 

Average 18.8% 21.2% 9.1% 
Good 81.3% 66.7% 63.6% 

Excellent - 9.1% 27.3% 
 
Table 3 indicates the perception of the users about the 
CCM system. It is noted that most of the users have rated 
CCM system as Good or Excellent thus leading to overall 
positive scoring. It is also noted that 3% of the Contrac-
tors have rated it as ‘Poor’ system to use.  
The table 4 shows the ranking of top 10 benefits based on 
the mean score using statistical analysis. It includes the 
ranking by all users as well as the rankings by Clients, 
Contractors and Consultants separately. 
The highest mean score achieved is for “3.2 Provides a 
complete and documented audit trail” is 3.41. It is ranked 
top by the whole group, as well as the Clients and the 
Contractors. It is followed by “8.2 Date stamps all key 
operations”, and “4.2 Documents are not lost or mislaid – 
leading to a reduction in authentication queries”. Other 
benefits in the top 10 include (in ranking order) 3.3, 3.7, 
7.1, 4.7, 7.2, 1.2 and 8.1. Three out of the top 10 benefits 



(3.2, 3.7, & 3.3) are related to ‘Risk Management’. This 
implies that users perceive CCM as helping them to man-
age and reduce Risk.  

Table 4. Ranking of top 10 benefits based on mean score. 

 
 
Clients have five benefits (3.2, 3.3, 3.7, 4.7 & 1.2) in their 
top ten that are also shown in the overall top 10 ranking. 
It is interesting to observe that “2.3 Quicker closing of 
final accounts” (mean= 3.29, SD 0.73) is considered as an 
important benefit and is ranked 5th by the Clients. How-
ever, feedback from the other two groups, especially con-
tractor, is less positive. As a result, this benefit only ranks 
in 31st position according to mean score for all users. On 
the other hand, clients did not ranked benefits under the 
categories of ‘Management Information’, ‘Efficiency’, 
‘Collaboration/ Partnering’ and ‘Traceability’ in the top 
10. Contractors and consultants gave these benefits higher 
scores. 
The comparison of the whole group against the Contrac-
tors illustrates approximately 60% of the top Contractors 
rankings agree with those of the whole group’s as seen by 
the occurrence of top 6 benefits (3.2, 3.3, 4.2, 8.2, 7.1, & 
4.7). Contractors perceive ‘Communication’ category as 
most important benefit from CCM (f= 4 for, 4.2, 4.6, 4.7 
& 4.4). Contractors have also ranked benefit “3.2 Pro-
vides a complete and documented audit trail” (mean= 
3.36, SD= 0.60) as the top rank benefit which also is in 
agreement by the whole survey sample. Benefit “4.4 Fa-
cilitates monitoring of the project by senior management” 
(mean= 3.09, SD=0.52) is ranked 10th by the Contractors 
where as it is considered less important by the whole 
group and is ranked 18th. Contractors have not ranked 
any top benefits under the categories of ‘Process Im-
provement’, ‘Business Improvement’ and ‘Efficiency’. 
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The comparison of the whole group against the Consult-
ants illustrates approximately 80% of the top Consultants 
rankings agree with those of the whole group’s ranking as 
seen by the occurrence of top 8 benefits (8.2, 3.2, 4.2, 3.7, 
7.2, 4.7, 8.1 & 7.1) out of 10 ranked by the whole sample. 
Consultants perceive ‘Collaboration / Partnering’ cate-
gory as most important benefit from the CCM (f= 3 for, 

7.2, 7.1 & 7.4). Consultants have also ranked benefit “8.2 
Date stamps all key operations” (mean= 3.53, SD= 0.51) 
as the top benefit compared to ranked 2nd by the whole 
group. Benefit “5.2 Recording of contract progress with 
date stamps for easy retrieval and analysis” (mean= 3.24, 
SD= 0.69) is ranked 9 in importance by the Consultants 
compared to rank 16 by the whole group. Consultants 
have not ranked any benefits under the category ‘Process 
Improvement’, ‘Business Improvement’ and ‘Efficiency’. 
In addition to analysis of rankings based on mean scores, 
CCM users are asked directly in the questionnaire to iden-
tify top 5 benefits in an order of importance. During 
analysis, a weighing factor was assigned to different 
score, 100 to 1st benefit, 95 to 2nd, 90 to 3rd, 85 to 4th, 
and 80 to 5th. Then, the accumulative score is calculated 
for each benefit and a ranking is decided based on the 
final score. The benefit with the highest score ranks first, 
next highest score ranks second, and so on. The result, 
based on ranking from all respondents, is shown in col-
umn 2 of Table 5. The same analysis was also carried out 
for different groups of respondents. The results are shown 
in columns 3-5 in the Table 5. It is interesting to note the 
difference in the ranking by different groups. For exam-
ple, “3.7 Improves compliance to NEC/ECC procedures 
and contract management requirements” was ranked top 
by all respondents as a whole group. It was ranked top by 
Clients and Consultants. However, it was ranked 4th by 
the Contractors. “1.2 Rigorous process for management of 
change” was ranked 3rd overall, but did not even make 
the top 10 in the Contractor’s ranking. It is interesting to 
note from the mean score tables Clients are more positive 
towards the CCM system and Contractors are the least. 
The ranking according to the mean score in Table 4 
shows the extents that CCM is delivering particular bene-
fits. The ranking in Table 5 indicates the degree of impor-
tant of the benefits. Six benefits (3.2, 3.3, 3.7, 7.1, 4.7, & 
1.2) appear in both lists. This implies that the CCM sys-
tem is providing benefits that are considered important by 
its users. 
Table 5. Ranking of top 10 benefits based on users assessment. 
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5 CONCLUSIONS 

IT collaboration tools are important for Construction In-
dustry as they help to improve productivity, performance, 
efficiency, predictability, reliability as well as help in 
reducing risk and reducing costs. For certain construction 
projects, where teams are working far apart from each 
other, IT tools help the teams to work under a collabora-
tive environment and thus saves the meeting time, costs 
as well as other important resources. The survey results 
reported in this paper demonstrate that the CCM system 
adds value to management of NEC/ECC projects by pro-
viding process supports. 41 out of 43 benefits received 
positive responses as their mean score are above the me-
dian value. The standard deviations of the mean scores of 
the benefits are also low. This indicates that the answers 
are quite consistent. The survey also revealed some dif-
ferences in the perception and expectation of CCM by 
different groups of users. 
The overwhelming positive feedback from the users on 
the CCM system and its benefits provides a good basis for 
the future expansion of its application. However, the sur-
vey and related interviews have also revealed some poten-
tial challenges for its implementation in practice. As with 
any new IT systems, there is often a level of scepticism 
initially toward adopting CCM by some parties in a pro-
ject. This study has shown that commitment from the cli-
ent and leadership from the project manager are usually 
key to successful adoption of the CCM system in a pro-
ject. CCM helps to improve the contract change manage-
ment process and makes the process more transparent. It 
can be perceived by some parties as a pressure for com-
pliance with contractual requirements as the system gen-
erates and archives complete contract data by developing 
an ‘audit trail’ which can be used either for organisation 
post project learning or when the project falls into litiga-
tion. Some individual professionals can also be anxious 
about the fact that their decisions and decision making 
process are potentially easily monitored by senior manag-
ers. Finally, the lack of a measurement method to quantify 
the extents of CCM benefits is also a barrier for some 
users to embrace the system fully. These issues will be 
investigated in the next phase of this study. 
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ABSTRACT: This paper tackles the problem of assisting the steering distributed design processes in architecture. It 
suggests a macro model oriented steering, based on breakpoints notion borrowed from computer field. We formalize the 
use of breakpoint into process based on two notions: Concern Situation and Aimed Situation. A first software imple-
mentation is tried starting from this modelling. 
KEYWORDS: steering of distributed design processes, breakpoint, concern situation, aimed situation. 
 
 
1 INTRODUCTION 

Coordination of the actors and integration of their various 
points of view still remain a key issue in design processes, 
and most of the time the origin of major failings. Gather-
ing the various skills and expertise in design in architec-
ture and getting them work together while at the same 
time preserving a comprehensive and synthetic vision of 
the overall construction design process, do require to or-
chestrate a certain degree of coherency while keeping the 
diversity of ability and competencies. This paper advo-
cates that putting in place formal management procedures 
for design in architecture has the power to deeply contrib-
ute to the anticipated administration of controlled interac-
tions between actors, to the mastering of knowledge and 
expertise of various business processes, to the cooperation 
of actors, and can greatly help to support decision making 
and constructive trade-offs between the various construc-
tion players. 
To achieve such an ambition, we indeed consider two 
levels of management in architecture design: 

- The management of design processes, which requires 
the identification of pilots whose role is the cognitive 
synchronisation in design process. This level of man-
agement allows all the actors involved in this design 
process to get a knowledge of the states and aims of 
process that form the design activity; 

- The management of the design project, which follows 
the usual rules of project management, and is based on 
a synchronisation of time and space (task allocation, 
articulation of actions, their workflow, etc.).  

Also, depending on the different cost and quality con-
straints, numerous tools exist in order to “instrument” 
project management (e.g. Gantt Diagram, project man-
agement portals, Computer Supported Cooperative Work, 
etc.). However, there are no tools that would assist the 
design processes pilot to assure the coherence and the 

cohabitation carried by the different actors of the process. 
For this reason, we focus in this paper on first-level man-
agement (design processes management) by proposing a 
flexible IT-based system for process steering in architec-
ture. 
The paper is organized as follows. 

- In section 2, we present different characteristics of de-
sign activity steering. 

- In section 3, we propose a macro model of design 
processes steering that is based on aforementioned 
characteristics and that refers to the notion of com-
puter debugger (breakpoints). That allows us to intro-
duce two concepts linked to design steering in archi-
tecture (the concern situation and the aimed situation). 

- In section 4, we present a first approach of instrumen-
tation of design processes steering in architecture. 

 
 
2 THE STEERING OF ARCHITECTURE DESIGN  

2.1 A cross-field activity 

The steering of a design project in architecture consists in 
conducting the set of activities and processes that are nec-
essary for the implementation and achievement of the 
building. Observation of practices showed us that both the 
building to design and the design process are concerned 
by this activity. Four main skill-related challenges are 
identified: 

- Maintain the coherence of the building throughout its 
evolution (coherence between the building and the 
need for conception, coherence between the different 
components of the building). 

- Take decisions that aim to orient the process and vali-
date the evolutions of the building. 

- Integrate the points of view of the different actors. 
This is completed on one hand by analyzing how the 
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specific knowledge of each actor contributes to the 
global vision of the building, and on the other hand by 
translating the different points of view into specifica-
tions for the building. 

- Organize the cooperation by managing the network of 
actors and skills in the light of the objectives and by 
keeping the convergence in the definition of the solu-
tion. 

The different tasks delivered by the steering activity are 
therefore interdependent and complementary. Moreover, 
as the nature and origin of a project influence the steering 
activity, the project can bring an answer to many unfold-
ing schemes that imply a different steering approach. This 
is why the design of steering generally depends on the 
know how and personal experience of an actor.  
In order to steer effectively, this actor tackles each event, 
new solution, and new task through all the implications 
they can have in all the fields of the project. Therefore, 
the steering of design appears narrowly linked to the evo-
lution of the design process.  
In that way, numerous actors come up with answers in 
order to effectively steer the design processes in architec-
ture. They propose to “distribute activity in an intelligent 
manner, to the right actor, in order to reach the most sys-
tematic possible level of integration of his solution.” 
 
2.2 A predictive and reactive activity 

The design process is often too complex to be entirely 
conducted in an intuitive manner, without being struc-
tured beforehand. A clear framework that imposes to the 
actor of design a certain “line of conduct” is necessary in 
order to run the process effectively. However, in order to 
be effective in the design process, actors need some de-
gree of freedom. They also need to be able to define their 
own business processes and adapt them to the needs of 
projects and to the evolution of practices. We consider 
here the two aspects of a given process. Design is a pre-
dictive activity, that has to be planned and instrumented. 
It is an activity for which actions that will be imple-
mented are defined beforehand. At the same time, design 
is a reactive activity, that evolves and adapts as its content 
changes with the environment and with the personality of 
the actors that conduct it. All the complexity of the design 
therefore lies in this duality. 
It is therefore agreed upon that design steering consists of 
organizing and planning tasks with already identified me-
canisms and results. It also consists in managing events, 
actions and situations that are not initially known and 
formalized. The success or failure of a project is often 
explained by the manner in which these different un-
planned situations are managed and controlled. 
 
 
3 MODELLING DESIGN PROCESSES IN ARCHI-

TECTURE 

3.1 The multidimensional aspect of design process in 
architecture: a barrier to a full modelling  

During last century, numerous approaches were created in 
order to modelling design process in architecture.  

Many researchers such as Pena (Peña 1977) and Alexan-
der (Alexander 1971) consider this process as a sequence 
of problem solving situations that can be treated in differ-
ent ways in order to be resolved in a satisfying manner. 
Taking into consideration the nature of the problems to 
solve and the degree of their complexity, Raynaud (Ray-
naud, 2002) highlights that the architect faces two types 
of distinct situations: “a problem solving situation with 
non defined actions” and another one that is “directed by 
multiple goals.” 
Indeed, the actors of design faces difficulties that some-
times require to use scientific rules in order to formulate 
or reformulate the wording of the problem using logical 
processes. In spite of that, this detection is not considered 
at all as a final solution. It is an unfinished process and 
not a closed and finite system (Prost and al, 1995). More-
over, the actors of design often face problems of multidis-
ciplinary nature and firmly embedded, that need multiple 
satisfying proposal. In an architectural space, one element 
can serve multiple goals of structural, functional, architec-
tural, and even urbanistic order. 
Moreover, design processes are not linear but dynamic, 
and the upcoming solution is the result of an « iterative » 
approach. 
In this sense, we come close to the conclusions of Schön 
(Schon 1983) and Visser (Visser 2002), who give to the 
problem and its construction a capital importance. Hence, 
the design process is, from a macroscopic point of view, 
the transition from a problematic situation to an objective 
one therefore leading to the solving of the problem. This 
implies, from a finer point of view, the alternative imple-
mentation of problem-solving and problem- setting activi-
ties. Nidamarthi (Nidamarthi 1997) comes up with the 
same conclusion through a descriptive study of activities 
conducted independently by two designers working alone 
on an identical given problem. He distinguishes problem-
solving activities from problem-setting ones. He notices 
that these activities are conducted throughout the design 
process. He concludes that there are not necessarily pre-
liminary to the other design activities. 
The representation of the problem then evolves through-
out the long design process. In addition to the two dimen-
sions of time (or phases) and their related tasks, the di-
mension that distinguishes the statement of the problem 
from the definition of the solutions should also be consid-
ered. Moreover, we can assimilate the tasks to the differ-
ent professions to which it is associated. This choice al-
lows to represent the problem-wording and problem-
solving processes in a three-dimensional space (see Fig-
ure 1). 
Through this multidimensional aspect of the design proc-
esses, we enhance the lack of a model that allows to fully 
explain design in architecture. Consequently, it becomes 
necessary to concentrate on the steering activity of the 
design in order to build a modelization of the design 
processes in architecture that is steering-oriented. 



 
Figure 1. The multidimensional aspect of design processes. 
 
 
3.2 A steering-driven macro model of distributed design 

processes in architecture  

Design in architecture is characterized by uncertainty and 
the lack of formalized specifications. Because design ob-
jectives are continually re-evaluated (Simon 1992), it 
doesn’t allow to define unique processes. 
Moreover, as described by (Darses & Falzon 1996), (Turk 
et al 1997), (Hanser 2003) the implication of actors in a 
design process can take various forms. Their engagement 
in the process is similar to a Co-design or a distributed 
design (Figure 2). The actors can meet these two situa-
tions successively, during the same project or the same 
design process. 

 
Figure 2. Distributed design and points of synthesis. Hanser, 
(2003) according to (Turk et Al. 1997). 
 
The questions to which we aim to bring answers in this 
article concern the specific needs necessary for: 

- ensuring the steering and coordination task of the dis-
tributed design processes 

- ensuring a coherence between all the proposed solu-
tions that are generated by the integration of the points 
of view. 

In order to satisfy these needs we propose to modelize the 
distributed processes on the basis of activities already 
identified. This whole set of activities serves as a com-
mon core for all the observed design projects. In fact, we 
find these activities in the intervention of each actor of 
design either explicitely or implicitely. These activities 
can be classified in three types: analysis, proposition and 
evaluation. 

- Analysis: it includes all the activities of collection of 
technical, regulatory, economic, administrative data 
(e.g. regulatory constraints analysis, analysis of the 
documents of another actor, etc.) 

- Proposition: it includes all the tasks that allow to im-
plement ideas or generate concepts (proposition of an 
insertion in the site, volumetry proposition, proposi-
tion of a principle of structure, etc.). These tasks are 
realized through production tasks and require coordi-
nation tasks when carried out by mutliple actors. They 
list, in a recursive manner, the types of possible re-
sponses to the problems encountered. This listing is 
achieved in the form of options and hypotheses, from 
their suggestion to their formulation. Organisation 
plans and figures as well as spatial development 
propositions are produced by taking into consideration 
specifications from previous phases. They hence have 
to reflect the relevant options and be coherent with the 
criteria of functional and spatial organisation of the 
project in question. 

- Evaluation of the proposition: it includes both per-
sonal and collective assessment of proposition. 

The content and the scheduling of these activities are dif-
ferent following the type of design. We therefore propose 
to modelize distributed processes of design in architecture 
in the form of a macro process which progression is se-
quential and iterative (figure 3). 

Figure 3. A macro model of distributed design processes in ar-
chitecture. 

 
Independently on his entry point in the distributed proc-
esses macro model, an actor has the possibility to undergo 
the three phases in any order and as long as it is neces-
sary. In this manner, an architect, for instance, can initiate 
architectural design by directly making a technical propo-
sition (for example a volumetry and envelope proposition) 
intuitively before analyzing the program and the site and 
then go through the evaluation phase. 
This model represents the predictive part of the steering 
activity. 
Nevertheless, in practice, what allows the pilots to pre-
vent dysfunctions remains their ability to react quickly 
and their global and transversal vision of design.  
In order to allow the pilot to monitor the right develop-
ment of the distributed processes of every actor involved 
in the design, we introduce the notion of debugging in-
spired from computer science. Debugging is the process 
through which dysfunctions (bugs) are detected, localized 
and corrected. Applying it to design in architecture, we 
propose to base this notion of debugging on breakpoints 
in order to suspend processes or to inform the pilot when 
problems occur. These breakpoints represent the place 
and moment where every actor of the process can send an 
inquiry to the pilot in order to trigger reactions to unex-
pected situations. These reactions to the unexpected situa-
tions can considerably modify the building to design or 
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hamper the good development of design processes. They 
also represent the reactive part of the steering activity. 
In figure 4 herebelow, the breakpoints (red dots) are posi-
tioned on the transition among activities. They aim to 
detect problems before committing oneself in the follow-
ing activity. 

Figure 4. A macro model of design processes steering in archi-
tecture. 

 
In order to formalize the concept of breakpoints, we asso-
ciate it to two concepts that are narrowly linked, generally 
implied, and omnipresent in design projects: the concern 
situation and the aimed situation.  

- The concern situation can be defined as a configura-
tion of a project, at a given time, that does not allow a 
continuous and effective progression towards the defi-
nition of the building to design. It is an obstacle to the 
progress of the project. It can also be considered as a 
set of correlated parameters and facts that lead actors 
of design to situations they did not imagine or antici-
pate. Regular, pre-established processes are usually 
unadapted to these situations. In practice, encountered 
situations are considered as problematic/concern situa-
tions only when they involve several fields of the pro-
ject. In the opposite case, these situations will be 
treated locally and will not trigger any specific treat-
ment. In order to be identified as a concern situation 
and be treated consequently, a given situation has to 
be declared at the pilot’s level who measures its im-
portance and decides to launch or not the problem-
solving process. Through our analysis of some design 
projects, we have identified situations that led to the 
triggering of concern situations. Some of them are the 
lack of information, the unfeasability of the study, the 
non-respect of regulatory constraints, the non-respect 
of specifications, incoherences between the proposi-
tions submitted by different actors, and incoherences 
between the artefacts produced by different actors. 

- The aimed situation is a configuration of the project 
that eliminates the concern situation when reached. It 
also consists of heading towards the definition or the 
reformulation of the problem. In this manner, the ac-
tors of design explicitely define which aspects of the 
project or building will be concerned by this modifica-
tion of the project configuration. It also allows them to 
identify in which fields they can operate in order to 
reach the new configuration of the project. This work 
is comprised in a project steering activity and there-
fore directly concerns the steering team. One particu-
larity of the aimed situation is that it includes a defini-
tion of the objective to reach as well as a description 
of the method used to achieve it. In fact, the aimed 
situation is built and stated in a way that allows it to 
be . It describes the configuration that the project in-
tends to reach but also the means to achieve it. It can 
be described on one hand as the construction of an 
identified problem that needs to be solved and on the 

other hand as the expression of a solution for the en-
countered concern situation. 

Based on these two concepts, we can synthesize the con-
tent and the principle of use of the breakpoints by the fol-
lowing process (figure 5).  
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Figure 5. Process of the principle of use of the breakpoints. 
 
In this process the pilot’s role is to lead all the distributed 
activities in order to make the project feasible. In a way, 
his/here role can be itemized in 4 points: 

- To support current states and design evolution: the pi-
lot provides the control and the lead of the design, to-
wards the evolution of the solution, in order to main-
tain coherence in the building under design. 

- To integrate the actors’ points of view: the pilot pro-
vides with a double translation. A translation of the 
actor knowledge in order to make it available and ex-
ploitable in the project, and a physical translation of 
its objectives and its constraints on the building under 
design. 

- To set up cooperation: the pilot directs the activity of 
each actor in order to lead them to converge towards 
common waitings. It aims to set up a "concurrent" 
definition of a single building in order to answer each 
actor expectations. 

- To come up with a decision by taking into account 
project constraints and surroundings. These decisions 
are taken during action, and are closely related to the 
evolutions of the building and the configuration of the 
process. These decisions remain hard to schedule ac-
cording to a well defined roadmap. 

With this intention we propose to develop an assistance 
tool for design process steering based on our macro model 
of design process steering. 
 
 
4 INSTRUMENTATION OF STEERING DISTRIB-

UTED DESIGN PROCESSES IN ARCHITECTURE  

4.1 Description of the principles  

What makes the modelization practical is the fact that it 
allows to determine the principles necessary to the steer-
ing of distributed design processes. 
The principles selected to assist the steering of design 
processes are under implementation in a software applica-
tion that bears the concepts of the proposed model.  

- Principle 1: effective steering requires to define the 
relevant problem (to solve) and state it in an adequate 
fashion. In order to achieve this, a file that structures 
the definition of a concern situation helps formalizing 
the consequences of the problem that threatens the de-
sign in progress. It also allows to estimate the risks 
that these consequences make the project face. The pi-
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lot therefore has a relevant basis of analysis in order to 
decide which problems are relevant for solving and 
how they will be solved (by phone, in meeting ses-
sion, according to a given procedure, etc.) (figure 6). 
A file describing the aimed situation then allows to 
clearly state the problem by requiring a definition of 
the objectives and the implementation framework nec-
essary to achieve them (figure7). 

 

- Principle 2: the evaluation of solutions relies on an 
evaluation file that allows negociation between the pi-
lot and the concerned actor. This makes it possible to 
suggest modifications and validate them (Figure 8). 

Figure 8. Evaluation screen. - Principle 3: being informed of the progress of the de-
sign project requires the follow up of the status of the 
distributed processes. A dashboard allows the pilot to 
monitor the evolution of work and to remain informed 
about the concern situations. He therefore monitors on 
one hand which situations have been solved, are in 
process of being solved, or have been dropped and on 
the other hand the progress status of the solving of 
aimed situations. 

 
4.2 A software architecture driven services for the design 

processes in architecture steering  

The software we propose to develop starting from our 
modeling aims to run and to steer the design processes in 
architecture. With this intention we propose to base our 
tool on a Services Oriented Architecture (SOA) structured 
in three modules (Figure 9).  

 

- Modelling module: it is a module based on a graphic 
tool that is easy to handle by the pilot. It allows him to 
input the business processes of the different actors 
(e.g. tasks and their sequences, events, constraints, 
etc.) according to the macro model. The modelled 
business processes will then be coordinated by the pi-
lot. In order to assist the pilot in this modelling, we 
propose a business processes library that integrates the 
experience of the actors. These processes can be cus-
tomized (e.g. customized transition rules, missions, 
roles, events, tasks, etc.). Thus the pilot could draw 
from the processes libraries in order to customize the 
ongoing process.  

- Processes execution module: it is a module allowing 
the transformation of the processes towards an execu-
table model, like BPEL (Business Process Language 
Execution) (Andrews et al. 2003) or XML. This is 
achieved with the implementation of an execution en-
gine and extension mechanisms of this engine by us-
ing Aspects-Oriented Programming (AOP) (Bach-
mendo and Unland 2001). Thus, we propose the in-
stallation of a dedicated engine based on a lower-
layer-of-events oriented integration (e.g. Event Driven 
Architecture EDA). This will allow collaboration 
among various actors who can be initially human and 
in the utlimately resources. 

Figure 6. Concern situation analysis screen. 
 

 

- Services development module: it is a quality and per-
formance supervising service of the design process in 
architecture (e.g. dashboard, alarm, data harvest ser-
vices, etc.). It is therefore a question of installing the 
tools for collaborative services generation. These tools 
for automatic generation will be based on expertise 
and already existing tools like “manufacture soft-
ware”. (Parigot et al. 2002). 

Figure 7. Aimed situation definition screen. 
 

This system aims to be used mainly by the pilot. However 
some screens can be used by all the design team members 
in order to declare concern situations, submit solutions, or 
track solving activities state. In this way access rights can 
be assigned according to the actors’ profile. 
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Figure 9. A software architecture to steer design processes in architecture. 

5 CONCLUSION  

Through our approach, we have presented a model for 
steering distributed design processes in architecture. The 
applicative objective of our research is to allow the pilot 
of the design processes to have a global view of the entire 
distributed design processes, while reporting to him on its 
dynamics (concept of dashboard). The pilot therefore has 
a tool that allows him to visualise the state of the proc-
esses and sub-processes in any moment of the design 
process. Thanks to the proposed software application, the 
pilot will be able to make the adequate decisions in order 
to reach the desired performance. Moreover, this research 
will contribute to knowledge capitalization through the 
project information system. This will be achieved by 
compiling into experience libraries all the dynamics pro-
duced during the design processes in order to use them for 
future problem solving in similar situations. 
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CONFIGURABLE KNOWLEDGE-BASED RISK MANAGEMENT PROCESS MODEL 
WITHIN THE GENERAL CONSTRUCTION PROJECT PROCESS MODEL 

Wael Sharmak, Raimar J.Scherer, Peter Katranuschkov 
Institute for Construction Informatics, Dresden University of Technology, Germany 

ABSTRACT: Risk management in the construction industry is becoming increasingly important to help projects reach 
their objectives within the planned schedule and costs and without endangering other key performance indicators. 
However, it is becoming also more complicated because of the use of multiple technologies and the participation of 
different specialists from different branches. Therefore, a general method enabling the tackling of the Risk Management 
Process within the whole construction project process is needed. This paper presents a systematic approach for the 
description of the Risk Management Process based on the ARIS methodology “Architecture of Integrated Information 
Systems”. The Risk Management Process is sub-structured into three orthogonal views, namely, Organizational, Func-
tional and Data, which are inter-linked in an integrative process model using the extended Event Driven Process 
Chains approach. As risk is an uncertain event that may occur or not, a specific feature of the developed approach is 
the use of configurable risk treatment templates. Applying one of the Architectures of Collaborative Scenarios, coop-
erative risk management enabled by configurable risk treatment templates can be efficiently achieved.  
KEYWORDS: process modeling, risk management, configuration management, eEPC, ARIS. 
 
 
1 INTRODUCTION 

Construction shares many common features with other 
industries but it also has various specific features caused 
by the unique nature of each construction project. Due to 
the dynamic and unique character of each construction 
project, as well as the high influence of the environment, 
construction has to deal with an extraordinary large num-
ber of risks. Additionally, unexpected threats and oppor-
tunities may arise during the whole project lifecycle. 
The management of predictable and unpredictable risks 
that may affect the objectives and the outcome of con-
struction projects are becoming increasingly important to 
the responsible personnel. To answer that growing need, a 
more reliable systematic risk management methodology is 
required. One of the main problems in current approaches 
is that the Risk Management Process (RMP) is dealt with 
as a stand-alone process, and not as integral part of the 
general project process. Consequently, neither its influ-
ence on the general project process is taken into account, 
nor the reverse influence of other processes in the project 
on it. This issue can be handled by designing a standard-
ized RMP using process modeling languages as shown 
.e.g. by (Sharmak, 2006), and then find a method to inte-
grate the designed RMP model in the overall project 
process model.  
In this paper we present an approach for the achievement 
of such integration on the basis of the ARIS methodology 
(Scheer, 1999). ARIS was chosen because of (1) its abil-
ity to reduce the complexity in the system by dividing it 
into different well-defined views, and (2) the ease of use 

and interpretation of the represented models. To complete 
the suggested approach, methods built upon ARIS, 
namely configurable EPCs and elements of the ArKoS 
methodology are used. The scope of the presented work is 
currently limited to the risks that demand changes in the 
activity sequence of the overall value chain. 
 
 
2 THE GENERAL RISK MANAGEMENT PROCESS 

Risk Management as a systematic process is described in 
several standards and methodologies (e.g., AS/NZS 4360, 
1999; PMBOK Guide, 2000). Although there are differ-
ences among risk standards and methodologies in the 
specification of RM subprocesses, there are also many 
general similarities in the core of the RMP that are avail-
able in any risk management methodology. In fact, any 
risk management process must contain at least the follow-
ing subprocesses: 

- Risk identification: This means to determine which 
risks may affect the project and to document their 
characteristics.  

- Risk assessment: Designates the overall process of risk 
analysis and risk evaluation (cf. AS/NZS 4360, 1999). 
The risk assessment process aims to calculate the im-
pact and likelihood of identified risks and to prioritize 
the risks according to their potential effects on the 
project objectives. The overall risk ranking result can 
be used to assign needed personnel and other needed 
resources in the project.  



- Risk treatment planning: Describes the process of de-
termining individual or groups of actions to enhance 
opportunities and reduce threats to the project’s objec-
tives. 

- Risk monitoring: Means to keep track of the identified 
risks, watch for residual risks and register new risks 
(PMBOK Guide, 2000). 

- Risk treatment: Describes the process of executing the 
planned risk treatment strategies. It is an exceptional 
process, which means that this process will not be ini-
tiated unless risks evolve to actual problems. 

- Risk documentation: Describes a supplementary proc-
ess, but one which provides an important information 
resource for future projects. 

The logical sequence of the general subprocesses within 
the RM process is shown in figure 1 below. However, this 
generalized sequence does not represent the actual work 
flow of the risk management process. For example, risk 
monitoring is a continuous process for the whole con-
struction phase, and it cannot be represented as an event 
with a specific duration within this phase. It will start 
when project execution starts and will be finished when 
the last activity in the construction phase is finished; 
within this time span several other RM subprocesses may 
be applied in parallel. 
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Risk Treatment 
Planning

Risk
Monitorinng Risk Treatment DocumentationRisk

Identification
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Risk Treatment 

Planning
Risk

Monitorinng Risk Treatment Documentation

 
Figure1. Principal sequence of the main subprocesses within the 
risk management process. 
 
According to their features, RM subprocesses can be clas-
sified into the following types: 

- Repeated processes: The identification, assessment, 
and treatment planning processes may need to be re-
peated several times within the project life cycle. This 
iteration depends on many factors, e.g. new stage 
started, new available information, demand of more 
reliable results, or new risks surfaced. 

- Periodic processes: This includes all documentation 
processes of the performed RM work. Documentation 
has to be done periodically, as weekly or monthly re-
ports, or as regular feedbacks to a RM database. 

- Ongoing processes: Risk Monitoring is an ongoing 
process for the whole lifecycle of the construction 
phase; it watches for any deviation in the objectives of 
the individual activities within the general project 
process and sends alarm to the responsible 
(sub)processes to handle the situation if the deviation 
exceeds the accepted thresholds. 

- Exceptional processes: Typically the risk treatment 
process (or the so called exceptional function) will be 
executed if and only if a probable risk evolves to a 
problem that must be handled. Otherwise, the other 
subprocesses within RM (so called general functions) 
will be executed without passing through the risk 
treatment process, as shown in figure 2. 

Furthermore, RM must be undertaken by all parties in-
volved directly in the project in cooperative way. The 
procedures in the RMP differ according to the reached 
point in the project span and according to the individual 
point of view of the project stakeholders. We argue that 

more effective management of risks can be achieved if 
risks are considered from the process perspective of the 
project lifecycle, and from the cooperation perspective of 
all project participants. Accordingly, the project span is 
divided on the high level into three phases, in each of 
which different kinds of risk procedures are defined and 
different types and levels of personnel are planned to par-
ticipate. These phases are: (1) the pre-construction phase, 
(2) the construction phase, and (3) the post-construction 
phase. Each of these phases consists of several stages that 
can be determined in accordance to certain specific fac-
tors such as the type of the project, the type of the con-
tract, the perspective of each phase, the particular project 
objectives, etc. However, according to the experience 
gained from prior projects, many risks spread through the 
whole project life cycle and many risks occur at more 
than one phase, with the construction phase being defi-
nitely the most risky one (Patrick et al. 2006)1. Therefore, 
in this research Risk Management is purposely considered 
without regard to the project phases but holistically taking 
into account multiple aspects (or views) of the process. 

 
Figure 2. Refined sequence of the general and exceptional sub-
processes within the RMP. 
 
 
3 MODELING THE INDIVIDUAL RISK MANAGE-

MENT VIEWS 

We have chosen the ARIS methodology as baseline for 
the modeling of individual risk management views be-
cause of its specific advantages. ARIS is a method for 
analyzing processes that takes a holistic view of process 
design, management, workflow, and application processes 
(Scheer, 1999). ARIS solves the complexity of business 
processes by dividing the overall structure into several 
parallel sub views (organizational, functional, data and 
control view). This reduces the complexity of the whole 
system and makes the description of business processes 
easier. The main principle is to group the components 
with high interdependency in one view and separate the 
ones with low interdependency into different views. 
The RMP is divided accordingly into: (1) RM organiza-
tional view, (2) RM functional view, (3) RM data view, 
and (4) RM control view. These views are shown in Fig-
ure 3. 

                                                 
1  Indeed, it is logical to say that a majority of risks occur before 

the post-construction stage, because a great deal of ambiguity 
and complexity exists before the physical work on the site is 
completed, and when the project is transferred into use most 
uncertainty will be changed to reality, and the possible risks 
may come only from the satisfaction of the complete facili-
ties, and from environmental sustainability. However, the na-
ture of many risks may nevertheless repeat, at least in princi-
ple, within a phase and even between phases. 
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Figure 3. RMP model represented according to the ARIS house 
view structure. 

 
3.1 Risk management organizational view 

The organizational view consists of the organizational 
structures of the participants and the relationships among 
the organizational units. Because of their large size, most 
construction projects to date demand the participation of 
more than one company (main contractor, subcontractors, 
and many other organizations such as insurance compa-
nies, design companies, etc.). All these organizational 
units have to participate in the RM of the project in some 
way or other. Therefore, the responsible staff from each 
organization must be respectively assigned to the RMP, 
thereby joining the project risk management team. This 
requires a mapping from the organizational structures of 
the participating companies to the organizational structure 
of the RM team, which must be consistently performed 
and maintained throughout the project life cycle (see fig-
ure 4). 
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Figure 4. Different organizational structures mapped to the RM 
team. 
 
3.2 Risk management functional view 

The functional view contains the description of the activities that 
need to be performed in order to manage the ex pected risks in a 
construction project. It is represented using a function tree  

Figure 5. High-level process-oriented RM function tree. 

 

which consists usually of the main functions, sub func-
tions, elementary functions, and the relationships that 
exist among them. The function tree itself can be process, 
object or execution oriented. The high-level process-
oriented function tree of the overall RMP is shown in 
figure 5 below. 
 
3.3 Risk management data view - risk management know-

ledgebase 

The data view encompasses the information resources 
needed in the RMP. Indeed, risk management is related to 
many processes in a construction project. Many activities 
can carry some amount of uncertainty, and so a lot of rela-
tions will exist between the RMP and the internal or ex-
ternal project environment. These complex interrelation-
ships require dealing with a huge amount of information. 
Therefore, the use of a RM knowledge base is essential. 
The needed risk management information can be obtained 
from a large number of available resources, such as expert 
judgment, sessions and brainstorming, data from current 
and prior projects, commercial databases containing infra-
structural and environmental data etc. In general, the RM 
knowledgebase should contain but is not limited to: 

- Risk information, including the risks themselves, risk 
factors, risk groups, risk centers (allowing risk teams 
to see which areas of a project appear to be most at 
risk and hence assign proper strategies and resources), 
risk scope, risk thresholds, common risk consequences 
(i.e. the severity and likelihood of effect for each risk 
or risk group on the project objectives), expected 
monetary value, responsible person(s), and expected 
timing (i.e. a range of dates when the risk is apt to oc-
cur). 

- Treatment information, including common treatment 
methods for specific risks or risk groups, alternative 
treatment methods, treatment scope specifying against 
which kinds of risks is each treatment method effec-
tive, treatment center, possible associated risks with 
each treatment method, change orders to other proc-
esses within the project, contingency plans (i.e. the 
backup strategies or procedures to be followed when 
the risk event occurs). 

- Environmental information, which can serve the risk 
management purposes and can be classified into 
physical information, social information, economic in-
formation, political information and regulatory infor-
mation (cf. De Zoysa et al. 2003). 

 
3.4 Risk management control view 

The control view represents the relationships among the 
different views in the ARIS house; it unites the design 
results which were developed separately to better manage 
complexity. This view is typically represented by using 
eEPCs (extended event-process chains) – see e.g. Wien-
berg (2001). An eEPC describes business processes by 
creating a chronological sequence of events, functions and 
their logical interdependencies using logical connectors, 
and relating them to the performing actors and the used 
resources and services (see figure 6). 
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Figure 6.The eEPC Metamodel. 
 
In our approach, each RM subprocess is represented inde-
pendently via a separate eEPC, even though these sub-
processes are not independent but related to each other 
and to the internal and external project environment. 
These dependencies are expressed as internal and/or ex-
ternal interfaces, to link a (sub)process integrally to other 
processes. We believe that, the control flow sequence for 
each subprocess is the same in all project phases; the dif-
ference is in the organizational units participating in each 
phase, in the available exchanged information among 
these units, and in the interfaces. To illustrate the control 
flow of the RM subprocesses easily in this paper, the RM 
subprocesses are represented without referring to a spe-
cific project phase, and without referring to the organiza-
tion and data views respectively. 
Using this approach, the Risk Assessment process can be 
inserted in the general project process model simply as an 
activity labeled “Risk Assessment”, and the detailed Risk 
Assessment subprocesses can be expressed using the hier-
archical EPC concept as a configurable “EPC building 
block” (see figure 7). This method can be applied also for 
Risk Identification and Risk Treatment Planning, but it 
cannot be applied for Risk Monitoring or Risk Treatment 
because of their special characteristics which will be dis-
cussed in the next sections. 
 
3.5 The risk management monitoring process 

As already mentioned, from the contractor perspective 
Risk Monitoring is a continuous process for the whole 
construction lifecycle. It cannot be expressed as an activ-
ity with a specific limited duration within the general pro-
ject workflow, as its duration is the same as the full con-
struction duration. Therefore, the suggested representation 
of the Risk Monitoring process is as a concurrent function 
to the whole construction project process (see figure 8).  
The details of this function are shown in a hierarchical 
EPC. The functions Identification and Treatment Plan-
ning, highlighted in light grey on the right side of figure 
8, represent a new RM loop. Each of these functions can 
in turn be expressed with more details as hierarchical 
EPCs. There is also an interface that links the Monitoring 
process with the post-construction phase, i.e. it continues 
to be executed in parallel to the main project processes. 
Of course, this concurrency does not mean that the moni-
toring process is independent form other construction 
activities; the dependency is represented by the interface 
Alarm, which will link the monitoring process to other 
project processes (the grey highlighted elements in the 
rightmost column). Another interface, needed to resume 

the ongoing Risk Monitoring process, is Monitoring con-
tinuation. 

 
Figure 7. Risk  Figure 8. Risk Monitoring EPC. 
Assessment EPC. 
 
3.6 The risk treatment process  

The Risk Treatment Process (RTP) is the exceptional 
subprocess within the RMP. It must be planned, but will 
not be executed unless an initially uncertain threat 
evolves to an actual problem. From process modeling 
perspective, the Risk Treatment process can affect the 
control flow of the project model in the following three 
directions: 

1. Changes in the control flow are done before the start 
of the project. This usually happens in the planning 
stage within the pre-construction phase. It means 
adopting new construction methods to avoid falling in 
risks, i.e. using an avoidance strategy. 

2.  The control flow of the general project process will 
not change, but some changes may occur in the data 
and/or organizational views. For example, in the case 
of cost overruns, higher material costs than expected 
may only require buying these or alternative materials 
without any changes on the control flow. This means 
using an acceptance strategy. 

3.  Changes in the general control flow of the project 
need to be done. Here, some new activities are re-
quired to perform the treatment plan in the form of a 
new control flow sequence. This may require: (1) de-
lay in some other paths until Risk Treatment is per-
formed, (2) concurrent execution with other process 
paths, or (3) a totally new process sequence substitut-
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ing the old one, i.e. using a mitigation strategy (cf. 
Scherer. 2006). This third direction is the most com-
plicated, it is focused in more detail in the rest of the 
paper. 

 
 
4 MANAGING UNCERTAINTY IN THE PROJECT 

PROCESS MODEL 

A risk can be defined as an uncertain event that may have 
positive or negative consequences on the project’s objec-
tives. In practice, much more attention is paid to threats 
because of their negative effects on the project. In the 
traditional control flow of the general project process 
model, all processes are expected to be done properly and 
without any problem or interruption. However, in reality, 
the construction industry perhaps more than most is 
plagued by risk (Flanagan and Norman, 1993). Thus it 
cannot be assumed that the construction project process 
model will not be interrupted by events stemming from 
possible risks. Many risks may affect one process in the 
model, or one risk can affect many processes within the 
general process model. From process modeling point of 
view risk as uncertainty can be understood as more than 
one possibility for execution of the next functions in the 
project work flow. This kind of multiplicity can be ex-
pressed by branches in the control flow to several paths, 
with the probability of each path expressed as percentage 
(see figure 9). 

F

F

C C
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Figure 9. Uncertainty in control flow branches. 
 
However, in practice, expressing risks and corresponding 
treatment activities as new branches within the general 
construction project process model will make the process 
model extremely huge and difficult to handle. Numerous 
paths for probable risks will follow each risky process, 
and for common risks the same path will be repeated after 
multiple processes, resulting in a lot of redundancies. 
Therefore, another way of RM representation is needed 
which will not neglect probable paths and in the same 
time will not make the process model inadequately large 
to use. We argue that this can be achieved through the 
application of configurable reference process templates, 
establishing well-defined risk modules that can be 
adapted to specific needs using the content and context 
knowledge captured in the RM Knowledge Base. 
 
 
5 USE OF CONFIGURABLE EPCs AS RISK 

TREATMENT TEMPLATES 

The main goal of using reference risk treatment process 
templates is to enable the organizations in designing their 
individual partial risk treatment models. Each such tem-
plate will typically contain a project function, the possible 

associated risks, and the suggested treatment measures. 
The information needed to establish such templates will 
be provided by the RM Knowledgebase, i.e. lessons 
learned, risk analyses, expert judgment and so on. As 
these templates are dependent on the RM Knowledge-
base, they will be updated and enhanced in parallel with 
the knowledgebase. This will ensure that the models are 
reusable and up-to-date, so that they can be effectively 
applied in other similar areas. With continuous enhance-
ment, a comprehensive risk treatment reference model can 
thereby be established, providing a repository of poten-
tially relevant risks and measures for various use cases 
and scenarios. 
We suggest using configurable EPCs for this purpose. 
Configurable EPCs (or C-EPCs) extend regular EPC to 
allow for the specification of configuration connectors 
and configuration functions in a reference process model. 
Treatment measures as configurable functions may be 
included (ON), skipped (OFF) or conditionally skipped 
(OPT). A configurable OR connector can be configured to 
normal OR, normal XOR, normal AND, or mapped to a 
single sequence of events and functions (SEQ) in the case 
that no associated risks are detected. All constraints for 
the configuration of configurable connectors are summa-
rized in table 1. 
Table 1. Constraints for the configuration of connectors in a C-
EPC (after Rosemann & van der Aalst, 2006). 

SEQ AND XOR OR  
X X X X ORC 
X  X  XORC 
 X   ANDC 

 
Configurative process modeling is proposed as a method 
to enable multiple perspectives and avoid redundancies 
within the construction project model when it is needed to 
represent the risks and corrective measures associated 
with each process. In figure 10 an example of such a C-
EPC is presented. 

R M D bR M D b

R M D bR M D b

1 2

The General 
Process Model

3

Figure 10. Configurative process reference model for the risks 
and treatment functions associated with F(n). 
 
The column [1] on figure 10 shows the reference risk 
treatment process model belonging to the generalized 
project function F(n). While executing function F(n), one 
or more risks may appear in different contexts. These 
risks are expressed by the events E(1), E(2) and E(3). 
Each of these probable risks will require some corrective 
measures to handle it, e.g. to deal with the risk E(1) the 
functions F(I) and F(IV) are required. When the correc-
tive measures are performed, it can be said that the func-



tion F(n) is executed and this is expressed by the post-
condition event E(n). However, within the corrective 
measures, another planned activity F(m) may be triggered 
by the event E(VII) and an interface to another activity 
package may be required. 
The second and third cases in figure 10 represent specifi-
cally configured C-EPC instances. For example, in the C-
EPC instance [2], only the risk events E(2) and E(3) are 
expected to occur, and in instance [3] only the conse-
quences of event E(2) need to be considered, the instance 
[4] shows the case in which E(2) is detected and handled. 
Finally, instance [5] shows the case when no associated 
risks are detected during the execution of F(n), i.e. it 
represents the normal project flow from F(n) to E(n) 
without any exposed risks. Using such configuretions, a 
reference risk treatment process model can be quickly 
adapted to the specific project situation at hand, thereby 
enabling more efficient, fast and consistent decision mak-
ing. 
 
 
6 INTEGRATING CONFIGURABLE RISK MAN-

AGEMENT TEMPLATES INTO THE OVERALL 
PROJECT PROCESS MODEL 

In order to integrate the described configurable risk treat-
ment templates in the overall project process model we 
suggest using elements of the Architecture of Collabora-
tive Scenarios developed in the German project ArKoS, 
which builds upon the ARIS methodology (cf. Adam et 
al. 2005). A major objective of ArKoS is to guard local 
business processes of individual partners in the overall 
collaborative work process. Use of the ARIS methodol-
ogy enables different views into business process models 
and allows a distinction of global process knowledge 
from local process knowledge. Figure 11 below illustrates 
the overall concept. The shown vertical axis includes the 
organizational view and the output view, which are neces-
sary to establish globally oriented collaboration. It repre-
sents the global knowledge of all collaboration partners 
(available for all participants), whereas the horizontal axis 
represents the local knowledge of the individual partners. 
Updates of local knowledge do not necessarily influence 
global knowledge, but changes in global knowledge have 
to be accessible to all partners at any time. 
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Figure 11. Local and global knowledge concept used in ArKoS. 
 
The ArKoS architecture comprises a three-tier framework 
(see Adam et al. 2005). The first tier focuses on the col-
laboration strategy. The second tier is the most interesting 
here. On this tier, each partner considers its own part in 
the project, thereby designing its local process flows (or 

local views) within the overall project value chain. The 
global view is generated in order to manage the common 
processes and to reduce the complexity of integrating the 
participating organizational units into a single, complex 
virtual entity. The main benefit is that the partners can 
provide access to all relevant information described as 
global knowledge and at the same time are able to hide 
their business secrets. The local knowledge is contained 
in process modules which are understood as abstractions 
for more detailed subprocesses, encapsulating sensible 
process information. Private process modules are linked 
within the collaborative scenario using the ArKoS con-
cept "process interface". For the collaboration partners 
only the data at such interfaces, that is the input and/or 
output of the respective process modules, are visible and 
relevant for the realization of the collaboration. Thus it is 
guaranteed that local EPCs are only visible internally. 
Finally, the third tier addresses the collaborative business 
execution, in which the integration of different applica-
tions and platforms is established. 
This approach can be well adapted for our suggested 
RMP model. From the risk management perspective, each 
process module encapsulates the detailed process model 
of each partner involved in the project execution, and the 
internal and external relations are determined via the 
process interfaces. Each partner has the right to hide the 
details of its work form others, but at the same time is 
responsible if any delay, cost overruns, or other kinds of 
problems affecting the project occur in its part of the 
work. Therefore, the involved parties in a construction 
project need to cooperate to overcome the potential risks 
and reach the general and private aimed objectives of the 
project. This means that some private information must be 
shared with other parties, i.e. risky processes, potential 
associated risks, and suggested corrective measures. 
These can be represented as private risk treatment tem-
plates associated with specific processes in the local 
knowledge model of the partner. Using C-EPC templates 
as suggested in this paper, the whole private knowledge 
and experience of one partner about the potential risks 
associated to a specific activity and their possible solu-
tions can be represented. This is illustrated by step 1 in 
the figure 12 below. The information and steps included 
in the C-EPC can be tailored according to the needs and 
the context of the current project (step 2), and then dis-
cussed and adapted in the collaborative environment 
among the involved parties to be agreed as the configur-
able EPC instance to use (step 3). At the execution time 
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Figure 12. Risk treatment C-EPC lifecycle between the local and 
global knowledge of the ArKoS methodology. 
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of the process function, the C-EPC instance will then be 
used partially or totally according to the actually occur-
ring risks (step 4). Finally, the implemented EPC can be 
used to further improve the local knowledge and enhance 
the risk treatment C-EPC (step 5). 
 
 
7 CONCLUSIONS 

An overview of a systematic approach to the Risk Man-
agement in construction projects was presented in this 
paper and a high level RMP model using ARIS method-
ology was introduced. It was shown how the suggested 
RMP model can be divided into generic, independent RM 
building blocks (or modules) to reduce complexity and 
enable re-use. Special emphasis was given to the RTP, 
represented with the help of risk treatment templates pro-
vided as configurable EPCs. It was shown how such tem-
plates can be flexibly adapted according to the specific 
project parameters at hand. This allows for high general-
ity, reusability and updatability of the templates which 
can be used as reference models for the whole construc-
tion industry because they can refer to prior risks associ-
ated with each construction activity thereby enabling use 
of best-practice measures to deal with these risks. Further 
work in this direction is (1) to define and represent the 
dependencies among the reference models of the RM 
subprocesses and their relations with the general process 
model, (2) to model the Alarm interface as a bridge be-
tween the risk monitoring process and the other processes 
in a project, thereby enabling automated triggering of the 
risk treatment procedures when the assigned thresholds 
are exceeded, (3) to develop a modeling method allowing 
to modify the sequence and the elements of the project 
process workflow according to the instantiated risk treat-
ment templates, and (4) to realize a software system as 
proof of concept and quantification of the benefits of the 
suggested approach. 
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INDUSTRIAL CASE STUDY OF INNOVATIVE MANAGERIAL CONTROL SYSTEM        
APPLIED TO SITE CONTROL PROCESS (IMCS-CON) 

Anfas Thowfeek, Nashwan Dawood, Ramesh Marasini, John Dean 
CCIR, University of Teesside, Middlebsrough, UK 

ABSTRACT: Construction projects are complex, fragmented and highly risk business, due to the nature of construction 
operations. Therefore project managers require more efficient techniques and tools to plan and monitor the construc-
tion project. In recent years many research studies have been carried out in order to make construction industry more 
efficient, profitable and attractive business. The IMCS-CON developed as decision support system for project mangers 
to assist project-controlling processes using a holistic approach. The IMCS-CON provide a framework to measure, 
analyse, review, and report performance data and enabling project management team to make corrective decision and 
keep project on track. The IMCS-CON system was evaluated using a case study of £2.3 million, three-story residential 
apartment building project in UK. The IMCS-CON system utilises multivariate statistical process control techniques to 
monitor the construction site variables. The MSPC combines a large number of variables into few independent vari-
ables, which then can be monitored and any process deviations from the normal operating conditions can be identified 
with corrective actions suggested. The IMCS-CON models on-site information as quantitative variables and uses his-
torical data and establishes patterns of correlated variables and assists project management in making future decisions. 
The outputs can also be visualised in multi-dimensional graphs. Statistics of external variables and internal variables 
influencing construction site operations were identified using a real life case study. The results of modelling the vari-
ables and conducting experiments with IMCS-CON are analysed and discussed in this paper. 
KEYWORDS: performance measurement, construction process variables, statistical process control, construction proc-
ess benchmarking, construction process improvement, construction productivity. 
 
 
1 INTRODUCTION  

In complex and fast track construction projects, project 
analysis is very complicated. It is understood that the de-
velopment of dynamic tools to monitor and control on-
site construction performance by implementing modern 
construction management theories and techniques are 
appreciated, which enable to practice modern research 
techniques and theories into current practice. The auto-
mating control of on-site construction performance en-
ables management to take corrective measures in real-
time. As there are large numbers of variables that influ-
ence a performance on construction sites, it is very essen-
tial to take a holistic approach to study the variability and 
impact of the variable on the process. In today’s competi-
tive market, the success of construction projects depends 
largely on project managers’ capabilities to make correc-
tive decisions during construction planning and control 
stages [16]. The IMCS-CON developed to monitor and 
control key construction processes variables on site. The 
system will be able to analyse historical and current in-
formation and visualise the result in multidimensional 
graphs, establish patterns and report to project managers 
on weekly basis. Therefore project managers able make 
effective decisions and corrective action to keep project 
on track using advance statistical tools integrated with 
information visualisation techniques. The results of mod-

elling the variables and conducting experiments with 
IMCS-CON are analysed and discussed in this paper. 
 
 
2 IMCS-CON FRAMEWORK 

The aim of IMCS-CON is to develop a decision support 
system that can be utilised by project managers to control 
construction processes using a holistic approach. The 
IMCS-CON provides a framework to measure, analyse, 
review, and report construction site information and ena-
bling project management team to make corrective deci-
sion and keep project on track. The IMCS-CON has three 
main components, which includes 1) Electronic site diary; 
2) Database; and 3) Data analysis and visualisation using 
MSPC (Multivariate Statistical Process Control) tech-
nique. The electronic site diary provides facilities to enter 
the site information and output of the site diary provides 
summary of weekly site performance in terms of values of 
the construction process variables. Database is used to 
record all the weekly variable values as historic and cur-
rent information. Marasini and Dawood [12] developed 
innovative managerial control system (IMCS) to monitor 
and control business processes of a precast building prod-
ucts industry. The IMCS utilises Multivariate Statistical 
Process Control (MSPC) techniques combined with in-



formation visualisation model. The IMCS able to analyse 
data and visualise information of large number of vari-
ables. In order to analyse and graphically visualise con-
struction variables, IMCS system has been utilised as a 
key component in IMCS-CON system. Figure 1 shows an 
outline structure of the IMCS-CON control process. 

 
Figure 1. IMCS-CON model. 
 
The IMCS-CON consists of three main components (fig-
ure 2) which are:  

1. Electronic Site diary: Input site records and measure 
site performance variables 

2. Data base: Store weekly data of site performance vari-
ables  

3. IMCS: analyse current construction site performance 
variable with historical data and report project manag-
ers to assist decision-making process.  

Figure 2. Components of IMCS-CON and the development en-
vironment. 
 
By identifying and modelling key construction process 
variables the methodology for measuring construction site 
performance is developed. Therefore the construction site 
performance can be assessed effectively by measuring in 
term of key construction process variables. Construction 
site information’s are collected and recorded using site 
diary and then convert collected site data in to useful con-
struction variables, analyse them and report to project 
management team in weekly basis. In order to analyse 
and report site performances IMCS prototype is used. The 
IMCS system has two main applications first: analyse the 
current variable with historical data and highlight whether 
the variables in control limit or not. Second: graphically 
visualise input and out put variables in 3D-VRML graphs. 
Overall, IMCS-CON will act as a hub of project control 
and as a platform that allows integration of different mod-
ern project planning and controlling techniques to imple-
ment it; such as Earned Value technique, Last Planner 
System, 4D planning etc. 
 

2.1 Innovative managerial control system (IMCS) 

Marasini and Dawood [12] developed an innovative 
managerial control system (IMCS) to monitor and control 
business process of with precast concrete building prod-
ucts industry. The system introduce a methodology and 
tools that will be able to analyse historical and current 
information about business processes, establish relation-
ships between internal and external variables and advise 
senior management on possible future decisions. The 
IMCS-CON, which utilise and extends this concept to 
develop a monitoring and controlling of construction 
process variables. 
The IMCS utilises multivariate statistical process control 
techniques (mainly Principal Component Analysis- PCA 
and Partial Least Squares-PLS) combined with informa-
tion visualisation to model large number of variables and 
processing of their data values. The system enables the 
visualisation of variables using database queries and the 
results obtained from multivariate statistical process con-
trol analysis (MSPC) results. In process variables visuali-
sation the data are imported from databases and the num-
ber of variables to plot can be selected interactively and 
axis labels are assigned. As the variables have different 
data values and ranges, the variables are scaled with zero 
mean and unit standard deviation to convert them into 
standard units i.e. independent of measurement units. The 
actual values can be seen by holding mouse on the data 
object. This has added advantage that the users can see 
the variations on data about mean and hence the trend. 
The information visualisation model is to facilitate simu-
lation of data so that how the variables are behaving with 
respect to time. In MSPC, large number of variables are 
transformed to fewer variables by transforming the actual 
variables into linear combinations, which are monitored 
to control the business performance. 
The IMCS prototype mainly got two type of functionality:  

1. Multivariate Statistical Process Control (MSPC)  
2. VR Visualisation 

 
2.2 Multivariate statistical process control (MSPC) 

PCA is a multivariate technique in which a number of 
related variables are transformed to a smaller set of un-
correlated variables [8-12]. According to [8], the proce-
dure for monitoring a multivariate process using PCA can 
be summarized as follows: For each observation vector, 
obtain the z-scores of the principal components and from 
these compute T². If this is in control, continue process-
ing. If it is out-of-control, examine the z-scores. As the 
principal components are uncorrelated, they may provide 
some insight into the nature of the out-of-control condi-
tion and may then lead to the examination of particular 
original observations [2]. Marasini and Dawood [12] has 
described that PCA identifies principal components, 
which are linear combinations of the measured variables 
in the data set. All principal components are orthogonal. 
Non-linear instead of linear relations between the process 
variable will lead to a higher number of principal compo-
nents. In such situation, one PC will represent one process 
variable, there will be no reduction in the number of vari-
ables to be analysed. 
PCA can be used to assess the following aspects (14-12]. 
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- Identification of process variables, which are associ-
ated with the bulk variability in the data set. 

- Identification of data subsets with a different correla-
tion structure from the bulk of the data. 

- Identification of the number of independent phenom-
ena leading to data set variability. 

- The objective of the principal components is to deter-
mine a set of new variables that are linear combina-
tions of the original variables and are orthogonal to 
each other.  

The results of the PC and PLS analyses can be displayed 
graphically, including multivariate control charts, MSPC, 
(e.g., Hotelling’s T2 and PC components scores and load-
ing charts). These charts based on the model residuals, 
provide tools for early fault detection, the detection of 
drift, mean shifts etc. These indicate which variables 
those are likely to be related to process problems, upsets, 
and other process events. 
The rational of the MSPC is to identify the combined re-
lationship among the different variables, establish the 
control limits of the process variables and identify any 
significant deviations in the processes. Multivariate con-
trol charts usually generate one common statistics from 
the values of many variables that can be plotted on a con-
trol chart.  
In order implement MSPC technique Marasini and Da-
wood [12] described two step processes.  
Step 1: Establishment of base line model 
The first step is the establishment of base line model, 
which utilises large historical data of process variables. 
The faulty measurements and disturbances are removed 
from the historical data so that an in-control set of process 
data is obtained representing normal operating conditions 
of the process. The screened (cleaned for errors) data are 
used for monitoring, control and optimization operations. 
The screened historical data set is referred, in the MSPC 
literature, as historical data set (HDS), calibration data 
set, base line or reference. The relationships between the 
variables and their control limits are established to de-
velop a base model of the business process. 
Step 2: Monitoring of new operational data to ascertain if 
control is maintained.  
The second step is monitoring of new operational data to 
ascertain if control is maintained i.e. the new data are 
projected into the base model and are analysed whether 
new values are within the limits specified in the base 
model. If any significant deviations are detected, the 
cause of it is diagnosed and corrective actions are de-
cided. 
This paper introduces the methodology of modelling the 
construction variables using MSPC techniques mainly 
PCA techniques and the following section will demon-
strate experiments using real life project data obtained 
from a one of local UK Construction Company. 
 
2.3 VR visualisation 

The data visualization is one powerful form of descriptive 
data mining [6, 24]. It helps accentuate the relationship 
among data points in extremely large amounts of data, 
and allows the visualization of multiple metrics based on 

multiple data sources on a single screen or dashboard [7]. 
In order to develop a VR visualisation component in 
IMCS prototype several functions were written in MAT-
LAB6.5 to create VRML97 information visualisation 
models reading process variable values directly from the 
database and the output variables of the MSPC analysis. 
Utilising IMCS prototype the site information can be per-
cent in clear and effective form through multidimensional 
graphical information visualisation of in put and out put 
variables. 
 
 
3 APPLICATION OF IMCS-CON SYSTEM: A CASE 

STUDY  

This section describes experimentation of the IMCS-CON 
system through a case study. A case study is used to 
evaluate functionality of IMCS-CON components which 
includes electronic site diary, database, utilisation of 
IMCS. An appraisal of the developed IMCS-CON regard-
ing its validity, its benefits, and its limitations to the con-
struction industry is lastly reported. A £2.3 million, three 
storey residential apartment construction project in UK 
was selected as a case study for the system evaluation. 
 
3.1 Selection of construction variables  

The key variables which have impact on construction site 
performance were identified through industrial and litera-
ture review. The IMCS-CON system design to monitor 
and control construction site operation through measuring 
and analysing these selected variables. The selection of 
variables should represent complete picture of construc-
tion site process. The key construction process variables 
were selected from ten main construction variable catego-
ries. Table 1 illustrates list of selected variables and their 
measurement units. 

Table 1. Selected key construction variables. 
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These variables can be classified as internal variables and 
external variables. The external variables that are beyond 
the control of the managers; that are external to the com-
pany (example: Rain fall, Temperature) and the internal 
variables that can be controlled by the managers; that are 
internal to the company (example quality, site safety etc). 
The comprehensive approach identifies these variables 
and establishes method to measure and analyse them and 
taking action to ensure desired results. Developing a 
methodology to assess the above key performance vari-
ables for above ten categories provide an integrated con-
struction operational level performance measurement sys-
tem. These construction process variables can be subse-
quently used by construction executives and project man-
agers both to monitor and to evaluate site performances. 
The two type of construction processes variables consid-
ered in this research are: 

1. Quantitative variables: these variable values can quan-
tify. The commonly used quantitative construction 
performance variables or indicators are deriving from 
literature review. 

2. Qualitative variables: for those variables which can 
not be quantify, score based approach is used to meas-
ure them.  

In the score based measurement system for each qualita-
tive variables, the project managers are asked to rank 1 to 
5 in a point scale the extent to which they believe each 
variable was performing (for example: quality, site safety, 
client satisfaction etc). In order to assist the project man-
agers in ranking each variable the relevant performance 
criteria has been provided, so that they can correlate with 
other relevant values and rank particular variables appro-
priately where, the performance variables are ranked us-
ing 1 to 5 scale based on their level of performance during 
their operation. The 1 to 5 scores are defined as:  
1 = very poor 
2 = poor 
3 = fair 
4 = good 
5 = excellent 
The score 3 is considered as average performance level of 
the variable. The application of this score system will be 
illustrated in following sections. 
 
3.2 The electronic site diary 

In construction project, to record site information in regu-
lar bases site diaries are widely used. In order to input and 
retrieve site records effectively, an electronic site diary is 
developed. The electronic site diary provides project 
managers with an enormous data to improve the results of 
project. Here MS excel software is selected for develop-
ment site diary in electronic format due to its simplicity 
and it is wide functionality. The following sub-sections 
illustrate the developed system interfaces. The site diary 
is organised in 3 layers in Micro soft excel. 

- Layer 1: Site data collection sheet  
- Layer 2: Site diary 
- Layer 3: Weekly site variables values 

 
 
 

Layer 1: Weekly site report 
The weekly site report includes categorise records of site 
information which are; the main site occurrences, the de-
tail of plan and actual tasks for particular week, informa-
tion about labour input and their rating, site weather con-
dition, records of quality control, site health and safety, 
site space utilisation, client satisfaction, sub contractors, 
suppliers and architect/design engineers performances etc. 
It is clear that the searching process would be simplified 
if the activities recorded in the electronic diary were kept 
with categorise format. The figure 3 shows an example of 
weekly site report. 

 
 

 
 

 
Figure 3. An example of weekly site report (Layer 1). 
 
Layer 2: Daily job diary 
The daily job diary is used to record site information on a 
daily basis and for specific events to record exactly when 
they occurred such as activities under operation, inspec-
tion, impact of rain fall on site etc. Figure 4 shows an 
example of daily job diary. 
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Figure 4. An example of daily job diary (Layer 2). 
 
Layer 3: Weekly site variables 
When weekly site records are fed into the layer 1 and 
layer 2, based on this information summery of weekly site 
variables are calculated and displayed in layer 3 as shown 
in figure 5. 

 
Figure 5. An example of weekly site variables (Layer 3). 
 
The MSPC technique utilises to monitor and control con-
struction process variables. The MSPC technique utilises 
for process monitoring, control and knowledge manage-
ment. The selected 15 construction process variables are 
modelled and analysed using IMCS. 
 
3.3 Multivariate statistical processes control (MSPC) 

In IMCS-CON, Principle Component Analysis (PCA)-
multivariate statistical technique used to monitor and con-
trol processes variables in which a number of related vari-

ables are transformed to a smaller set of un-correlated 
variables [8]. PCA identifies principal components (PC), 
which are linear combinations of the measured variables 
in the data set. The monitoring process consists of two 
steps: development of a base model and testing of new 
data. 
 
3.3.1 Development of base model 
The first step is the establishment of base-line model, 
which utilises large historical data of process variables. 
The erroneous measurements and disturbances are re-
moved from the historical data so that an in-control set of 
process data is obtained representing normal operating 
conditions of the process. The correlation and regression 
analysis between the variables was carried out to identify 
the relationship between the variables. This was essential 
to identify the variables that formed the core of the con-
trol process. The selected fifteen variables, 100 weeks 
historical data samples used in pre-screening, the vari-
ables considered include Sunshine, Temperature, Rainfall, 
Total time lost, Architect/Design engineers performance, 
Communication, Labour availability, Site productivity, 
Supplier performance, Quality, Site safety, Space utilisa-
tion, Labour productivity, Schedule performance index 
(SPI) and Cost performance index (CPI). Table 2 shows 
correlation coefficients between the variables, the shaded 
cells in the table show significant correlation coefficients. 
As an example, Time lost has significant positive correla-
tion with Rainfall and negative correlation with Archi-
tect/design engineer’s performance, Communication, Site 
productivity, Supplier performance, Quality, Site safety, 
Space utilisation, SPI, CPI and Labour productivity rat-
ing. Similarly, Cost performance index (CPI) and Sched-
ule performance index (SPI) have significant positive 
correlation Architect/design engineer’s performance, 
Communication, Site productivity, Supplier performance, 
Quality, Site safety, Space utilisation, and Labour produc-
tivity rating. 
Table 2. Correlation analysis on original data. 

 
 
Utilising IMCS, PCA base model was developed. For the 
purpose of monitoring, certain (minimum but sufficient) 
number of principal components in the raw model is con-
sidered to establish a base PCA model. Figure 6 shows 
percent variation captures in PCA model. 
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Figure 6. Variance Captured by Principal Components. 
 
The raw model consists of all PCs that will describe 100 
% variations in the data set. The first PC captures highest 
variance in the data; the successive PC's contribute to 
lower percentage of data variance. The first PC describes 
the systematic data variation and the last PC describes the 
stochastic data variation. For the purpose of monitoring, 
certain (minimum but sufficient) number of principal 
components in the raw model is considered to establish a 
base PCA model. Modelling higher percentage of varia-
tions leads to fitting noise while a much lower percentage 
variation makes the PCA model less accurate [14]. PC's 
that describe more than 90% of the data variation [3] is 
considered and 5 principal components were selected 
(Figure 6) to develop a PCA base model. The developed 
base model describes 90.17% of data variation in the data 
set. 
The base model consists of data about PC’s loading and 
scores; and Hotelling’s T2 statistics. The graphs shown in 
figure 7 are available for all principle components consid-
ered for modelling. The loading vectors are the link be-
tween measured variables and principal components. The 
score vectors represent the co-ordinates of the data points 
projected on the principal components. The base model 
consists of data about PC’s scores and PC’s loadings with 
95% and 99% confidence limits. The 95% confidence 
limit is considered as 'Warning Limit' and 99% limit is 
considered as 'Action Limit'. The figures: 7 shows loading 
and scores of Hotelling’s T2, PC1, PC2, PC3, PC4 and 
PC5 respectively. The loadings are the link between 
measured variables and principal components. A common 
statistics, Hotellings T2 value, from the values of many 
variables (PCs) can be plotted in a control chart as shown 
in figure 7. The score plots of Hotellings T2 and PC re-
flect all the observations are within the normal operating 
range. As an example: Bivariate plots between the scores 
of PC1- PC2, PC1-PC3, PC1-PC4 shows that all the ob-
servations are with the limits (Figure 8). This model is 
used to monitor new observations, which is described in 
the following section. 

 

 
Figure 7. PCA – base line model. 
 

 
Figure 8. An examples of bivariate plot between Principal Com-
ponents for base model. 
 
3.3.2 Monitoring of new operational data to ascertain if 
control is maintained 
When a PCA model was established based upon historical 
data collected (when only common cause of variation was 
present) future behaviour can be referenced against this 
nominal or 'in-control' representation of the process. The 
contribution plots are the tools to identify components of 
the processes making a significant contribution to the 
observed variances in the process. The loadings indicate 
that which variables are important. The purpose of the 
contribution plots is to suggest the investigator where to 
begin investigation and the contributions help interpret 
the events that are identified as special causes by querying 
the underlying data. The following section percents brief 
description about experimentation’s and it is results. 
Table 3 shows 41 to 47 weeks data’s. Where 41st, 42nd, 
43rd and 44th data’s obtained from project record and 45th, 
46th, 47th records are made upon assumption for the pur-
pose of testing. This data sets are tested using the above 
base model (PC scores, loadings, T2 chart). 
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Table 3. Test data table. 

 
 
T2 Statistics (T2 control chart)  
The T2 statistics for the test data is shown in Figure 9. The 
chart shows that the observations are with in the 95% 
limit. 

 
 

 
 

 

 
 

 
 

 
Figure 9. Hotellings T2 and Principal components (1, 2, 3 , 4 and 
5) scores on test data. 
 
PC’s Score plots 
As explained in the section above, the score plots of PC 
reflect whether the observations are within the normal 
operating range or out of control. Out-of-control situation 
occur, due to the different loadings of variables on each 
principal components, some PC's will be in the operating 
range and some will be outside the limit. Looking at the 
PC scores, the observations that are out-of-control can be 
identified. In Figure 11 shows that, PC5 within the 95% 
limit, PC1, PC2, PC3 and PC4 are outside the 99% limit 
(action limit). Bivariate plots between the scores of PC1 
and PC2 shows the observations that are outside the limits 
(Figure 9). The next step is to investigate why the process 
is outside the warning limit, which can be carried out in 
the ways described in the subsequent sections. 
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Figure 10. an examples of bivariate plot between Principal 
Components for test model. 
 

 
Figure 11. Visualisation of process variables. 
 
Investigations of the loading (Contribution plot) 
The next step was to identify the causes of the process 
moving away from desired state. Using principal compo-
nents score plot we can see if samples differ from each 
other but we cannot explain why they are different. The 
loading plots are the link between the measured variables 
and the principal components and the loadings indicates 
that which variables are important. The loading plots are 
the coefficients of the variables in the principal compo-
nents and thereby indicate the contributions of each 
measured variable to that PC. The loading analysis offers 
the possibility to link an observed residue increase to the 
variable(s) associated with it. The contribution plots iden-
tify components of the processes making significant con-
tribution to the observed variances in the process. In Fig-
ure 9 PC1 scores show that the observation #7 is outlier 
and PC1, PC2, PC3 and PC4 scores shows that the obser-
vations #2, #3, #4 are outliers. The purpose of contribu-
tion plots is to suggest the investigator where to begin 
investigation and the contributions help interpret events 

that are identified as special causes by querying the un-
derlying data.  

- In PC1 most influential variables are labour rating, 
SPI, CPI, Time lost and quality. While investigating 
sample #7 with other base line samples it is clear that 
variables SPI, CPI, Time lost and quality are main fac-
tors (showing higher performance) causing the out of 
control. Similarly investigating samples #2, #3 and #4 
the base line samples it is clear that SPI, CPI, Total 
time lost, quality and labour rating are main factors 
(showing lower performance) causing the out of con-
trol situation.  

- In PC2 most influential variables are sunshine hrs, 
temperature, AD performance and supplier perform-
ance and Total time lost. When investigating samples 
#2, #3 and #4 with other baseline samples, it is clear 
that sunshine hrs, temperature, AD performance, and 
Total time lost are main factors (show low perform-
ance) causing the out of control situation. 

- In PC3 most influential variables are rainfall, labour 
availability, supplier performance and SPI. When in-
vestigating samples #2, #3 and #4 the baseline sam-
ples, it is clear that rainfall and SPI are main factors 
(showing low performance) causing the out of control 
situation. 

- In PC4 most influential variables are supplier per-
formance, labour availability, rainfall and CPI. When 
investigating samples #2, #3 and #4 the baseline sam-
ples, it is clear that rainfall and CPI are main factors 
(showing lower performance) causing the out of con-
trol situation. 

As described above in 41st, 42nd , 43rd , 44th weeks out-of-
control signals were obtained. Through investigation of 
PC loading plots it has been identified that adverse 
weather condition, AD(Architect/Design Engineer) per-
formance, total time lost, CPI and SPI are the main fac-
tors (showing low performance) causing the out of control 
situation. Therefore the project managers were able to 
understand the root causes for out of control signal and 
make corrective action to bring out of control variables 
into control. The variables having highest values should 
be reduced or increased to bring the process in-control 
state. As illustrated in PC score plots (figure 5.16) in the 
following weeks (45th and 46th ), due to improvement in 
weather condition, AD performance, communication and 
labour productivity rating, the site performances were 
brought back to the control limit. This also resulted, im-
provements in other variables such as SPI, CPI and qual-
ity. 
 
3.4 Information visualisation 

Visualisation, in the context of this study, means a 
graphical representation of data or concepts. The IMCS 
visualisation component provides facilities to visualise 
data in 3D Virtual Reality environment dynamically. In 
IMCS the VR visualisation component able to reads data 
from the relational database dynamically and creates a 
VRML model (Figure 13 and 14) that can be viewed us-
ing 3D-VR viewers. These VRML models enable project 
managers to identify construction site performance and 
relationship between the variables. The other facilities 
include the interactive display of data attributes in the 
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graph and simulation of information based on certain at-
tributes such as time or variation of values against other 
variables.  
 
3.5 System evaluation  

In order to test and validate the system evaluation session 
were contacted with the project managers of the collabo-
rating company. The tests were indicated that perform-
ance results measured by the developed performance 
measurement are significant suggesting that new per-
formance measurement system able to produce complete 
picture about site performance. The development of cur-
rent level of the electronic site diary provides template for 
record site information measure site performance on 
weekly basis. Through evaluation, it was concluded that 
the IMCS-CON can provide an insight into the effect of 
internal and external performance variables on the con-
struction process and how any deviation from the ‘con-
trolled state’ of construction performance variables 
should be explored and tackled. Implementing of the 
MSPC technique to a monitoring and control construction 
process: In the MSPC, PCA was used to model construc-
tion performance variables and establishes a base line. 
The new data can be monitored against normal condition 
(base line), when the process is found to be out of control 
the system can provide dynamic feedback for managers 
therefore managers can decide corrective actions. 
Through a real case study project, fifteen variables for ten 
categories were modelled using MSPC approach. Utilis-
ing historical data about fifteen construction process vari-
ables PCA baseline model has been established with the 
five PCs. The PCA base line model was experimented 
with new data and it has been identified that the model 
was significant, when the process is out of control, the 
model indicates with a signal and the managers able to 
identify the root causes for “out of control” through inves-
tigating contribution plots (PCs and Hoteling T2 charts). 
The contribution plots are the tools to identify compo-
nents of the processes making a significant contribution to 
the observed variances in the process. The loadings indi-
cate that which variables are important. The purpose of 
the contribution plots is to suggest the investigator where 
to begin investigation and the contributions help interpret 
the events that are identified as special causes by querying 
the underlying data. The system can be utilised to confirm 
that MSPC technique can provide an insight into the ef-
fect of internal and external variables on the construction 
process and how any deviation from the ‘controlled state’ 
of construction process should be explored and tackled. In 
order to evaluate the system data from a single project 
were used to model the variable using PCA. The more 
accurate PCA model can be achieved by considering more 
number of data. Further more, as the proposed technique 
required many variables to be analysed, data of many 
internal process variables could be analysed. 
The 3D graphical visualisation of variables values were 
tested with project managers in the collaborative com-
pany. It was identified that the visualisation assisted man-
agers in understanding the relationship between variables 
and therefore more quality decisions can be made. Also, 
the visualiser helped managers in deviation detection i.e. 
for the discovery of anomaly and changes; identification 

of relationship between variables; summarisation i.e. 
viewing of the information provided in large databases 
can be summarised and viewed in one user friendly and 
interactive environment and viewing data variations ac-
cording to time. 
Further, through evaluation it has been highlighted that 
IMCS-CON concept is useful for company project per-
formance benchmarking and continues improvement. The 
IMCS-CON system enable to monitors and control wide 
area of construction performances. The IMCS-CON sta-
tistically analyses current variables with historical data 
and highlights root cause of variables which originate 
system out of control. If the root cause variable out of 
control is external to the company it can be brought to the 
client attention. Therefore IMCS-CON can also be used 
as a tool to prove to the client the real problem on site and 
request for time extension or claim. 
 
 
4 CONCLUSION 

The IMCS-CON developed and tested a conceptual sys-
tem for monitoring and controlling construction proc-
esses. It is envisaged that the IMCS-CON provides a tool 
and methodology to monitor and control construction 
process variables, thereby ensuring effective and closer 
construction project monitoring and control with improve 
on-site productivity. However, successful implementation 
of the developed technique and tool will largely depend 
on advancement of future research and development, 
proven business cases, as well as human resource devel-
opment and transformation of working culture in the in-
dustry. 
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ABSTRACT: Constructability review is frequently mentioned as solutions to industry-wide problems of improving de-
sign efficiency and reducing construction errors. Despite numerous attempts to conduct constructability review, few 
practical implementations can be found in construction industry today. Inspired by the efforts of industrial researchers 
in investigating the collaborative aspects of integrated industrial design, the collaboration aspects in constructability 
review process (CRP) should be well addressed in order to fulfill the promises of constructability review. The study 
presented in this paper attempts to gain a better understanding of the collaborative process among parties from differ-
ent disciplines in CRP. Insights and knowledge learned from highly integrated industrial design are transferred to con-
structability review domain to gain better understanding of the collaborative interfaces, and the barriers and enablers 
that influence the creation of shared understanding among different parties. This paper also formulates a method for 
empirical study of the collaborative aspects in CRP. Future work is to conduct case studies on industrial CRP with the 
developed method. 
KEYWORDS: collaboration, enablers, barriers, interface, constructability review process, empirical study. 
 
 
1 INTRODUCTION 

Constructability review is frequently mentioned as solu-
tions to industry-wide problems of improving design effi-
ciency and reducing construction errors. Despite numer-
ous attempts to conduct constructability review, few prac-
tical implementations of CRP can be found in construc-
tion industry today. Nowadays, both industrial practitio-
ners and researchers have investigated the organizational 
and collaborative aspects of integrated industrial design. 
Constructability review demands effective multi-
disciplinary collaboration and shares common features 
with integrated industrial design. The promises of con-
structability review remain unfulfilled, and both research-
ers and practitioners have not yet put much effort into the 
collaborative aspects of constructability review process 
(CRP). This makes that the involved parties are not able 
to create shared understanding about the design they are 
reviewing. Shared understanding about designs is impor-
tant because it influences the quality of the end result of 
the design process (Valkenburg, 2000). The aim of this 
study is to gain a better understanding of collaborative 
aspects of parties from different disciplines involved in 
CRP. The purpose is to facilitate the knowledge transfer 
from industrial collaborative design into CRP for im-
provement.  
In order to show what kind of collaborative processes this 
paper compares, Section 2 discussed the main characteris-

tics of CRP and Section 3 presented the collaborative as-
pects of industrial design process (e.g., the way different 
parties are involved in the different stages of the industrial 
design process). Section 4 focused on the factors (en-
ablers and barriers) that influence the creation of shared 
understanding among parties from different disciplines in 
CRP, and examined the collaborative interfaces between 
parties in CRP. Section 5 formulated a method of empiri-
cal study to create knowledge on the factors that influence 
the creation of shared understanding. 
 
 
2 CONSTRUCTABILITY REVIEW PROCESS 

Constructability is the optimum use of construction 
knowledge and experience in planning, design, procure-
ment, and field operations to achieve overall project ob-
jectives (“Constructability” 1986). Constructability re-
view process (CRP) formally review projects and address 
constructability issues which usually occur at the design 
stage. Such multidisciplinary reviews intend to improve 
the constructability of projects as well as the design. CRP 
typically involves various parties such as planners, de-
signers, engineers, constructors, suppliers, sub-
contractors, etc. 
Previous research has addressed various aspects of con-
structability and primarily sought to understand the ele-
ments in a CRP, and the optimal way to implement a 



CRP. For example, Fischer and Tatum (1997) developed 
models to classify constructability knowledge. Navon et 
al. (2000) developed methods to automat the process of 
constructability reviews. Surveys were conducted to bet-
ter understand the CRP, and to quantify the advantages 
obtained from constructability reviews (Anderson et al. 
1999; Uhlik and Lores 1998). O'Connor and Miller (1994) 
identified four major types of barriers involved in CRP: 
cultural, procedural, awareness, and incentive barriers. 
Cultural barriers are caused by company tradition, in-
flexible attitudes, frozen mind-sets, or other ingrained 
paradigms within the organization. Procedural barriers 
result from established methods or practices considered 
"set in stone," or by a lack of interest in trying new ideas 
or suggestions that might force revision or changes to 
standard operating procedures. Awareness barriers in-
clude those arising from a lack of understanding of the 
goals, concepts, methods, and benefits of constructability, 
or a lack of comprehension of the application of these 
items to organizational practices. Incentive barriers are 
caused because no motivation or inducement for construc-
tability implementation is present (O'Connor and Miller 
1994). The focus of the study presented in this paper is on 
the collaborative aspects between parties from different 
disciplines involved in CRP. 
 
 
3 CHARACTERISTICS OF INDUSTRIAL DESIGN 

PROCESS (IDP) 

Industrial design projects are nowadays performed in 
multidisciplinary design teams. This means that, all disci-
plines involved in the IDP, are ideally involved from the 
beginning until the end. Figure 1 shows the IDP. The dif-
ferent tones of the team members around the table 1 rep-
resent their discipline. The three different tables represent 
different phases of the design process. (Different disci-
plines, such as, Market research, Sales and Quality Con-
trol can also be involved in the team.)  
Figure 1 also shows that Marketing, R&D and Production 
are involved from the ‘definition of the market need’ (or 
‘definition of new technology’) until the final product has 
been developed. This is important since most decisions 
concerning the design of the new product are taken in the 
first phases of the design process. If production for exam-
ple is not taken into account in the early phases, the prob-
lems that occur in the final product that are related to pro-
duction issues can only be solved cosmetically. 

 
Figure 1. The collaborative industrial design process (Kleins-
mann 2006). 
 
In order to facilitate IDP, companies use Stage Gate 
Models that describe the activities that need to be per-

formed in order to develop the new product (Cooper 
1988). However, these prescriptive Stage Gate models 
implicate an undisturbed flow of activities during IDP, 
which differs greatly from practice. This is because (in 
addition to cooperative aspects), collaborative aspects 
play an important role in IDP. 
Collaboration between disciplines in an IDP process is 
difficult and delicate since the actors have different 
knowledge bases and they represent the design they are 
making differently (Buciarelli, 1996). Additionally, they 
communicate in different jargon about the product to be 
designed. The different team members also represent a 
different department within the company. Therefore, they 
have different responsibilities that result in different inter-
ests. The mutual interests of the different team members 
are often in conflict. 
All the aspects mentioned cause team members difficul-
ties to create shared understanding about the design they 
are making. Valkenburg (2000) showed that the creation 
of shared understanding influences the quality of the end 
result, which shows the importance of the collaborative 
aspects of the IDP. Furthermore, interviews with several 
managers of IDP have revealed that multidisciplinary 
design teams have to deal with collaboration problems on 
a daily base.  
Kleinsmann (2006) defined the collaborative design proc-
ess as: 
Collaborative design is the process in which actors from 
different disciplines share their knowledge about both the 
design process and the design content. They do that in 
order to create shared understanding on both aspects, to 
be able to integrate and explore their knowledge and to 
achieve the larger common objective: the new product to 
be designed.  
This definition of collaborative design shows that the 
main aspects in the collaboration process are: 

- knowledge creation and integration between actors 
from different disciplines 

- communication between the actors about both the de-
sign content and the design process 

- the creation of shared understanding about the sub-
jects communicated 

Knowledge creation and integration are the goal of the 
collaborative design process. If actors are not able to cre-
ate and integrate knowledge, then they will not be able to 
design a new product. The actors involved in the design 
project share and create knowledge through design com-
munication. The actors communicate orally and through 
the use of textual documents. Additionally, drawings and 
prototypes play an important role in supporting content 
related design communication. The quality of the design 
communication depends on the process of creating shared 
understanding. Therefore, it is necessary to create insight 
into the process of creating shared understanding between 
actors involved in a collaborative design project. There is 
not much literature on collaborative design as it is defined 
here. However there is research done on the three main 
aspects of collaborative design. For a complete literature 
review on these aspects of collaborative design see: 
Kleinsmann, 2006 pp. 29-71. 
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4 COLLABRATIVE ASPECTS IN CONSTRUC-
TABILITY REVIEW PROCESSES 

Since the process of creating shared understanding influ-
ences the quality of the end product, it is important to 
know what factors influence the creation of shared under-
standing. Kleinsmann (2006; 2007) investigated these 
factors and their mutual relationship. This section shows 
how the factors found in the research of Kleinsmann can 
be applied to the CRP process. O’ Connor and Miller 
(1994) also found some additional factors that are also 
applied to the CRP process. 
 
4.1 Enablers and barriers in CRP  

This section discussed the influence of the factors on the 
creation of shared understanding in CRP. Knowing these 
factors is the first step towards implications towards im-
proving CRP. These factors will either support or hamper 
the creation of shared understanding. Factors that support 
the creation of shared understanding are called enablers 
and factors that hamper the creation of shared understand-
ing are barriers. The construction industry needs to be 
aware of these common barriers and work to mitigate 
their effects. The work presented in this section allows 
corporate and project level constructability review pro-
gram managers to determine which of the common barri-
ers they should expect to encounter.  
In order to create more insight into the nature of the barri-
ers and enablers in CRP, these factors are categorized into 
three levels: party-level, project-level, and corporate-
level. Barriers on the party level deal with direct collabo-
ration between two parties executing a design task. Parties 
from different disciplines have different interests and re-
sponsibilities because of their different design tasks. Par-
ties also have different project approaches while perform-
ing their tasks. This will influence their collaboration 
process. An example of a barrier on the party level is that 
the constructor does not know how to interpret informa-
tion from the architect. He does not know exactly for 
which purpose a shore should be erected. This example 
shows that there is no shared understanding between the 
constructor and the architect. The constructor is not able 
to properly fulfill his own task because he does not have 
the information he needs. An example of an enabler on 
the party level is that the architect is capable of explaining 
the application of the shore to the constructor. A list of 
party-level factors involved in CRP is identified in Table 
1. The second level is the project level. Barriers on the 
project level deal with project-specific factors, such as 
planning, monitoring, budget, and project organization. 
An example of barriers on the project level is the low ef-
ficiency of information processing (e.g., it is unclear what 
information is needed). An example of enablers on the 
project level is the active use of the Minutes of Meeting. 
A list of project-level factors involved in CRP is identi-
fied in Table 2. The third level is the corporate-level. Bar-
riers on the corporate level deal with how the involved 
parties organize their CRP and how they apply its re-
sources. An example of a barrier on the corporate level is 
that in the middle of CRP, problems are not solved ade-
quately because certain mechanical engineers are re-
moved to new projects and no longer dedicated to the 

CRP. This indirectly hampered the achievement of shared 
understanding. An example of an enabler on the corporate 
level is that at the beginning of the CRP, relevant parties 
from different disciplines are put together in a team. This 
multidisciplinary team takes all requirements from the 
different departments into account early on in the project. 
A list of corporate-level factors involved in CRP is identi-
fied in Table 3. 
Table 1. Identification of Party-level Factors in CRP 

Factors Discussions 

The ability to iden-
tify constructability 
issues 

The parties involved might be strong in 
identifying constructability issues, or might 
fail in searching our problems. 

The experience of 
parties 

The enablers within this factor deal with the 
experience that parties have with the other 
parties’ regular tasks. The barriers are lack 
of experience of other parties (e.g., lack of 
construction experience in designers).  

The applicable 
knowledge of a party 

e.g., the designer’s partial understanding of 
construction requirements  

The ability of parties 
to make a transfor-
mation of knowledge 

It concerns the knowledge exchange be-
tween different disciplines. Since parties of 
different disciplines use different knowl-
edge, a transformation of knowledge is 
always needed. The parties need to trans-
form both the content of the knowledge and 
the representation of the knowledge. In both 
cases, the barriers within this party deal with 
the translation of design or construction 
specification into knowledge that other 
relevant parties (archi-
tects/engineers/constructors) can use during 
their own respective tasks. 

The view of a party 
on the CRP  

• The view on CRP benefits (e.g., the 
resistance of the owners to formal con-
structability approaches because of the 
highly visible extra cost to projects) 

• The view of a party on the process to 
follow (e.g., perception of increased li-
ability and reluctance of genuine com-
mitment) 

• The view of a party on the knowledge 
to be shared (e.g., reluctance of field 
personnel to offer preconstruction ad-
vice) 

The empathy of the 
party about the inter-
est of a task 

This factor deals with the understanding of 
the content and interest of one’s task. In 
addition, it is about to what extend a party is 
able to interrelate his tasks to other (interre-
lated) tasks. The barriers within this factor 
deal with: parties do not fulfill a task that is 
required because they are not aware of the 
interest of the task or they underestimate a 
task or, parties perform a task and do not 
inform other parties, since they do not know 
that the information is important for the 
other party. An enabler might be that if a 
party knows the context of his task, he has 
more empathy for other tasks just outside the 
direct scope of his own task. 

The view on team-
building 

Lack of mutual respect between designers 
and constructors, e.g., unreceptive to con-
tractor innovation. 

The ability of parties 
to make use of dif-
ferent communica-
tion methods  

Poor communication skills 

The equality of the 
language used be-
tween the parties 

It concerns the different jargon that the 
parties use (both in words as well as in 
drawings). 

Personality and cor-
porate cultural 

e.g., diverging goals between designers and 
constructors 
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Table 2. Identification of Project-level Factors in CRP. 

Factors Discussions 

Physical barri-
ers 

Geographically distant parties have to arrange 
time and transport for face-to-face constructability 
review meetings. 

Incentives and 
rewards 

As an encouragement for CRP, parties usually get 
paid extra for doing work outside of the scope of 
their assignment. 

The efficiency 
of information 
processing 

It concerns the information exchange between 
parties. The important barriers are: 
• the status of the documents are not suffi-

cient 
• it is unclear what information is needed 
• there are iterations due to mistakes 
• there are too few meetings for processing 

information 
• in meetings sometimes not the most impor-

tant issues are discussed 
• appointments are made orally and can not 

be found on paper 
 
Enablers are: 
• the early involvement of relevant parties 
• the active approach of party toward the 

other party 
• the availability of efficient information 

management systems 
• the active use of the Minutes of Meeting 

The quality of 
project docu-
mentation 

• ongoing changes in the documents 
• incomplete documents 
• it is unclear how to deal with certain docu-

ments 
• different versions of the same document 
• unclear structure of the document 

Availability of 
formal man-
agement proc-
esses 

Enablers will be an on-site CRP program manager 
to coordinate the entire formal process. 

The division 
of labor 

E.g., there is a lack of manpower at the beginning 
of CRP, due to another uncompleted project. 
Furthermore, the corporate does not have enough 
manpower to do all CRP activities.  

Project con-
trollability 

• The controllability of project budget, e.g., 
reluctance to invest additional money 
and/or effort in CRP 

• The controllability of design changes  
• The controllability of project quality 

 
4.2 Interfaces: the relationship between the barriers and 

enablers 

This section shows the individual factors that influenced 
the creation of shared understanding. This section shows 
that these factors occur not isolated. Some of them are 
interrelated to each other. According to Smulders (2006), 
an interaction pattern between parties is an interface if 
two (groups of) parties work to a large extent separately, 
yet share a common boundary. As a result of this common 
boundary, they must interact with each other. One (group 
of) party (s) needs to share their knowledge with each 
other in order to share and create the knowledge neces-
sary. Each interface involved in CRP actually consists of 
barriers and enablers on more than one level (party, pro-
ject, and corporate). Therefore, the enablers and barriers 
within each interface can be identified and analyzed. In 
addition, the identification of interfaces could allow re-
vealing: 

- the knowledge that the parties have to share and create 
within the interface 

- the communication processes between the actors 

- the relationship between the barriers and enablers 
within each interface 

 

Table 3. Identification of Corporate-level Factors in CRP. 

Factors Discussions 

The organiza-
tion of re-
sources 

At the start of the CRP, the “right” resources 
(personnel) needed to be allocated to the project. 
Many parties might go to other projects in the 
middle of CRP, resulting in discontinuity of key 
project team personnel. 

The organiza-
tion of the 
CRP team  

A well organized multidisciplinary team from the 
beginning of CRP in which the important disci-
plines are involved from the project start until the 
end of the project is critical. For instance, the 
designers have never been involved in the con-
struction phase, therefore, they are not used to 
giving their input in other stages along the life 
cycle of project. 

Organizational 
responsibilities 

Designer might not be willing to be involved in 
aspects outside the scope of their own work. They 
only want to be involved in a particular task when 
this is formally arranged. This is partly due to the 
complexity of a design project. For example, a 
design team has to design a bridge for high-speed 
train. This is a complex project all on its own. 
However, it is just a piece of the design of the 
entire high-speed train trajectory. Therefore, there 
exist many interdependencies on different levels 
inside and outside the project team and outside the 
corporate. For the engineers, it is difficult to fore-
see the consequence of getting involved in a task 
outside their direct scope. The necessary paper-
work of this design project also intensifies this. 
Furthermore, the designer team has to be actively 
been involved in integrating aspects that are just 
outside the scope of their own task into their de-
sign. 

 
There are interfaces with their own constructability re-
view team and there are interfaces with the outside world. 
Therefore, two major types of interfaces are identified 
below: 

- The interface with the outside world: examples are the 
interface between CRP team and owners or govern-
ment representative. In interfaces with the outside 
world, there is sometimes a formal relationship be-
tween the CRP team and the other party. At other 
times, the CRP team needs to gain knowledge of the 
parties in the outside world because these parties are 
the future final end users of the constructed facility. In 
all situations, the relationship in the interface can best 
be described as a relationship between a customer and 
a supplier.  

- The interface between parties inside CRP teams: ex-
amples are the interface between designers and con-
structors, the interface between designers and suppli-
ers, the interface between constructors and sub-
contractors, the interface between the design team and 
the suppliers, etc. 

 
 
5 METHOD OF EMPIRICAL STUDY FOR CRP 

In this section, a research method is presented to study the 
collaborative aspects of CRP. This method is based to a 
large extent on the learning history method as developed 



by Roth and Kleiner (2000) and applied by Kleinsmann 
(2006). Figure 2 shows the research method.  

 
Figure 2. Research method for empirical study of CRP (adapted 
from Kleinsmann 2006). 
 
The research method consists of three phases: data gather-
ing, data processing and data analysis. The activities 
which need to be executed in the different phases are de-
scribed in the squares of Figure 2. 
During data gathering, gaining noticeable results is the 
first activity. These noticeable results are gathered during 
CRP meetings. The noticeable results function as input 
for the preparation of the interviews and the desk re-
search. The noticeable results also influence what team 
members are asked to be interviewed, since it is important 
to interview those team members that were most involved 
in the noticeable results. Both the selection of the key 
figures to interview and the set up of the interviews are 
results of this preparation. The last activity of the data-
gathering phase is the actual execution of the interviews 
and the desk research.  
In the data processing phase, the interviews are processed 
and jointly told tales are constructed. Jointly told tales are 
the combination of the transcribed interviews as well as 
the interpretations made by the researchers. The barriers 
and enablers for the creation of shared understanding are 
distilled from the jointly told tales.  
The data analysis phase comprises both the coding and 
validating the barriers and enablers. The coding of the 
barriers and enablers according to the three levels (as pro-
posed earlier in this paper) provides insight into the kind 
of factors that influence the creation of shared understand-
ing. The coherent stories of the parties, combined with the 
observations (executed by a researcher) enable the finding 
of the relationships between the barriers and enablers. 
 
 
6 DISCUSSION 

The next example shows how future CRP processes could 
be improved by the Learning history method in an IDP 
project. This example was transformed from an example 
from industrial design engineering into a CRP problem. 
This section shows the value of the research method pro-
posed in this paper. It would be interesting if we can ap-
ply the method proposed in realistic CRP in the future. 
Imagine the following situation: 
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“A mechanical constructor got an assignment to build the 
hydraulic piping for drainage. In the list of specifications, 
he saw the maximum amount of space he could use for 
the hydraulic piping. From his experience, he knew that 
he was not able to put all of the components he needed in 
that space. The program manager told him that the drain-
age designer came up with this design and specification. 
The constructor asked the drainage designer if he could 
change this design. The designer told him that this was 
the maximum amount of space the constructor could use. 

The designer explained himself with design intention and 
design requirements. Although the designer tried to ex-
plain his point of view clearly, the constructor did not 
understand. By using drawings of drainage design, the 
constructor tried to explain to the designer the impossibil-
ity of getting all the functionality into such a small space. 
The designer did not understand what the constructor was 
talking about. They ended the discussion with the knowl-
edge that there was a space problem. Yet, they were not 
able to negotiate with one another in a productive way in 
order to solve the problem.” 
A CRP program manager who faces the problem can use 
the method presented in this paper to recognize the under-
lying causes of the collaboration problem that occurs on 
the party level. The main problem here is that the designer 
and the constructor are both incapable of transferring their 
knowledge to one another. The major interface lies be-
tween the designer and the constructor if this process is 
regarded as CRP. Looking at the collaborative mecha-
nisms of this interface, a program manager should be 
aware of the fact that this design issue can lead to con-
struction and maintenance problems. In order to manage 
this, a program manager should help the designer and 
constructor transferring their knowledge to one another. 
He should function as a boundary spanner between the 
two parties. If the transition of knowledge is made and 
both parties have learned some of the language of the 
other, then both the designer and constructor can together 
solve the design problem. Furthermore, a program man-
ager should be flexible with the planning of this aspect. 
He should be aware that this design task may influence 
the critical path of the entire project delivery. In order to 
control this, a program manager should also monitor he 
progress and possible problems.  
This method can help program manager to recognize and 
distill the factors (enablers and barriers) and collaborative 
mechanism within his CRP team. The program manager 
should actively observe his own team during their regular 
meetings. He should take notes about the most important 
issues concerning communication about the design con-
tent. During the regular face-to-face meetings (design 
problems or changes) with the separate parties, he can use 
his notes as input for discussing the collaborative aspects 
with the parties. This form of storytelling will provide the 
program manager with knowledge about the collaborative 
aspects of this CRP. The program manager should also 
learn to distill the barriers and enablers from these con-
versations. Dependent on the kind of barriers and enablers 
he has found, he can then decide if he needs to intervene 
to fix some collaborative problems. 
 
 
7 CONCLUSIONS AND FUTURE WORK 

This paper investigated the factors that influence the crea-
tion of shared understanding among experts from differ-
ent specialty services in construability reviews. These 
factors are categorized into three levels: party-level, pro-
ject-level, and corporate-level. Barriers on the party level 
deal with direct collaboration between two parties execut-
ing a design task. Barriers on the project level deal with 
project-specific factors, such as planning, monitoring, 
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budget, and project organization. Barriers on the corpo-
rate level deal with how the involved parties organize 
their CRP and how they apply its resources. This paper 
also formulates a method to implement empirical study of 
the collaborative aspects involved in a specific construc-
tability review process. This method is based on the iden-
tification of factors (enablers and barriers) at each inter-
face (e.g., interface between designers and constructors) 
that exists in a CRP. Future work will use the findings of 
this paper and the presented method to implement case 
studies from existing CRP in construction industry. The 
results from the case study will be used to reflect the 
method and conclusion can be made accordingly. 
 
 
REFERENCES 

Anderson, S. D., Fisher, D. J., and Rahman, S. P. (1999). ‘‘Con-
structability issues for highway projects.’’ ASCE Journal of 
Management in Engineering, 15 (3), 60–68. 

Bucciarelli, L.L., Designing Engineers, 1996, (The MIT Press, 
London, England). 

“Constructability: A primer.” (1986). Publication 3-1, Construc-
tion Industry Inst., University of Texas at Austin, Austin, 
Tex. 

Cooper, R. G. (1988). “The new product process: a decision 
guide for management”, Journal of Marketing Management, 
3, 238-255. 

Fischer, M., and Tatum, C. B. (1997). ‘‘Characteristics of de-
sign-relevant constructability knowledge.’’ ASCE Journal of 
Construction Engineering and Management, 123(3), 253–
260. 

Kleinsmann, M. S. (2006). Understanding collaborative design, 
PhD thesis, Delft University of Technology. 

Kleinsmann, M., Valkenburg, R., and Buijs, J. (2007). "Why 
do(n't) actors in collaborative design understand each other? 
An empirical study towards a better understanding of col-
laborative design." CoDesign, 5(1), to be published. 

Navon, R., Shapira, A., and Shechori, Y. (2000). ‘‘Automated 
rebar constructability diagnosis.’’ ASCE Journal of Con-
struction Engineering and Management, 126 (5), 389–397. 

Roth, G. and Kleiner, A. (2000). Car Launch – The Human Side 
of Managing Change, New York, Oxford University Press. 

O'Connor, J. T. and Miller, S. J. (1994). “Barriers to construc-
tability implementation”, ASCE Journal of Performance of 
Constructed Facilities, May, 8 (2), 110-128. 

Smulders, F.E., Get Synchronized: bridging the gap between 
design and volume production. PhD Uhlik, F. T., and Lores, 
G. V. (1998). ‘‘Assessment of constructability practices 
among general contractors.’’ ASCE Journal of Architectural 
Engineering, 4 (3), 113–123. 

Uhlik, F. T., and Lores, G. V. (1998). ‘‘Assessment of construc-
tability practices among general contractors.’’ ASCE Jour-
nal of Architectural Engineering, 4 (3), 113–123. 

Valkenburg, R. (2000). The reflective practice in product design 
teams, PhD thesis, Delft University of Technology. 

 



ADJUSTING A TOOL FOR COLLABORATIVE PLANNING TO REQUIREMENTS IN    
PRACTICE - REALISATION OF A CLIENT-SERVER ARCHITECTURE 
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ABSTRACT: The planning of projects in building engineering is a complex process which is characterized by a dy-
namic composition and many modifications. For a computer-aided and network-based cooperation a formal description 
of the planning process is necessary. In the research project “Relational Process Modelling in Cooperative Building 
Planning” a hierarchical process model was defined and divided into three parts: an organisation structure, a building 
structure and a process structure. Furthermore, we implemented a prototype graph modelling tool in Java to build up 
the process model dynamically. Our tool includes functions to instantaneously check the structural correctness of the 
graphs. The usage of critical path and Petri net methods is possible.  
In our transfer project “Verification of a Tool for Co-operative Planning in Practice”, we currently use a practice 
building project to test our process model and the prototype implementation. With many engineers working on the 
process model in collaboration, our implementation needs a client-server architecture to allow distributed work. This 
architecture comes along with different types of problems: simultaneous work demands a real-time status and thus Cli-
ent-Callback, for instance through firewalls. The separation of model and view is difficult, and finally concurrent modi-
fications have to be prevented. In this context, problems and solutions are discussed. 
KEYWORDS: project management, process modelling, network based collaboration, client-server architecture. 
 
 
1 INTRODUCTION 

In building engineering every state of design, planning, 
construction and usage is characterized by specific proc-
esses. These processes can be organized very efficiently 
with the support of modern information and communica-
tion technology. 
Within the research project “Relation Based Process 
Modelling of Co-operative Building Planning” we have 
defined a consistent mathematical process model for 
planning processes and have developed a prototype im-
plementation of a tool to model these processes.  
This research project was embedded in the priority pro-
gram 1103 “Network-based Co-operative Planning Proc-
esses in Structural Engineering” supported by the German 
Research Foundation (DFG). The research work is now 
continued within the transfer project “Verification of a 
Tool for Co-operative Planning in Practice” promoted by 
the DFG for the next 18 months. 
Besides the process model, this paper will discuss prob-
lems adjusting our prototype implementation to collabora-
tion in practice regarding client-server aspects. 
 
 
 
 
 

2 MATHEMATICAL PROCESS MODEL 

2.1 Overview 

Our process model is divided into three sub models: a 
process structure with states and activities for time sched-
uling, a building structure with structural and spatial 
building components and an organisation structure with 
participants and roles for resource planning (see figure 1). 
Between the sub models various relations exist. For the 
description we use the algebra of sets and relations as 
well as the graph theory. Each sub model is represented 
by a hierarchical bipartite graph. 

 
Figure 1. Process model. 
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2.2 Process structure 

The process structure covers all planning activities. Ac-
tivities represent work packages carried out by planning 
participants within a prescribed time period. They are 
specified on the basis of tasks for components of the 
building structure. The directed relationships from one 
activity to a successive activity are specified by states. 
Activities and states form the bipartite graph PS which is 
acyclic and called workflow graph. 
PS:=(A,T;AT) with TAAT ×⊆  
A Set of activities 
T Set of states 
AT Relation between activities and states 
 
2.3  Building structure 

The building structure covers the planning states of all 
building elements. Relations between components are 
defined by connections. Within the context of planning 
processes, the building structure only contains topological 
information about the building. All information on di-
mensions, material and documents are part of the product 
model. For each component a planning schedule with a 
set of planning tasks has to be defined. Every task has a 
certain planning state with references to the correspond-
ing objects or documents of the product model. The plan-
ning of a component is finished, if all tasks are carried 
out. Components and connections form the bipartite graph 
BS.  
BS:=(C,F;CF) with FCCF ×⊆  
C Set of components 
F Set of connections 
CF Relation between components and connections 
 
2.4 Organisation structure 

The cooperative planning process requires an organisation 
structure for planning participants and their different 
planning roles. Planning participants represent planning 
actors, planning groups, offices or subcontractors. For 
every planning participant one or more planning roles can 
be defined. To carry out certain planning tasks planning 
appropriate roles are required. Planning participants and 
planning roles are managed in two sets. These disjunctive 
sets of roles and participants in combination with the cor-
responding relation build up the bipartite graph OS. 
OS:=(R,P;PR) with RPPR ×⊆  
R Set of roles 
P Set of participants 
PR Relation between participants and roles 
 
2.5 Hierarchy 

During the term of planning, most structures are specified 
in more detail. Therefore, nodes can be refined: they can 
contain or represent subnodes. Thus, all three structures 
of our process model are hierarchical.  
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The recursive refinement of nodes to a level with more 
detail is called decomposition. The reverse operation is 
the composition. Figure 2 shows an example of a hierar-
chical building structure. 

The consistent composition of components and connec-
tions with their relationships is important for further 
analysis. The hierarchical bipartite undirected graph is 
consistent, if an undirected relationship on a higher level 
is associated with an undirected relationship on a lower 
level and vice versa. 

 
Figure 1. Hierarchy in the building structure. 
 
 
3 PROTOTYPE PROCESS MODEL EDITOR 

To build up the process model dynamically, we developed 
a graph modelling tool, implemented in Java. The graph 
structure is represented by bipartite graph classes and 
trees for the hierarchy. A geometry model provides the 
layout of the graph.  
There are several software products on the market for 
modelling graph structures but most of them lack of fea-
tures for testing structural properties. Our tool includes 
functions to instantaneously check the structural consis-
tency and the structural correctness of the graphs. Struc-
tural attributes for instance like deadlocks, synchronisa-
tions or the lack of synchronisations are displayed in dif-
ferent colours and described by an index (see figure 3). 

 
Figure 2. Screenshot of the process model editor. 

 
Furthermore, we implemented critical path and Petri net 
methods for the hierarchical process structure. With the 
critical path methods, it is possible to plan and observe 
the time schedule for the processes. A positive real time 
value is assigned to every activity, in order to enable the 
calculation of the critical path. 



With the help of the Petri net methods, several tasks can 
be accomplished. Besides analysing the process structure, 
it allows an event oriented communication: when a state 
is reached, certain users are notified by electronic mail. 
Then, they can for instance withdraw results, make deci-
sions or start their work. 
 
 
4 PRACTICE BUILDING PROJECT 

Currently, we are working on our transfer project to re-
search the use of the developed process model and the 
implementation in practice. In collaboration with our 
practice partner Sellhorn Engineering Company we se-
lected a completed building project in Hamburg, Ger-
many. 
The planning of this office building, in which 14 engi-
neers were involved, is completely remodelled with our 
planning tool. The structures of the organisation, of the 
building itself, and of the planning process are set up dy-
namically by different actors in a collaborative environ-
ment. The technical problems of this collaboration are our 
main concerns right now: the process model editor has to 
support distributed and simultaneous working. 
 
 
5 CLIENT-SERVER ASPECTS IN PROCESS MOD-

ELLING 

5.1  Architecture 

In a collaborating environment, where many involved 
persons work on the same project and thus on the same 
process model, a client-server architecture is needed. The 
only process model is kept on the server. Clients can con-
nect to the server an submit their changes.  
Our Process Model Editor software uses Java RMI (Re-
mote Method Invocation) for the communication between 
server and clients. All the transferred objects must be se-
rializable. The client side software is provided via Java 
Web Start. The server uses an object-oriented database, 
DB4O, to store the process model. The changes, which a 
client transmits to the server, are called updates. They are 
equipped with a GUID (Globally Unique Identifier) and 
for logging reasons (the succession of changes can be 
reproduced) not only executed on the process model but 
also stored in the database.  
This configuration works fine as long as only one user 
changes the process model at a time. But the more people 
are involved in the project, the more likely it is, that they 
work on this project at the same time. Therefore, the 
software has to assure each client a “real-time” status. 
When one client submits an update, the server has to send 
this update to all connected clients. Thus, the server must 
contact the clients (not vice versa), which is called Client-
Callback.  
Client-Callback often causes problems, since many con-
nections have to pass firewalls and PAT-Routers (Port 
Address Translation) (see figure 4). Thus most connec-
tions are initiated by the client, kept alive, and then used 
by the server for sending information. 

 
Figure 3. Client-server architecture. 
 
5.2 Model – view – control  

The separation of client and server causes a chain of prob-
lems that have to be solved. First of all, it is difficult to 
stick with the MVC-Concept (Model-View-Control), to 
clearly separate the model from the view. The “model” of 
our implementation is the process model, which is repre-
sented by hierarchical bipartite graphs. The view is repre-
sented by a geometry model, which mainly consists of the 
coordinates of the nodes.  
In a first approach, every user should have his own view. 
But furthermore, every user should also be able to log in 
from any computer around the world. Therefore it is im-
possible to save the view on the user's computer (client). 
A solution could be to save one view per user on the 
server. In a multi-user-environment this can cause huge 
amounts of data on the server. Furthermore, this solution 
does not solve the following problem: if one user adds a 
node, where does it appear in the views of the other users 
? Random ?  
We chose a different approach: basically the same view 
for all users, one geometry model. Needless to say, this 
solution is not problem-free. When a user moves a node, 
this node also has to be moved in the views of all other 
users. Every client has to be notified. This is not the case 
for node refinement. If a user “opens” a node (its view), 
so that subnodes are visible, this is not part of the geome-
try model and shall not be transferred to the other users, 
because other users may work on different parts of the 
model. 
However, in the single-user mode of our editor, there ex-
ists a connection between node movement and node re-
finement: if a node is opened, it changes its size, and 
nodes in the direct neighbourhood are automatically 
moved away to avoid overlapping (see figure 5). 

 
Figure 4. Node movement. 
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In multi-user mode though, this is impossible because of 
the eventuality of locked nodes, many refined nodes and 
their recursion. Thus we now allow the overlapping of 
nodes. 
 
5.3 Concurrent modification 

Last but not least we have to mention the problem of con-
current modification: several users want to change the 
attributes of the same node at the same time. This has to 
be prevented in order to avoid inconsistencies. For this 
purpose we use object locking. When one user edits a 
node, no other user can change the attributes of this node. 
This also applies to the location of the node. And since in 
a hierarchical system the attributes of nodes are often de-
pendent on the attributes of sub- or supernodes, a user is 
not allowed to change or move a node when another user 
is editing a sub- or supernode. 
 
 
6 CONCLUSION 

In this paper we introduced a process model for planning 
processes in building engineering and our prototype im-
plementation of a graph editor to build up the process 
model. In order to test the process model editor in our 
practice building project with many collaborating engi-
neers, we had to deal with client-server aspects. In this 
context, the paper's focus was put on the separation of 
model and view. We chose an approach, which uses the 
same view for all users. Because of occurring problems 
though, we eventually will have to reconsider this deci-
sion. In further development of our tool, we will find out 
whether to prefer an individual zoom function or saving 
one view per user. 
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MODELING A PROJECT SCOPE USING A CASE-BASED REASONING APPROACH 
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ABSTRACT: The availability of a good, complete scope definition in the early stages of a project is widely recognized 
by industry practitioners as a key factor for overall project success. This paper presents a Project Scope Modeling 
Methodology for computerized decision support during the definition of a new project scope. The methodology is based 
on the effective reutilization of historical project scope definitions through the application of Case Based Reasoning 
(CBR), an Artificial Intelligence approach. In CBR, the previous experiences are reused in solving new situations re-
ducing the complexities of modeling reasoning processes. By using CBR, the scope modeling methodology helps to find 
and reuse the most relevant historical information, allowing to easily consult and combine information from multiple 
scope definitions in a computerized environment. The resulting scope definitions are ready to serve as input information 
for different planning purposes. The application for conceptual cost estimating is discussed. 
KEYWORDS: project, scope, planning, modeling, case-based reasoning, methodology. 
 
 
1 INTRODUCTION 

As many other early project management activities, the 
definition of a project’s scope is usually carried out with 
constrained resources and under stiff time restrictions. In 
order to define the scope of a new project, project manag-
ers often reuse scope related information from previous 
projects. The reutilization process may combine a series 
of computer and non-computer activities, several data 
sources, tools, methods and assumptions, all driven by the 
project managers' experience. 
Over the last decades, diverse approaches for computer-
ized assistance have been developed to improve informa-
tion handling processes and easing problem solving. A 
number of innovative approaches have been used to build 
Decision Support Systems (DSS), which are interactive, 
computer-based systems helping users to solve various 
semi-structured and unstructured problems (Sage, 1991). 
As pointed out by Pal and Shiu (2004), successful deci-
sion support systems have been employed in various do-
mains, such as law, medicine, e-commerce, finance, and 
engineering. As in other fields of application, possibilities 
for improving the scope definition process exist through 
the intelligent gathering and use of information following 
a learning process.  
This paper presents a Project Scope Modeling Methodol-
ogy for computerized decision support during the defini-
tion of the scope of a new project. The methodology is 
built upon Case-based Reasoning, an Artificial Intelli-
gence approach to problem solving by means of reusing 
information. In addition, the application of the methodol-
ogy is also discussed in the context of CASEST, a proto-
typical system for scope modeling and conceptual cost 
estimating (Rueda, 2006). 

2 CASE BASED REASONING (CBR) 

Case-based reasoning (CBR) is a thriving paradigm for 
reasoning and learning in Artificial Intelligence (Leake, 
1996). According to Pal and Shiu (2004), Case-based 
reasoning may be defined as a model of reasoning that 
incorporates problem solving, understanding, and learn-
ing. Bergmann et al. (2004) define CBR as a problem 
solving methodology that models human reasoning and 
thinking.  
In Case-based reasoning, a new problem is solved by re-
calling and adapting a solution that was successfully ap-
plied to a previous problem with similar characteristics. 
People routinely use Case-based reasoning instead of em-
ploying methods or solving procedures. Nevertheless, as 
stated by Kolodner (1991), they may suffer from an in-
ability to consistently recall the appropriate prior solu-
tions, distinguish between important and unimportant 
features, recall prior experiences under time pressures, 
and deal with incomplete and uncertain information in 
new problems.  
Case-based Decision Support Systems work with a data-
base of past experiences named cases. As defined by 
Mubarak (2004), cases are episodic couplings of prob-
lems and solutions. This concept can be described as a 
function between domain P (problems) and domain S 
(solutions) where cases are the pairs (problem, solution). 
The problem part of a case is often represented as a list of 
descriptive parameters, while the solution is represented 
in a number of ways such as text, diagrams, graphics, 
trees or hierarchical structures, among others. In many 
situations, an evaluation of the solution is provided with 
the case. A domain of evaluations (E) can be added and 
the case will be the triplet (P, S, E). As explained by Pal 



and Shiu (2004), the problem-solving life cycle in a Case-
based reasoning system consists essentially of the follow-
ing four steps: 

1. Given a new problem, the system retrieves similar 
previously experienced cases (e.g., problem–solution–
evaluation) whose problem part is judged to be simi-
lar.  

2. The case(s) retrieved are reused by copying or inte-
grating its solution parts. An initial solution is found. 

3. The initial solution is modified or adapted in an at-
tempt to solve the new problem. 

4. The new solution obtained is retained in the database 
for future use (along with its problem and evaluation 
if available) once it has been confirmed or validated. 

 
 
3 CASE REPRESENTATION 

Case representation is an important activity for Case-
based Reasoning. As pointed out by Aamodt and Plaza 
(1994), it involves finding an appropriate structure for 
describing, visualizing and using case contents. Figure 1 
presents a building project example (core/shell project) 
that shows the case representation proposed for the Pro-
ject Scope Modeling Methodology described later.  
The Scope Modeling Cases contain a problem and a solu-
tion part. The problem part is represented as a “project 
description” or list of project parameters in the form of 
attribute-value pairs. These descriptive parameters specify 
a particular need that is satisfied by the solution part 
through a single project scope definition. The solution 
stores all the scope related information, which is repre-
sented as a tree or hierarchical structure similar to a Pro-
ject Breakdown Structure. The elements of the structure 
with a plus sign (+) have their children elements collapsed 
or hidden. Conversely, the elements with a minus sign (-) 
have all their children elements expanded or shown. 

 
Figure 1. Case Representation for Project Scope Modeling 
Methodology. 

 

 
4 CASE ATTRIBUTES  

In a CBR problem solving cycle, the case attributes 
(along with its values) allow to evaluate the similarity 
between cases in order to retrieve appropriate informa-
tion. The selection of the attributes for a Case-based De-

cision Support System is a domain dependent activity. 
The example of the Figure 1 shows a set of attributes that 
may be useful for describing building projects. As ex-
plained by Watson (1997), attributes must be predictive in 
a useful manner, influencing the outcome of the process 
and describing the circumstances in which a case is ex-
pected to be retrieved in the future.  
Several methods or algorithms to choose attributes are 
described in the literature (see, for instance, Pal and Shiu 
2004). However, as stated by Kolodner (1993), for practi-
cal applications attributes should be chosen using expert 
criteria.  
Once selected, the attributes are incorporated into the de-
cision support system. All cases of a certain type use the 
same set of attributes and are generally clustered into the 
database.  
 
 
5 PROJECT SCOPE MODELING METHODOLOGY  

The Project Scope Modeling Methodology is designed to 
be executed by a computerized system to assist the user's 
decision making during the definition of the scope of a 
new project. The methodology describes an interactive 
work process in which the user makes decisions while the 
system suggests useful information. 
The Scope Modeling Methodology proposes a three step 
process to prepare a new scope definition: in first place, 
specifying a “project description” for a new scope model-
ing case; secondly, evaluating similarity and retrieving an 
initial solution or breakdown structure; and lastly, adapt-
ing the initial breakdown structure retrieved. 
 
5.1 Specification of the “project description” for the new 

scope modeling case 

The first step in the process is to create a “project descrip-
tion” or problem part for the new scope modeling case. 
The decision support system presents the user a set of 
attributes (previously determined according to the type of 
project) while the user enters a corresponding set of val-
ues that describe the characteristics of the new project. 
The list of attribute-value pairs specifies the problem part 
for a new scope modeling case, making possible to start 
the evaluation of the similarity between the new situation 
and the stored cases. 
 
5.2 Evaluation of the similarity and information retriev-

ing 

The next step in the process is to obtain an initial solution 
or breakdown structure by retrieving historical informa-
tion from the database. In order to find a useful solution, 
it is necessary to compare the project description of the 
new scope modeling case with all project descriptions 
stored in the database. These comparisons are performed 
by the decision support system using the Nearest 
Neighbor Algorithm.  
As explained by Pal and Shiu (2004), the Nearest 
Neighbor Algorithm allows evaluating the similarity be-
tween two cases using similarity functions. A global simi-
larity function is usually built up from a number of so-
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called local similarity functions, one for each descriptive 
attribute involved. In this way, the global similarity be-
tween two cases is calculated as a weighted sum of local 
similarities. The following equation represents the Near-
est Neighbor Algorithm: 
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The equation describes a situation for which P and C are 
two cases compared for similarity, n is the number of at-
tributes in each case, i is an individual attribute from 1 to 
n, wi is the feature weight of attribute i, and simi is a local 
similarity function. Similarities are usually normalized to 
fall within the range 0 to 1, where 1 means a perfect 
match and 0 indicates a total mismatch. The Table 1 
shows the application of local similarity functions for 
numerical and text attributes: 
Table 1. Local similarity functions for numerical and text attrib-
utes. 

 
 
The Table 2 shows the application of the Nearest 
Neighbor Algorithm to measure the similarity between 
two cases: 
Generally, the similarity calculation continues until all 
cases in the database have been compared, and ranked 
according to their similarity to the new target problem. As 

shown in the example of table 2, attributes that are con-
sidered more important may have their importance de-
noted by weighting them more heavily in the case-
matching process. The strategies for determining the 
weights assigned to each attribute are diverse, ranging 
from the application of weights provided by experts, the 
use of techniques such as Genetic Algorithms (for an 
overview, see Craw and Jarmulak 1999), and in some 
cases the use of weights provided by the users. In addi-
tion, researchers and implementers can decide not to use 
weights at all. 
After all Nearest Neighbor comparisons are performed, 
the breakdown structure of the most similar case is re-
trieved from database as an initial solution and is pre-
sented to the user for the realization of an interactive ad-
aptation process, which is also assisted by Case-based 
Reasoning. 
 
5.3 Adaptation of the initial breakdown structure 

Once retrieved, the solution found must be adapted in 
order to better fit the new situation. The user of the sys-
tem drives the adaptation process using his domain 
knowledge to revise and modify the initial breakdown 
structure. Adjustments are carried out whether adding or 
deleting elements. In turn, the system uses Case-based 
reasoning to suggest suitable scope information for adap-
tation. 
Figure 2 illustrates the adaptation approach used. The 
element “Site Utilities” is shown as selected for revision 
and adjustment. Each time an element is selected for ad-
aptation, the system presents to the user a list of possible 
elements that can be added to the structure as children of 
that particular node. The elements of the list come from 
an Item Library, which is a compilation of elements ex-
tracted from all breakdown structures stored in the data-
base. In order to help the user to decide additions or dele-
tions of elements, the system also displays percentages 
indicating the occurrence of each element across the k 
(i.e. k=3) most similar projects ranked through Nearest 
Neighbor Algorithm. 

 

Table 2. Application example of Nearest Neighbor Algorithm. 

 
* Text values have not been ordered and treated as numerical 



The adaptation of elements can be performed following a 
top-down revision, with the adjustments starting from the 
top level (project level) to the highest detail levels, and 
checking all the elements of a level before going to the 
next one.  
When all the adjustments conclude, a scope definition for 
the new project is obtained. This new breakdown struc-
ture is then ready to be used for planning purposes. 

 
Figure 2. Case Adaptation. 
 
 
6 OVERVIEW OF CASEST 

CASEST is a prototypical system for scope modeling and 
conceptual cost estimating. It automatically generates 
construction cost estimates using the breakdown struc-
tures obtained with the Project Scope Modeling Method-
ology. Figure 3 depicts the system architecture. CASEST 
is conformed by three basic types of components: the user 
interfaces, the system program modules, and the system 
databases. 
In CASEST, a program module for Project Scope Model-
ing executes all the support tasks to assist the preparation 
of a new project scope definition. The automated ap-
proach of the Scope Modeling Methodology makes possi-
ble to carry out the scope definition process in a short 
time and with a limited effort.  
Once a new breakdown structure have been prepared, 
CASEST generates project quantities through a series of 
parametric relationships incorporated into a parametric 
model. The values established in the project description 
are used as input information for the model. Numerous 

parametric relationships process these values into quanti-
ties for the elements of the structure located at the highest 
levels of detail. Afterwards, the Costing program module 
multiplies all project quantities by its corresponding unit 
construction costs using data from a cost database ex-
pressed on a per-unit basis. Estimating reports are then 
generated and presented to the user.  
In such a way, the system allows to easily obtain detailed 
estimates starting from a simple project description at a 
conceptual level. The resulting estimates allow knowing, 
in addition to the total construction cost of the project, the 
detailed costs of the main project components and of any 
other project items. 
 
 
7 SYSTEM VALIDATION 

Data for the study was collected from 17 building projects 
constructed in the city of Santiago, Chile between the 
years 2003 and 2005. The buildings are in the range of 7 
to 27 floors and between 1 and 3 basement levels. The 
total constructed area for these buildings are between 
4,615 and 22,020 square meters. All projects have a struc-
ture based on reinforced concrete walls. In table 3, de-
tailed information of each project is shown.  

Table 3. Descriptive information of collected cases. 

 
 
 

 

 
Figure 3. Architecture of CASEST. 
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The validation process consisted in estimating the col-
lected construction project costs using the prototype of 
CASEST. The proposed automated scheme allowed car-
rying out the conceptual estimating processes with a low 
effort and time in each opportunity. The estimated costs 
were compared later with the real construction costs to 
obtain accuracy results.  
The projects used to develop the Case Base for modeling 
received a special treatment during the test process. Each 
time one of these projects was going to be estimated, its 
information was retired from the case base including both, 
its set of descriptive attributes and its work breakdown 
structure or scope definition. In this way it was avoided 
that for each case where one of these projects were esti-
mated, the system would deliver the same project as the 
result of the search and evaluation of similarity, a fact 
which would damage the validity of the application of the 
modeling system.  
The similarity was evaluated at the project level because 
in this case the capability of the system for composing 
scopes was not used. The attributes selected for evaluat-
ing the similarity were: number of basement levels, total 
basement area, area of levels over ground, number of 

floors, building footprint, and type of structure of the 
building. The predetermined weighting values for each of 
these attributes are shown in table 4. These weights were 
determined asking experienced personnel of the construc-
tion company that built the projects.  
Table 4. Predetermined weighting values for similarity evalua-
tion. 

Attribute Weight 

Basement levels 9.1% 
Total basement area 21.7% 
Over ground area 46.9% 
Number of floors 14.3% 
Building footprint 2.9% 
Building structure type 5.1% 

 
The results obtained from the evaluation of similarity are 
shown in table 5. In the table are included the results of 
total similarity, local similarity and weighted local simi-
larity. In the case of local weighted similarities, the 
maximum values that an attribute could present are pre-
sented. 

 
Table 5. Results of projects’ similarity evaluation. 
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In some cases like projects 12 or 16, the obtained results 
were negative when evaluating the similarity of building 
footprint. This occurs when the value of the attribute is 
very far away from the range of values in the case data-
base for this attribute. This is due to the way of calculat-
ing the similarity using the closer neighbor algorithm and 
it simply states numerically a lacking of similarity.  
As can be appreciated in the table, the total similarity val-
ues always presented satisfactory results. The average of 
total similarity so obtained was 84.4%. The assigned ad-
missible similarity limit was set at 65%, meaning that in 
no case was necessary to use the scope definition system 
starting from zero information.  
Even with a reduced number of modeling cases the ob-
tained results were positive. This fact demonstrates what 
is informed in the CBR literature that the important issue 
for the case base is not the number of cases but the variety 
of them. In table 6 are presented the variation ranges for 
the descriptive attributes of the modeling cases. It can be 
seen the great variety of the project cases.  

Table 6. Range of variation for attributes of modeling cases. 

Attributes  Variation range 
Basement levels 1 – 3 
Total basement area [m2] 1,000 – 5,624 
Over ground floors 7 – 27 
Total area of over ground levels [m2] 3,615 – 18,250 
Total area [m2] 4,615 – 22,020 

 
7.1 Results of estimated costs 

In table 7 the conceptual cost estimates obtained through 
the application of the scope modeling methodology are 
presented. 

Table 7. Conceptual cost estimates obtained using the scope 
modeling methodology. 

Project 
Real 
Cost 
(UF) 

Estimated 
Cost 
UF 

Accuracy 
% 

1 15,647 16,895 +7.98 
2 30,988 28,942 -6.60 
3 74,402 70,277 -5.54 
4 25,560 23,703 -7.27 
5 67,087 72,951 +8.74 
6 27,720 23,482 -15.29 
7 55,080 50,704 -7.94 
8 24,802 29,115 +17.39 
9 73,865 74,759 +1.21 
10 21,240 18,592 -12.47 
11 48,657 51,811 +6.48 
12 27,600 25,730 -6.78 
13 56,090 59,864 +6.73 
14 83,520 74,308 -11.03 
15 72,720 55,421 -23.79 
16 26,922 28,041 +4.16 
17 46,821 38,567 -17.63 

Average of absolute accuracy 9.8 
 
The results correspond to the direct structure of construc-
tion costs expressed in UF which is a Chilean indexed 
currency. Each UF is approximately equal to US$ 36.  

All results so obtained are considered acceptable and fall 
within the range for conceptual estimating of building 
projects of ±30% as suggested by Siqueira (1999) and 
Abourizk et al. (2002). The average absolute accuracy 
was 9.8 %. The results confirm the fact that if one has 
good scope information for input then the accuracy of 
cost conceptual estimating is improved to a great extent.  
 
 
8 CONCLUSIONS 

Case Based Reasoning decision support was proposed for 
Project Scope Modeling. A prototypical system for scope 
modeling and conceptual cost estimating was imple-
mented as an application tool. The automation and sup-
port of CBR problem solving makes possible to carry out 
the scope definition process in a short time and with a 
limited effort. Each stage of the process can be assisted 
without the participation of manual information handling. 
Large amounts of scope related information from numer-
ous projects can be quickly evaluated for similarity, re-
trieved, and combined. 
The similarity measures used in CBR also reduce the sub-
jectivity in searching for information, allowing the user to 
access most similar cases. Case Based Reasoning decision 
support formalizes adequately the reuse of information in 
the scope definition process, reflecting naturally the hu-
man reasoning processes. 
The breakdown structures obtained through the applica-
tion of the methodology can be used in a computer envi-
ronment as input information for planning purposes. 
Scope definitions were used for automatically generating 
construction costs estimates in this case.  
By means of the development and application of the 
Scope Modeling Methodology for the conceptual estimat-
ing of construction costs it is possible to conclude the 
following: 

- The process proposed for the evaluation of the similar-
ity between projects, allows an estimator to have the 
best information contained in the system memory in 
each opportunity and to make decisions on the basis of 
expressed objective information in numerical terms. 
This way the subjective appreciations were elimi-
nated, formalizing the information process search. 

- The visual ordering and aspects of the hierarchic 
structures to the interior of the computational system 
contribute to the modeling process, allowing to suita-
bly representing the information of the project, to or-
ganize the content of the scope definition, and to con-
duct operations of elimination, addition and replace-
ment of its elements easily. 

- The organization and storage of scope modeling cases 
in flat memory constitute the simplest way to imple-
ment the data bases of a scope modeling system based 
on cases. The increase in the time of evaluation of the 
similarity as the database of cases increases is not sig-
nificant given the great processing speed of informa-
tion of current computational tools. 

- With the application of the scope modeling methodol-
ogy it is possible to obtain detailed cost estimations 
that allow knowing in addition to the total cost of the 
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project, the detailed costs of the main components and 
of any component. 

- The use of a conceptual cost estimation system based 
on the application of the scope modeling methodology 
tends to be simple and it does not require greater 
learning efforts. This is due to the fact that suitably 
formalizes the management of information and 
knowledge by means of the application of the CBR, 
reflecting in a natural way, the common practices in 
conceptual estimation and human reasoning. 

- Historical information is a fundamental element for 
the CBR and also for the conceptual estimation of 
costs. It turns out indispensable to have historical in-
formation to apply the scope modeling methodology. 
Although this aspect can be considered like a restric-
tion for CBR, the use of previous experiences allows 
finding solutions to new problems without having the 
necessity to use a high level of explicit knowledge. 
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ABSTRACT: In building, most projects are still planned and scheduled based on the randomly accumulated, contextual 
experience among planners and managers. The key inputs for scheduling tasks, i.e. the dependencies, man-hours, and 
durations of activities may have never been organized well in the focal planner’s mind. The aim of the paper is to intro-
duce some new viable ways of modeling scheduling activities in the context of building based on the integration of a 
product model, a process model, and complementary IT solutions. The integrative rationale of the new Building Con-
struction Information Model (BCIM) is herein justified in terms of combining the building product model, the building 
construction resource and cost model, and the building construction process model. Some new feasible ways of auto-
mating building project planning are explored, in particular in terms of using template schedules to automate schedul-
ing activities as part of the advancement and exploitation of the suggested BCIM. 
KEYWORDS: building projects, information technology, modeling, process models, product models, scheduling. 
 
 
1 INTRODUCTION 

In building, most projects are still planned and scheduled 
based on contextual experience even if 4D modeling 
techniques are being adopted more and more across the 
globe. So project plans are seldom optimal due to the de-
pendence on planners’ randomly accumulated experience. 
The key inputs for scheduling tasks, i.e. the dependencies, 
man-hours, and durations of activities may never have 
been organized well in the focal planner’s mind. Thus, it 
is posited herein that the integrated, seamless use of prod-
uct, resource, and process models can be a decisive way 
of gaining major advancements in building project man-
agement. Combined product and process modeling is a 
useful way of increasing the effectiveness and efficiency 
of building management, design, and construction tasks. 
In the early 2000s, both academia and industry are inves-
tigating the plausible ways of applying process models to 
both the construction of new buildings and the renovation 
of the existing building stocks with the help of evolving 
information solutions and systems. 
In part, modeling processes will be automated with a 
model where the key inputs, e.g. resources and site condi-
tions for a given project are pre-assumed. “Model based” 
in this context refers to a process of a creating a schedule 
from descriptive information. A user builds a model by 
specifying some information and using/modifying a tem-
plate schedule. 
The combined use of process and product modeling in 
building production management, planning, and control is 
the subject of the primary author’s doctoral study. As a 

whole, this study aims at designing an integrative model 
where scheduling will be based on rational planning rules, 
besides each planner’s experience. The study will be vali-
dated by testing the initial model with the help of some 
case studies. 
The aim of the paper is to introduce some new viable 
ways of modeling scheduling activities in the context of 
building based on the integration of a product model, a 
process model, and complementary IT solutions. The pa-
per consists of two parts: (1) to introduce and justify the 
integrative rationale of the new Building Construction 
Information Model (BCIM) composed of the building 
product model, the building construction resource and 
cost model, and the building construction process model, 
and (2) to explore some new feasible ways of modeling 
building project planning, in particular scheduling activi-
ties vis-à-vis the advancement and the exploitation of the 
suggested BCIM. Initially, the outcomes of one modeling 
exercise are reported upon, i.e. retrieving accumulated 
individual (tacit) scheduling knowledge from planners’ 
minds and storing this knowledge into specific reposito-
ries and/or libraries to enable its reuse through some 
automated procedures and templates for the making and 
updating of actual master schedules in real projects. Thus, 
template schedules are presented as an example for pro-
viding actual planners or schedulers with generic or semi-
contextual scheduling knowledge in order to improve the 
schedule preparation process and, at the end of the day, to 
have a complete BCIM solution. 
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2 LITERATURE REVIEW 

The generic theoretical basis for construction project 
planning and scheduling is briefly addressed. Thereafter, 
some primary process flow oriented construction schedul-
ing methods are reviewed. In particular, the Advanced 
Line of Balance (ALoB) method is introduced as one of 
the feasible ways of managing overlapping in the case of 
repetitive activities and/or many locations. 
 
2.1 Basis of current methods and tools 

Planning is concerned with setting objectives and decid-
ing on the means of achieving them. It forms a basis for 
control and steering, i.e. the measurement of the perform-
ance via various parameters (Alsakini et al. 2004). Plan-
ning within PM relates to a process of quantifying both 
time and cost (Kumar 2005). According to Clough and 
Sears (2000), the planning and control of construction 
activities include the selection of construction methods, 
the definition of tasks, the estimation and assigning of 
required resources, and the identification and coordination 
of any interaction among tasks and the use of common 
resources.  
Scheduling is the determination of the timing of the pro-
ject operations and their assembly into the overall com-
pletion time (Antill and Woodhead 1990). Schedules are 
needed for improving a probability to manage a project on 
time, on budget, and without disputes (Callahan 1992). 
Scheduling is one of the enablers for achieving more ef-
fective production, better quality, and reduced construc-
tion times (Koski 1995). Therefore, new scheduling sys-
tems must enable the hierarchical planning and the han-
dling of large information flows quickly and effectively. 
The most importantly, planning should be proficient of 
integration. All scheduling is based on activities and/or 
locations for same or differing purposes with many meth-
ods and techniques. Common scheduling methods involve 
bar charts, linear programmes, network analyses, and the 
lines of balance. For network analyses, the Critical Path 
Method (CPM) and the Program Evaluation and Review 
Technique (PERT) are frequently relied upon. CPM tools 
(e.g. Primavera Project Planner and Microsoft Project) are 
dominating construction planning in both thought and 
execution (Kenley 2004). The third method available for 
projects with long duration activities is the linear schedul-
ing method (LSM), also called the vertical production 
method (VPM) in the case of high rise buildings (Calla-
han 1992). The work of Harmelink and Rowings (1998) 
and Harris and Ioannou (1998), i.e. repetitive scheduling 
method (RSM) determined the critical activities of linear 
schedules. 
Huang and Sun (2006) have exposed the features of many 
linear or repetitive scheduling methods. Yamin and Har-
melink (2001), Arditi et al. (2002), and Tokdemir et al. 
(2006) have compared and dealt with the various aspects 
of scheduling also repetitive operations in construction. In 
turn, many software vendors, e.g. Graphisoft have started 
to develop new solutions even for combined used of vari-
ous planning methods. 
 
 

2.2 Process flow oriented scheduling methods 

A typical repetitive scheduling method is the Line-of-
Balance (LoB), also known as “flowline” (Kenley 2004). 
The LoB is a graphical and visual scheduling technique to 
plan and manage continuous flow of work together with 
location (Seppänen and Aalto 2005). The definition of 
spatial subdivisions, defined as the Location-Breakdown 
Structure (LBS), is a backbone of LoB diagrams. LBSs 
and related quantities go hand in hand with the definition 
of the Work Breakdown Structure (WBS) for a project 
(Jongeling 2006). So far, the LoB has not penetrated the 
construction globe. However, the location based schedul-
ing is supporting the link between work planning and lean 
thinking since it enables continuous work flows with bal-
anced resource uses. On the one hand, both the “FLOW” 
concept and the LoB aim at achieving the same goal, i.e. 
planning for continuous resource use and, thus, minimiz-
ing waiting time and avoiding waste. Jongeling (2006) 
combines the work flow and location based scheduling. 
The satisfactory results in managing work flows have 
been gained by combining the 4D models and the LoB 
into a process model. On the other hand, Kenley (2004) 
points out to the problem of identifying work flows in a 
production system based around discrete activities as part 
of activity-based critical path management. He argues that 
the usefulness of the Last Planner method by Ballard 
(2000) is limited to activity based applications. 
In the case of Finland, the LoB has been used as the prin-
cipal scheduling tool since the 1980s (Kiiras 1989). For a 
general contractor, the advantages of the LoB scheduling 
include less schedule risk because subcontractors can be 
kept on a continuous basis on site, productivity benefits 
because crews are less likely to interfere with each other, 
and more realistic schedules when buffers can be easily 
planned and analyzed. More recent results and the fea-
tures of the developed software, i.e. DynaProjectTM (lately 
Graphisoft Control) are reported on in Kankainen and 
Seppänen (2003). 
In particular, the Advanced Line-of-Balance (ALoB) en-
ables to manage large and small projects as well as to 
control overlapping and/or many locations. The ALoB 
allows the segmentation, i.e. to divide a project further 
into working spaces. In each location, activities are com-
pleted entirely. In a working space, only one critical activ-
ity can take place at a time, it is setting the pace, and all 
activities are scheduled to continue from one location to 
another without any interruptions. Through the segmenta-
tion and LBSs, all dependencies can be planned on a fin-
ish-to-start (FS) basis. The time between activity lines 
(buffer) is shown on the x axis and the location where the 
activity is taking place is shown on the y axis (Figure 1).  
The slope of a line gives a production rate. In Finland, a 
common productivity database has been established 
among construction companies (Olenius et al. 2000). In 
Figure 1, an example of “flow-line view” of a sample of 
the location based schedule is given with the location 
breakdown as an example of the balanced, synchronized 
workflow, and a non-continuous workflow as an example 
of one of the most common deviations. 
In the ALoB, the second step is the joint phasing of the 
activities that are dependent from each other. In Figure 2, 
the dependencies between the phases of a typical housing 



project schedule are given. The interior works are divided 
into the space division phase and the interior phase. The 
former is started after the completion of the structure 
work. The remaining interior phase waits for the roof 
work to be completed. For example, dependency levels 
for earth, foundation, and structure works are at the seg-
ment level of the project in hierarchical leveling. Interior 
phase dependencies use smaller locations from the project 
hierarchy level. The place hierarchy is project specific: 
different principles can be applied to different projects. 

 
Figure 1. Flow-line view as a sample ALoB: (1) Segmentation 
of LBS and hierarchy levels, (2) an example of scheduled build-
ing service installation work, (3) an example of a deviation, a 
non-continuous workflow, and (4) an example of balanced 
workflow. 

 
Figure 2: Phasing of a housing project schedule in terms 
of dependencies between six phases 
 
Further phasing is done by decreasing the number of ac-
tivities by combining the sub-activities into work pack-
ages. Synchronization and/or balancing, which means that 
preceding and succeeding tasks have similar paces, ensure 
similar production rates within activities, i.e. as parallel 
lines in a diagram that show a constant time-space buffer 
between different tasks. Work packages are synchronized 
by changing their contents or workgroups. Sub-activities 
are not synchronized at the master schedule level. Instead, 
a work order is assigned to each of them. Thus, elastic 
time-space scheduling fulfills the demands of production 
control, i.e. (i) scheduling is based on spaces and (ii) ac-
tivities are located to prevent interferences. Phases have 
different inner structures and calculations of duration. The 
durations of phases are calculated by phase specific dura-
tion models. Thereafter, individual schedule tasks are 
balanced. Proper phasing and assigning dependencies 
between them enable forming generic model activities list 
that opens the way to model based scheduling. The last 
step involves the balanced phasing of building systems 
installations, i.e. adding and synchronizing electrical and 
mechanical installation activities to the schedule. In Fig-
ure 1, an example of the planning of the building systems 
is shown as part of the master schedule. 
 
 

3 NEW INTEGRATED MODEL 

As information technology evolves, virtual solutions for 
managing construction processes such as product models 
and/or building information models become more and 
more effective (Björk 1995). Both researchers and soft-
ware vendors have attempted to develop library-based 
modeling. A construction system may be unique. How-
ever, the operating processes of its component resources 
are usually somewhat generic. They can be predefined as 
the atomistic models or the basic and unique descriptions 
of particular processes and be stored in a model library 
(Shi and AbouRizk 1997).  
Herein, the new Building Construction Information 
Model (BCIM) is suggested. It is composed of three sub-
models: the building product model (BPM), the building 
construction resource and cost model (BCRCM), and the 
building construction process model (BCPM). The BCIM 
exploits library based modeling. The emphasis is on the 
storing of relevant reusable information in the three kinds 
of the libraries as part of the sub-models. The basic idea is 
the integration of the sub-models corresponding to the 
management of the sub-phases of a construction process. 
Phase by phase, each sub-model is pulling necessary in-
formation which is stored in its sub-library, processes the 
relevant information, and produces the targeted outcomes 
or building-related documents, respectively. It is posited 
that the BCIM serves as a dynamic platform where infor-
mation is created and transferred to each of sub-phases on 
a just-on-time-and-task basis. The two sub-models, the 
BPM and the BCRCM include the main information 
pools that provide the data for each of processes, activi-
ties, and tasks (e.g. project scheduling).  
In Figure 3, the integration of three sub-models of the 
BCIM is shown. The design of each sub-model is based 
on the following principles. A building product model 
targets the finished building as a set of interdependent 
design objects, i.e. spaces (space model), building ele-
ments, and product structures or receipts (building prod-
ucts or construction materials), at minimum. A building 
construction resource and cost model targets the building 
project as a set of interdependent resource objects, i.e. the 
amounts of building products (retrieved from the building 
product model) and the resource structures or receipts, 
with current prices, planned to be exploited for the manu-
facturing and installation of these building products. Re-
source and cost models are needed to rationalize the re-
source consumption and reuse as well as to trigger ‘pro-
ductivity jumps’ in the near future. A building construc-
tion process model targets the building project as a set of 
interdependent activity objects, i.e. the frequencies of 
project activities or tasks that are coupled with their re-
source structures (retrieved from the building construction 
resource and cost model) and resource-use-based dura-
tions. The generic building project activities, their plan-
ning rules, and interdependencies are stored, updated, and 
reused via the activity structure library (Firat et al. 2006). 
Across national building industries in the OECD coun-
tries, it can be roughly summarized that the three sub-
models of the BCIM have been adopted only partially, 
and differently by each industry. The BPM is adopted 
well and has been used widely. The use of the BCRCM is 
increasing, i.e. more and more companies are building 
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their resource libraries and resource and cost models. In 
turn, the BCPM is least developed and exploited. Thus, 
the focus is herein on this third model (BCPM). In gen-
eral, process models list down interconnected manage-
ment tasks that need to be executed for fulfilling the man-
agement objectives and functions (Shi and Halpin 2003). 
The BCPM incorporates three features of enabling (i) the 
automatic calculation of task durations based on the cou-
pled, known use of resources, (ii) sensitivity to flexibility 
under changes and (iii) communication for effective inte-
gration. 

 
Figure 3. Integration of three sub-models to Building Construc-
tion Information Model (BCIM). 
 
 
4 MODEL BASED SCHEDULING  

Many parts of production planning contain today manual 
processes, which cause slowness, demand more resources, 
and make control much harder (Koski 1995). In building, 
the latest 4D systems have been adopted well, but they are 
still based on normal scheduling by experience. In the 
case of building construction projects, interdependencies 
among scheduling tasks as well as between tasks and as-
signed crews are similar. Therefore, many parts of manual 
planning processes could be performed automatically. 
Herein, the idea is to elaborate how model based, i.e. 
automatic data processing can be adopted and used as part 
of production and resource planning as well as how the 
model based production planning could be developed 
further. For example, the ALoB can be integrated and 
exploited as part of the BCIM. The segmentation function 
of the ALoB enables the controlling of various building 
construction projects. It is well-known that many pioneer-
ing software packages have had many limitations vis-à-
vis the use of such template schedules.  
The selected example, Graphisoft Control (GS Control) is 
a location and resources-based management system that 
has been specifically designed for the construction indus-
try (Graphisoft 2007). The idea of GS Control and tem-
plate schedules can be used to test the idea of model 
based scheduling. The model based scheduling features of 
Graphisoft Control version 2007 are applied and exposed 
in terms of (i) creating a template schedule and (ii) using 
this template schedule for making actual schedules for 
real building construction projects (Figure 4). 
 

4.1 Creating a template schedule 

The main difference between the creation of a template 
schedule and an actual schedule is that a template sched-
ule does not need all the information that is required for 
actual schedules such as quantities and/or costs. Schedule 
tasks, dependencies, resources (i.e. crews), and risks can 
be retrieved from template schedules for the use in a real 
project (Appelqvist 2002). However, a template schedule 
must contain all possible necessary tasks that can exist in 
any similar project and, thus, allow to eliminate or to in-
clude each of them when forming the actual schedule. The 
steps in the creation of a template schedule are as follows. 
Step 1- Defining reference items. The idea is not to define 
quantities but output items, i.e. which output items should 
be included into a schedule task, in which they work as 
references in a template. At the outset, cost and quantities 
fields are left blank since they will be retrieved from the 
real project data pool. Herein, a term schedule task is used 
as a discrete construction operation, with or without di-
mensioning e.g. a start time, a duration, resources, and a 
location. Moreover, output items are defined as the results 
of the earlier processes that took place before scheduling 
starts such as location based project quantities produced 
through estimation.  

 
Figure 4. The process model of creating and using a template 
schedule to make a project-specific schedule (Applying Kiiras 
and Angervuori 2007). 
 
The definition of reference items is done by selecting but-
ton “Add/Edit Quantities” in bill of quantities section 
(See Appendix 1a). If this value of person hour consump-
tion is set and even a consumption datum is still empty, 
the consumption value will be automatically retrieved 
from the template schedule. This is very useful in tasks 
that are performed by special groups such as subcontrac-
tors. The character “*” can be used as a wildcard search 
character in the code field meaning that every output item 
from the actual project, having a code beginning with the 
number before the character “*”, will be included later to 
replace this initial output item. This requires the usage of 
(inter)national/corporate specific standards in coding in 
both template and project specific quantities data.  
Step 2- Defining schedule tasks. The schedule tasks are 
defined in a template only at the general level excluding 
the project specific tasks such the ones in weekly plans. 
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Differences in the precision of the tasks have to be taken 
into consideration as well. For example, a framework 
phase is harder to breakdown into general tasks than an 
interior work phase.  
Step 3- Dependencies between schedule tasks. The de-
pendencies are defined using, for example, the task edit-
ing view noting that not every template schedule task, e.g. 
piling, will be found from the real schedule. Hence, it is 
advised to link dependencies to such tasks that are ex-
pected to exist in every similar project such as a frame-
work and partition walls. Hierarchy levels are determined 
by filling the level of precision field in the window (Ap-
pendix 1b). There are no standardized hierarchy levels 
(real projects have different meanings for hierarchy lev-
els). There is a risk that dependency levels will be incor-
rect in the created schedule, since GS Control 2007 
matches only the hierarchy levels between the template 
and the project data. 
Step 4- Grouping schedule tasks: Due to a high number of 
schedule tasks, the fine tuning of the output is needed (to 
avoid users sticking to the old habit of creating schedules 
manually). One way to do this is to group, by using sum-
mary tasks, similar schedule tasks such as all partition 
wall tasks into one group. The upper grouping including 
the formerly combined tasks is also used actively, since 
the idea is to make the output more readable for adjust-
ments. Summary tasks are set to correct construction 
phases. This enables to produce more detailed schedules 
via selecting construction phase views and opening up 
summary tasks. Summary tasks are needed to avoid the 
unnecessary bulk of information and messy flowlines. 
After exporting the template schedule to the project data 
as default, only the top level summary tasks are shown in 
the Flowline and Gantt chart views. 
 
4.2 Using a template schedule 

For the use of template schedules, only generic schedule 
tasks and parameters are first imported and project spe-
cific details are still left to planners adjusting the actual 
schedule. The steps in making an actual schedule for a 
building construction project are as follows.  
Step 1- Setting up a new project. The start up and end 
states and the calendar for the construction period are 
planned and set. After importing item quantities for pro-
ject locations and person hour consumptions, a double 
check is carried out.  
Step 2- Importing schedule tasks. “Project>importing” is 
selected from a template file ”>tasks.” After selecting the 
required data, values are imported from the template 
schedule. Alternatively, the tasks can be defined manually 
one by one and only the properties for single tasks can be 
imported from the template schedule as shown in Figure 
4. 
Step 3- Converting parameters from generic to project 
specific. All the tasks that contain the correct items and 
the consumptions are checked. Items that are not included 
in any schedule tasks are shown in the bill of quantities 
section as a free quantities line with no items. These tasks 
should be cleared, i.e. filtered from the task list. The natu-
ral, condition, technical, and resource dependencies in the 
template schedule have to be manually modified because 

they vary among real projects (Koski 1995). Without 
standardized hierarchies, the precision levels of the de-
pendencies are inaccurate and needed to be set manually.  
Step 4- Optimizing the schedule. The adjustment of the 
construction time is completely left to a planner, since 
only tasks and dependencies are imported. (i) Segmenta-
tion is done in early phases, i.e. quantity surveying 
phases. Work orders for such segments are defined by 
adjusting the location display order in the flowline view. 
(ii) Also resources assigned for the tasks that affect the 
total duration of the project are optimized. The template 
schedule contains only the default crews for the schedule 
tasks. Thus, the number of the crews is adjusted to fit the 
required limits. If the work crew is the constraint in the 
same location, this task is subdivided into different loca-
tions. (iii) Resources are balanced as well. When many 
tasks have the same start-up date due to the similar de-
pendencies for the preceding task in the template, they 
cause a peak in the resource graph. This is solved by 
changing the start up dates or the task dependencies. It is 
also in planners’ control that the demands of the resources 
are met with the available resources. 
 
4.3 Future advancement 

In practice, regular project schedules are used as template 
schedules for making an actual schedule when there are 
several very similar projects. With GS Control, schedule 
tasks are planned for real projects by using the informa-
tion retrieved from the template schedule. Despite the 
automation control features (e.g. default tasks) of the 
management systems used, all the project specific optimi-
zation has to be done manually by the scheduler. Hence, 
the idea of using a template as a process model is to 
automate the similar and/or repetitive tasks of real sched-
ules of building construction projects. The benefits in-
clude easier and faster scheduling processes and the 
higher quality of schedules due to the use of the correct 
schedule tasks, dependencies, crews, etc.  
In addition, template schedules are being exploited in the 
guiding and training of schedulers, under some key condi-
tions. (i) Because template schedules hide the tedious and 
time consuming but teaching pre-work of schedules, the 
properties of created tasks need to be checked. Otherwise, 
mistakes are even harder to fix. (ii) The quantity data used 
for creating project schedules must contain the codes for 
each output item. The quantity data is assigned to correct 
project sections by using the standardized project hierar-
chies i.e. location based quantities. In principle, the use of 
information tools through construction project life cycle 
phases increases design and estimation loads but at the 
same time improves the accuracy of construction phase 
management and, thus, avoid or at least decreases the 
costs of changes in later phases.  
In turn, Kiiras and Angervuori (2007) tested the idea of 
using a template schedule for the development of a real 
schedule in the case of the residential project (AS Oy 
Espoon Hassel) and observed that template schedules can 
be used for the first step to model-based scheduling 
within some remaining limits. It seems that more effective 
optimization, the true interaction between a model and a 
planner, is the key for the further advancement and, thus, 
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optimization is also one of the vital area for future R&D 
efforts.  
Further development work is needed to automate the di-
mensioning, i.e. to determine the durations of project 
tasks. For users, the visual outcomes of the template 
schedules should be improved as well. Now, dependency 
graphs may appear too cluttered due to the assignment of 
dependencies to all schedule tasks in the eyes of potential 
users. Currently, actual project schedules derived from 
template schedules are so complicated and it is so hard to 
pull information that one may find traditional fully man-
ual scheduling process more attractive and easier.  
 
 
5 CONCLUSION  

Overall, its is herein posited that the integrated, seamless 
use of product, resource-cost, and process models is the 
decisive way of gaining major advances in building con-
struction management in the future. Today, interaction 
between sub-models is not solved in an adequate manner 
in the existing models and their applications. Thus, the 
suggested BCIM and similar process models need to be 
developed further and completed to serve as platforms 
where all sub-models interact with each other, integrate, 
and communicate to fulfill correctly the information 
needs as part of the advanced future management of 
building construction projects. 
The main idea of the BCIM is that necessary information 
for any phases such as the exemplified scheduling is 
pulled from the appropriate sub-models. The minimiza-
tion of the routine scheduling work opens up new time 
windows for planners to utilize their accumulated knowl-
edge better even in tight situations. It seems that the adop-
tion of template schedules is the first progressive step in 
model based scheduling in order to make master sched-
ules easily and more effectively. Namely, template sched-
ules can now be used as a process model to automate the 
similar and/or repetitive tasks of real project specific 
schedules. In turn, the primary author’s ongoing study 
aims at enabling project planners to build much faster 
more accurate draft schedules. Some proto templates will 
be tested in the selected case projects in the near future.  
Finally, the conditions for successful interaction between 
sub-models need to be investigated and understood fully 
in the case of each activity and process, phase by phase, 
in the near future. In the area of scheduling, the estima-
tion of the durations of schedule tasks is the vital topic for 
further research. This is where the quantity take-offs, 
which strongly take advantage of building product model 
data, become a true part of the modeling game. 
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ABSTRACT: Improving labour productivity is one of the most significant areas that may result in competitive advan-
tage for construction companies. This requires continuous monitoring, documentation and measurement of factors like 
quantity of work, site conditions, work conditions and crew characteristics. Time study is a systematic approach that 
can be applied by the site management to achieve these goals. However, various numbers of tasks to be undertaken are 
time/cost consuming and may seem to be a burden to the site management. Thus, a computer based system is a requisite 
for the long term success of the applications.  
Literature discusses the advantages and disadvantages of three widely used systems for documentation and monitoring 
of labour productivity on site. This article introduces a novel computer based system for documentation and monitoring 
of construction labour productivity. The system not only provides a user friendly environment for documentation and 
monitoring of construction labour productivity but also undertakes various statistical analyses. The future work in-
cludes development of a neural network module. 
KEYWORDS: construction labour productivity, time study, programming, documentation, monitoring. 
 
 
1 INTRODUCTION 

Continuous process improvement is an essential factor of 
competitive advantage for the contemporary organisa-
tions. For construction works, one of the most significant 
areas that continuous improvement can be achieved is the 
minimisation of waste in terms of labour productivity. In 
order to succeed, a structured and systematic approach to 
collect and analyse labour (crew) productivity data is es-
sential. ‘What to measure’ and ‘how to measure’ are the 
key questions to be answered. Use of computer based 
systems that assist the site management in answering 
these questions and collecting and analysing the related 
data is thus a perquisite for time and cost effectiveness of 
these implementations.  
After Egan report in 1998, British construction companies 
focused on implementing monitoring systems. The com-
panies utilised either their own systems or standard moni-
toring systems like Calibre, Activity Based Planning and 
ImPACT (Cook, 1999). While literature shows no further 
studies related with the development of standard monitor-
ing systems, the pros and cons of these three systems are 
summarised as follows.  

1. Calibre, developed by BRE, requires the use of Psion 
palmtop computers and consultants’ observers to iden-
tify the work plans and how long different tasks take 
(Cook, 1999). The observers monitor the work done 
by each labour by categorising the work into four 
main categories; value adding, statutory, support and 
non value added work. Courtney (1999) states that it 

costs 100 pounds per observer per day and two ob-
servers for every 100 operatives are recommended on 
site. Thus, although the developers of CALIBRE 
claim to save up to 12% of costs, the operating costs 
are expensive and CALIBRE is defined to be ‘bureau-
cratic’ and to be using ‘excessive amount of informa-
tion’. 

2. Activity Based Planning, developed by Mace, is based 
on proformas filled by subcontractors at the beginning 
of each week and reported to be lacking detail. Mean-
while, it is reported to be much cheaper and simpler to 
operate than CALIBRE, i.e. costs about 100 pounds 
per month. 

3. ImPACT is based on a traditional clipboard and stop-
watch time-and-motion study. It uses a large amount 
of data during analysis and provides feed back for the 
next project. It is reported to save 5% costs. However, 
consultant costs are 500 pounds per day which is the 
most important con of the system. 

A concluding remark can be made from the above discus-
sion that it is not practical to spread the use of these moni-
toring systems to other countries like Turkey, mainly due 
to high costs of consultants for operating the systems. 
Literature supports this fact as there are no articles related 
with the applications of these systems in any other coun-
tries. Thus, the aim of this research has been to develop a 
user friendly computer based system which will not re-
quire any specialist expertise for documentation and 
monitoring of construction labour productivity. 



2 A SYSTEMATIC APPROACH TO MONITORING 
LABOUR PRODUCTIVITY ON SITE 

Construction productivity can be calculated in a number 
of different ways like the ratio between output and work 
hours or the ratio between work hours and output where; 
the first one is more commonly used as called ‘production 
rate’ (Sönmez and Rowings (1998)). When the site man-
agement decides to monitor labour productivity on site 
there are a number of activities that have to be organised 
as a ‘time study’. Time study includes:  

1. Defining the work: The first step for undertaking a 
systemised time study is to define the work. Definition 
of the work should guide the site management on 
when the labour will be observed and what will be 
measured.  

1. Identifying the duration of the observations: In manu-
facturing industry duration of the time study observa-
tions may even be in minutes. However, for construc-
tion works, as time and cost schedules or overruns are 
mainly calculated on daily basis, a daily basis obser-
vation would quite be satisfactory. (Thomas and Daily 
(1983)) 

2. Identifying required number of observations through a 
pilot study: After defining the work and the duration 
of the observations, it is time to observe the productiv-
ity of the crew. At this point, an important question 
about the required number of observations arises. A 
pilot study of between 5 to 10 observations then have 
to be carried out in order to determine the statistically 
valid number of observations required (Equation 1). 
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N’:  Required number of observations within 95% confi-

dence interval. 
N:  Number of observations during the pilot study. 
Xi:  Unit output of the related labour (crew) during the 

i.th observation. 
3. Observing the labour crew and measuring the quantity 

of the work: Once the work is defined clearly and bro-
ken down into components it is straightforward for the 
site management to collect data about the amount of 
time spent by the labour crew on the related work and 
the quantity of work completed. However, additional 
information on factors affecting the labour productiv-
ity during the observation time should also be re-
corded in order to arrive at realistic results. 

4. Observing the factors affecting the labour productiv-
ity: Various authors like Sönmez and Rowings (1998), 
Assem (2000), Moselhi et al. (2005), Thomas and Na-
politan (1995), Akindele (2003), Jonsson (1996), 
Winch and Carr (2001) discuss the factors influencing 
construction labour productivity. These can be 
grouped as labour related, work related and site man-
agement related factors. Labour related factors are 
age, education, experience, working hours, payment 
method, absenteeism and crew size. Work related fac-
tors are location of the site, location of the work on 

site, the type and the size of the material used and the 
weather conditions. Site management factors are site 
congestion, transport distances, and, availability of 
the; crew, machinery, materials, equipments and site 
management. 

 
 
3 THE DEVELOPMENT OF THE COMPUTER 

BASED SYSTEM  

3.1 The content perspective 

Monitoring and documentation of the labour productivity 
on site, as discussed in Section 2, requires various tasks to 
be undertaken by the site management, which can be per-
ceived as time and cost consuming and may not be effec-
tively implemented unless a user friendly documentation 
system is applied.  
Turkish construction industry, like most of construction 
industries in other developing countries, is dominated by 
reinforced concrete high rise building construction works. 
Thus, presenting the work items of reinforced concrete 
construction in a monitoring and documentation system 
would address the need of about 90% of construction 
companies (Paksoy, 2005). Therefore, the aim of the cur-
rent study has been to develop a user friendly system that 
can easily be used by the site management in reinforced 
concrete building works . 45 time studies were carried out 
for concrete work, formwork, steelwork and masonry 
work on a reinforced concrete office building project con-
structed by a large scaled Turkish construction company 
between the years 2004-2006. During this period, details 
of both the monitoring and the documentation of labour 
productivity data/information have been revised continu-
ously with the site engineers. It was first identified that 
definition of the work should be in the form of dividing 
the work items into sub activities (Table 1). Otherwise, 
different measurements were carried out by different or 
even the same observers. The definition of some of the 
work items included within the developed model is pre-
sented in Table 1. (Scaffolding, painting, plastering and 
slab covering are the other work items that have been 
included in the model.) 
Table 1. Definition of the work items. 

 Definition of the work item 

Ready 
mixed 
concrete 
work 

Pump from the transmixer 
Vibrate the concrete 
Level the concrete 
Protect the concrete from hot/cold 
Water the concrete 
Take samples for the quality control of the concrete 

Timber 
Formwork 

Carry the scaffolding 
Erect the scaffolding  
Grease the formwork 
Dismantle the formwork 
Clean the formwork 
Dismantle the scaffolding 

Steelwork 

Unload the steel from the trucks 
Carry the steel within the site  
Cut the steel 
Bend the steel 
Lay down the steel  

Wall ele-
ments 

Carry the wall elements vertically/horizontally 
Prepare the mortar  
Build the wall 
Water the wall 
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During the site studies, it has been observed that while 
some labour work for 8 hours, some labour work more / 
less due to the reasons like carrying the material before 
hand, leaving work earlier, watering the surface after the 
8 hrs work and so on. From these findings, it has been 
concluded that, for the observations to be realistic, docu-
mentation should provide the working duration of each 
labour separately. ‘Daily observation’ sheets are thus de-
signed in order to record the amount of material used, 
quantity of the work done and the amount of the time 
spent by each labour on each work item except formwork 
and steelwork items . A ‘daily observation’ sheet for ma-
sonry work is given in Figure 1 as an example. 
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Figure 1. ‘Daily observation’ sheet for masonry work. 
 
The site experience for formwork and steelwork has 
shown that it usually is not practically possible to measure 
the quantity of work done or quantity of materials used 
during ‘one day’ observations. Duration of an observation 
has to be calculated when the measured amount of mate-
rial (i.e. formwork, steel) is completely used. These re-
quired two different sheets to be produced for document-
ing productivity data (see Figure 2 and Figure 3). ‘Daily 
activities’ sheet is used to document both the working 
hours and the work done by each crew member during 
each day of work for formwork and steelwork items. ‘Ob-
servation’ sheet is additionally presented for the input of 
total amount of material used, total quantity of the work 
done and total amount of the time spent on the work by 
the crew.  
Work and site management related factors affecting the 
labour productivity are also presented on ‘daily observa-
tion’ and ‘observation’ sheets (see Figure 1, Figure 3 and 
Table 2). 
 
 
 
 
 
 

Table 2. Work related productivity factors included in the 
model. 

Work item Work related productivity factors 

Concrete 
pouring 

The location of the work, weather conditions, the 
capacity and the number of the transmixers used, the 
transportation system of the ready mixed con-
crete(dry/wet), the power of the pump or the capac-
ity of the crane buckets, the distance between the 
concrete plant and the construction site  

Formwork 

The location of the work, weather conditions ,the 
type of the foundation or the type of the slab, the 
slab area or the floor height, the type of the form-
work (plywood/timber/steel), the type of the scaf-
folding (steel/timber)  

Steel work 

The location of the work, weather conditions, the 
type of the foundation or the type of the slab, the 
form of the steel when it arrived to the site 
(cut/uncut/bent), the size of the steel used, the type 
of the equipment used ( bending machine/cutting 
machine) 

Masonry 
work 

The location of the work, weather conditions, the 
thickness and the height of the wall, the type of the 
wall elements (brick/block/lightweight block), the 
size of the wall elements 

 

 
Figure 2. ‘Daily activities’ sheet for formwork. 
 

 
Figure 3. ‘Observation’ sheet for formwork. 
 
A separate sheet called ‘crew information ’ is also avail-
able to record labour related factors like the age, the edu-
cation, the experience, the working/non working hours, 



the payment method, the absenteeism , the crew size, the 
extent of supervision on the site and the travelling dis-
tance between the residence of the crew members and the 
construction site. Figure 4 presents a typical ‘crew infor-
mation’ sheet. 

 
Figure 4. A typical ‘crew information’ sheet. 
 
3.2 The programming perspective 

The developed system can be divided into two main sec-
tions; ‘Data Acquisition’ and ‘Data Analysis’ (see Figure 
5). Data Acquisition section employs a dynamic form 
generator. Dynamic form generator is responsible for cre-
ating user friendly sheets for the work items. A typical 
‘crew information’ sheet (Figure 4) has a standard layout 
for any work item. The sheet is facilitated with list boxes, 
spin edits, radio buttons and check boxes to avoid typing 
as much as possible. A unique identification tag is at-
tached to each ‘crew information’ sheet for the associa-
tion of the same crew’s daily observations and activities 
data. ‘Daily observation’, ‘daily activities’ and ‘observa-
tion’ sheets are the other three types of forms that their 
layouts differ for each work item. Each crew may have 
more than one set of observation and activity sheets. Each 
of these activity and observation sheet sets are identified 
with a work number and strongly linked to its crew in-
formation form. All of the forms produced by Dynamic 
Form Generator can be edited or destroyed at any time by 
the user. In the case of multiple observations or activities 
of a crew, the crew information is not duplicated, instead 
the crew code is inserted into the observation and activi-
ties sheet. This behaviour provides great flexibility for the 
management of data. 
Data Analysis Section, on the other hand, is responsible 
for ; identifying the required number of observations, 
identifying production rates, undertaking correlation and 
regression analysis between productivity rates and differ-
ent site/work/labour related conditions. The work items 
and the sheets that contain input data for the analyses 
should be identified before processing the statistical 
analysis. Data Merger and Extractor Module is employed 
for combining the work items from various types of 
sheets for each crew as well as whole data set. Individual 
work items can be marked on the dummy sheets for filter-

ing out the necessary information from the sheets. The 
user is, then, prompted for selecting the sheets that should 
be included in the analyses. The user may select either a 
directory or a collection of individual sheets. The output 
of the Data Merger and Extractor Module is comma sepa-
rated text file that is a common format for many statistical 
software packages. Development of two different types of 
neural networks; Self Organizing Maps for the grouping 
of the input data and Back Propagation Error for the esti-
mation of some items under various conditions, are 
planned for the future. The output of the neural network 
module will be supported and compared to those statisti-
cal findings of Statistical Analysis Module to generate the 
final report. 
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Figure 5. The programming structure of the model. 
 
 
4 CONCLUSIONS 

Substantial productivity changes can be achieved by con-
tinuous monitoring and documentation of labour produc-
tivity on site. Time study is a systematic approach to 
monitor labour productivity on site. However it may be an 
extra burden for the site management if a user friendly 
documentation system is not utilised. Literature shows 
three monitoring systems that have been used especially 
by British construction companies on site. A common 
disadvantage of these systems is the requirement of con-
sultant(s) during the applications, which makes the sys-
tems expensive to operate. The aim of the current re-
search, thus, has been to develop a user friendly monitor-
ing and documentation system. The content of the system 
focused on reinforced concrete construction work and 
included the work items of ready mixed concrete, form-
work, steelwork, scaffolding, painting, plastering and slab 
covering. While the structured and well defined content of 
the system may seem to be a disadvantage during imple-
mentations by the users looking for more flexibility, such 
a structured approach provides uniformity for analysis of 
the data from various observations. 
Delphi programming language has been used to provide a 
user friendly interface. The system does not only have the 
data acquisition module for documentation purposes but 
also have data analysis module for statistical analysis. The 
future work will focus on development of the neural net-
work module. Palm top applications of the system will 
also be investigated in order to provide direct data collec-
tion on construction site. 
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IT-BASED APPROACH FOR EFFECTIVE MANAGEMENT OF PROJECT CHANGES:            
A CHANGE MANAGEMENT SYSTEM (CMS) 
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ABSTRACT: In a perfect world, changes will be confined to the planning stages. However, late changes often occur 
during construction, and frequently cause serious disruption to the project. The need to make changes in a construction 
project is a matter of practical reality. Even the most thoughtfully planned project may necessitate changes due to vari-
ous factors. The fundamental idea of any variation management system in a building project is to anticipate, recognize, 
evaluate, resolve, control, document, and learn from past variations in ways that support the overall viability of the 
project. Learning from past variations is imperative because the professionals can then improve and apply their experi-
ence in the future. Primarily, the study proposes six principles of change management. Based on these principles, a 
theoretical model for change management system (CMS) is developed. The theoretical model consists of six fundamen-
tal stages linked to two main components, i.e., a knowledge-base and a controls selection shell for making more in-
formed decisions for effective management of variations. This paper argues that the information technology can be ef-
fectively used for providing an excellent opportunity for the professionals to learn from similar past projects and to 
better control project variations. Finally, the study briefly presents a knowledge-based decision support system 
(KBDSS) for the management of variations in educational building projects in Singapore. The KBDSS consists of two 
main components, i.e., a knowledge-base and a controls selection shell for selecting appropriate controls. The KBDSS 
is able to assist project managers by providing accurate and timely information for decision making, and a user-
friendly system for analyzing and selecting the controls for variation orders for educational buildings. The CMS will 
enable the project team to take advantage of beneficial variations when the opportunity arises without an inordinate 
fear of the negative impacts. By having a systematic way to manage variations, the efficiency of project work and the 
likelihood of project success should increase. The study would assist building professionals in developing an effective 
variation management system. The system would be helpful for them to take proactive measures for reducing variation 
orders. Furthermore, with further generic enhancement and modification, the KBDSS will also be useful for the man-
agement of variations in other types of building projects, thus helping to raise the overall level of productivity in the 
construction industry. Hence, the system developed and the findings from this study would also be valuable for all 
building professionals in general. 
KEYWORDS: CMS, information technology, KBDSS, changes, management. 
 
 
1 INTRODUCTION 

In a perfect world, changes will be confined to the plan-
ning stages. However, late changes often occur during 
construction, and frequently cause serious disruption to 
the project (Cameron, et al., 2004). Great concern has 
been expressed in recent years regarding the adverse im-
pact of variations to the construction projects. The need to 
make changes in a construction project is a matter of prac-
tical reality. Even the most thoughtfully planned project 
may necessitate changes due to various factors (Ibbs, et 
al., 2001). Developments in the education sector and the 
new modes of teaching and learning fostered the need for 
renovation or extension of existing academic institutions. 
The change of space in academic institutions is required 
to cater for the new technology used. The construction of 
an educational building also poses risks as in the con-
struction of any other large projects. Variations during the 
design and construction processes are to be expected. 

Arain and Low (2005a) identified the design phase as the 
most likely area on which to focus to reduce the varia-
tions in future educational projects. If one were to seri-
ously consider ways to reduce problems on site, an obvi-
ous place to begin with is to focus on what the project 
team can do to eliminate these problems at the design 
phase (Arain, 2005a; Arain and Low, 2005b). 
Considering the hectic working environment of construc-
tion projects, decisions are being made under pressure and 
cost and time invariably dominate the decision making 
process (O’Brien, 1998). Most forms of contract for con-
struction projects allow a process for variations (Arain 
and Low, 2005b). Even though there may be a process in 
place to deal with these late changes, cost and time in-
variably dominate the decision making process. If the 
change affects the design, it will impact on the construc-
tion process and, quite possibly, operation and mainte-
nance as well (Cameron, et al., 2004). To overcome the 
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problems associated with changes to a project, the project 
team must be able to effectively analyze the variation and 
its immediate and downstream effects (CII, 1994; Arain 
and Low, 2007a). To manage a variation means being 
able to anticipate its effects and to control, or at least 
monitor the associated cost and schedule impact (Hester, 
et al., 1991). An effective analysis of variations and varia-
tion orders requires a comprehensive understanding of the 
root causes of variations and their potential downstream 
effects. 
In project management, variations in projects can cause 
substantial adjustments to the contract duration time, total 
direct and indirect cost, or both (Ibbs, et al., 1998; Gray 
and Hughes, 2001; Ibbs, et al., 2001). Every building pro-
ject involves a multi-player environment and represents a 
collaborative effort among specialists from various inde-
pendent disciplines (Arain, et al., 2004). Because varia-
tions are common in projects, it is critical for project 
managers to confront, embrace, adapt and use variations 
to impact positively the situations they face and to recog-
nize variations as such (Ibbs, 1997). The variations and 
variation orders can be minimized when the problem is 
studied collectively as early as possible, since the prob-
lems can be identified and beneficial variations can be 
made (CII, 1994; Arain and Low, 2007a). The variations 
and variation orders can be deleterious in any project, if 
not considered collectively by all participants. From the 
outset, project controls should take advantage of lessons 
learned from past similar projects (Ibbs, et al., 2001). 
The integration of construction knowledge and experience 
at the early design phase provides the best opportunity to 
improve overall project performance in the construction 
industry (Arain, et al., 2004). To realize this integration, it 
is not only essential to provide a structured and systematic 
way to aid the transfer and utilization of construction 
knowledge and experience during the early design deci-
sion making process, but also to organize these knowl-
edge and experience in a manageable format so that they 
can be inputted effectively and efficiently into the proc-
ess. 
Decision making is a significant characteristic that occur 
in each phase of a project. In almost every stage, decision 
making is necessary. Often, these decisions will, or can 
affect the other tasks that will take place. To achieve an 
effective decision making process, project managers and 
the other personnel of one project need to have a general 
understanding of other related or similar past projects 
(CII, 1994a). This underscores the importance of having a 
good communication and documentation system for better 
and prompt decision making during various project 
phases. If professionals have a knowledge-base estab-
lished on past similar projects, it would assist the profes-
sional team to plan effectively before starting a project, 
during the design phase as well as during the construction 
phase to minimize and control variations and their effects. 
The current technological progress does not allow the 
complete computerization of all the managerial functions 
or the creation of a tool capable of carrying out automati-
cally all the required management decisions. To insure the 
success of this important management function, it is be-
lieved that human involvement in this process remains 
essential. Thus the Decision Support System (DSS) ap-

proach for this kind of application seems to be the most 
natural idea (Miresco and Pomerol, 1995). 
Information technology has become strongly established 
as a supporting tool for many professional tasks in recent 
years (Arain and Low, 2005c). Computerized decision 
support systems can be used by project participants to 
help make more informed decisions regarding the man-
agement of variations in projects by providing access to 
useful, organized and timely information (Miresco and 
Pomerol, 1995; Mokhtar, et al., 2000). As mentioned ear-
lier, project strategies and philosophies should take ad-
vantage of lessons learned from past similar projects from 
the inception. It signifies the importance of an organized 
knowledge-base of similar past projects. The importance 
of a knowledge-base for better project control was rec-
ommended by many researchers (Miresco and Pomerol, 
1995; Mokhtar, et al., 2000; Gray and Hughes, 2001; 
Ibbs, et al., 2001; Arain and Low, 2005c). 
A knowledge-based decision support system is a system 
that can undertake intelligent tasks in a specific domain 
that is normally performed by highly skilled people 
(Miresco and Pomerol, 1995). Typically, the success of 
such a system relies on the ability to represent the knowl-
edge for a particular subject. Computerized decision sup-
port systems can be used by project participants to help 
make more informed decisions regarding the management 
of variation orders in projects by providing access to use-
ful, organized and timely information. The objective of 
this study is therefore to develop a theoretical model for 
CMS for better management of variations in educational 
building projects in Singapore. The system would assist 
the professionals in learning from past projects for reduc-
ing potential variations in the educational building pro-
jects. 
This is a timely study as the programme of rebuilding and 
improving existing educational buildings is currently un-
der way in Singapore; it provides the best opportunity to 
address the contemporary issues relevant to the manage-
ment of variation orders. The CMS framework would be 
helpful in developing a knowledge-based decision support 
system (KBDSS) that eventually would assist profession-
als in taking proactive measures for reducing potential 
variations in educational building projects. The knowl-
edge-based system should present a comprehensive sce-
nario of the causes of variations, their relevant effects and 
potential controls that would be helpful in decision mak-
ing at the early stage of the variations occurring. The 
KBDSS would assist project management teams in re-
sponding to variations effectively in order to minimize 
their adverse impact to the project. Furthermore, the CMS 
will enable the project team to take advantage of benefi-
cial variations when the opportunity arises without an 
inordinate fear of the negative impacts. 
 
 
2 SCOPE OF RESEARCH 

The government of Singapore initiated a major program 
of rebuilding and improving existing educational build-
ings to ensure that the new generation of Singaporeans 
would get the best opportunities to equip them with the 
information technology (IT) available. A total of about 



290 educational buildings will be upgraded or rebuilt by a 
government agency over a period of seven years, at an 
estimated cost of S$4.46 billion from 1999 to 2005 (Note: 
at the time of writing, US$1 is about S$1.80). Developing 
a change management system will contribute towards the 
better control of variations through prompt and more in-
formed decisions. Therefore, this research concentrated 
on the educational building projects under this major re-
building and improvement programme in Singapore. The 
number of completed educational projects is 80. Further-
more, the interviews were restricted to the developers 
(governmental agency), the consultants and contractors 
who have carried out these educational projects. 
 
 
3 BACKGROUND 

The issue of managing variations has received much at-
tention in the literature. Despite many articles and much 
discussion in practice and academic literature, the issue of 
learning from the past projects for making timely and 
more informed decisions for effective management of 
variation orders was not much explored in the literature. 
Many researchers have proposed theoretical models for 
managing variations. Krone (1991) presented a variation 
order process that promoted efficient administrative proc-
essing and addressed the daily demands of changes in the 
construction process. The contractual analysis technique 
(CAT) found that early notification and submission of 
proposals helped to maintain management control and 
avoided impact claims. The CAT laid the foundation for 
future contract variation clauses in construction manage-
ment. The proposed process was limited to administrative 
processing and addressing the daily demands of variations 
in the construction process. Stocks and Singh (1999) pre-
sented the functional analysis concept design (FACD) 
methodology to reduce the number of variation orders in 
construction projects. They found that FACD was a viable 
method that could reduce construction costs overall. Har-
rington, et al. (2000) presented a theoretical model for the 
management of change (MOC) in the organizational con-
text. The model presented a structured process consisting 
of seven phases, namely, clarify the project, announce the 
project, conduct the diagnosis, develop an implementation 
plan, execute the plan, monitor progress and problems, 
and evaluate the final results. They suggested that the 
MOC structure can be applied outside the organization to 
any project change management. 
A theoretical model was proposed by Gray and Hughes 
(2001) for controlling and managing variations. The cen-
tral idea of the proposed model was to recognize, evalu-
ate, resolve and implement variations in a structured and 
effective way. CII (1994) and Ibbs, et al. (2001) proposed 
a project change management system (CMS) that was 
founded on five principles. The five principles included: 
promote a balance change culture, recognize change, 
evaluate change, implement change, and improve from 
lessons learned. The change management system was a 
two-level process model, with principles as the founda-
tion, and management processes to implement those prin-
ciples. The proposed system lacked the basic principle 

and process of implementing controls for future variations 
in the construction projects. 
The basic principles of variation management that are 
presented in this paper were adapted from the research 
works by CII (1994) and Ibbs, et al. (2001). 
 
 
4 BASIC PRINCIPLES OF VARIATION MANAGE-

MENT 

The fundamental idea of any variation management sys-
tem is to anticipate, recognize, evaluate, resolve, control, 
document, and learn from past variations in ways that 
support the overall viability of the project. Learning from 
the variations is imperative, because the professionals can 
improve and apply their experience in the future. This 
would help the professionals in taking proactive measures 
for reducing potential variations. 
This study proposes six basic principles of variation man-
agement. As shown in Figure 1, the six basic principles 
include identify variation for promoting a balanced varia-
tion culture, recognize variation, diagnosis of variation, 
implement variation, implement controlling strategies, 
and learning from past experiences. Each of these princi-
ples works hand-in-hand with the others.  
The decision-makers seek guidance from past decisions, 
like learning from the past experiences. The Adaption-
Innovation Theory (AIT), proposed by Kirton (1976), 
defined and measured two styles of decision making: 
adaption and innovation. Kirton (1984) further explained 
that adaptors characteristically produced a sufficiency of 
ideas, based closely on, but stretching, existing agreed 
definitions of the problem and likely solutions. Kirton 
(1984) argued that the decisions made by adaptors were 
precise, timely, reliable and sound.  

 
Figure 1. Fundamental principles of variation management. 
 
The first principle of variation management is to identify 
variations. As shown in Figure 1, in this principle, refer-
ring to past projects for early recognition of a problem is 
very important, because it will assist in identifying the 
issue at the early stage. Furthermore, this will also assist 
in encouraging beneficial variations and discouraging 
detrimental variations. Beneficial variations are those that 
actually help to reduce cost, schedule, or degree of diffi-
culty in the project. Detrimental variations are those that 
reduce owner value or have a negative impact on a pro-
ject. 
The second principle of variation management is to rec-
ognize variations. In this principle, communication, 
documentation and awareness about trending are very 
important, because these would assist in identifying varia-
tions prior to their actual occurrence. The third principle 

 355



 356

of variation management is to diagnose the variation. As 
shown in Figure 1, nature evaluation, trending, and im-
pact evaluation are very important aspects. This is be-
cause these would assist in determining whether the man-
agement team should accept and implement the proposed 
variation. 
Implementing variation is the fourth principle of variation 
management. After evaluating the variation, implement-
ing variation is an important step. As shown in Figure 1, 
in this principle, communication, documentation and 
tracking are very important. This is because these would 
assist in implementing variation through communicating 
information between team members and developing data-
base through documenting and tracking of the variation 
implemented. Implementing controls for variations is the 
fifth principle of effective variation management. It is a 
very important step, since this is the main reason to have 
the variation management system. As shown in Figure 1, 
evaluating and documenting controls are very important, 
because evaluating suggested controls would assist in 
selecting effective controls for variations, and document-
ing the controls would assist in learning lessons from the 
variation. 
The sixth principle of variation management is to learn 
from past experiences. In this principle, learning lessons 
and sharing experiences are very important because the 
main idea is to evaluate mistakes made so that errors can 
be systematically corrected. Such analysis should be 
shared between team members so that everyone will have 
a chance to understand the root causes of the variations 
and to control problems in a proactive way. 
 
 
5 THEORETICAL MODEL FOR CHANGE MAN-

AGEMENT SYSTEM (CMS) 

Based on these principles, a theoretical model for change 
management system (CMS) is developed. The model con-
sists of six fundamental stages linked to two main com-
ponents, i.e., a knowledge-base and a controls selection 
shell for making more informed decisions for effective 
management of variation orders. The database will be 
developed through collecting data from source documents 
of past projects, questionnaire survey, literature review 
and in-depth interview sessions with the professionals 
who were involved in the projects. The knowledge-base 
will be developed through initial sieving and organization 
of data from the database. The controls selection shell 
would provide decision support through a structured 
process consisting of building the hierarchy between the 
main criteria and the suggested controls, rating the con-
trols, and analyzing the controls for selection through 
multiple analytical techniques. 
The knowledge-base should be capable of displaying 
variations and their relevant details, a variety of filtered 
knowledge, and various analyses of the knowledge avail-
able. This would eventually lead the decision makers to 
the suggested controls for variations and assist in select-
ing the most appropriate controls. 

As shown in Figure 2, the need for a variation can origi-
nate from the client, user, design consultant, project man-
ager and contractor. Considering the underlying principles 
of effective variation management and the theoretical 
framework discussed earlier, the first step of the theoreti-
cal model for management of variation orders is to iden-
tify variations for promoting a balanced variation culture. 
Once the variation is proposed, the proposal will be ana-
lyzed through a knowledge-base (level 1) for initial deci-
sion support to recognize the variation at an early stage 
for encouraging beneficial variations and preventing det-
rimental variations. If options are required for certain 
variations, then the request for a proposal will be made. 
However, the proposals will be analyzed generally 
through a knowledge-base that will assist in establishing 
the first principle of effective variation management. 
The second step of the theoretical model for management 
of variation orders is to recognize the variation. There-
fore, it is important that an environment be created that 
allows team members to openly communicate with one 
another. In this stage, team members are encouraged to 
discuss and to identify potential variations (Ibbs et al., 
2001; Arain and Low, 2006a). Identifying variations prior 
to their actual occurrence can help the team to manage 
variations better and earlier in the project life cycle. As 
shown in Figure2, the knowledge-base (level 2) provides 
structured information of past projects that would assist in 
effective communication between team members. The 
codes and categorized information relating to the effects 
on programme, cost implications, and frequency of occur-
rence of variations would eventually assist in recognizing 
variations at the early stage of their occurrence. 
After the team recognizes the variation, the diagnosis of 
variation is carried out through the knowledge-base (up-
dated). The knowledge-base (updated) contains informa-
tion about the frequency of variations and variation orders 
in the present project, their root causes, and potential ef-
fects. This information assists the management team in 
evaluating the variation. The purpose of the evaluation is 
to determine whether the management team should accept 
and implement the proposed variation. 
After the evaluation phase, the team selects the alterna-
tives and communicates the details of the variation to all 
affected parties. Better team communication will allow 
for the timely implementation of the variation selected. 
Documentation of the variation implemented is an inte-
gral part of the implementation phase. The documentation 
contributes to the knowledge-base decision support sys-
tem as shown in Figure 2.  
After the implementation phase, selecting and implement-
ing controls for variations are very important as shown in 
Figure 2. The knowledge-base eventually leads the deci-
sion makers to the suggested controls for variations and 
assists them in selecting the most appropriate controls. 
The controls selection shell would provide decision sup-
port through a structured process consisting of building 
the hierarchy between the main criteria and the suggested 
controls, rating the controls, and analyzing the controls 
for selection through multiple analytical techniques. 
 



 
Figure 2. Change Management System (CMS) model. 

After selecting and implementing the controls for varia-
tions, establishing and updating the knowledge-base is the 
last yet most important phase of the theoretical model for 
management of variation orders (Arain and Low 2006a). 
The knowledge-base will improve with every new build-
ing project, since the essence of the model is to provide 
timely and accurate information for the decision making 
process. The knowledge-base established may assist pro-
ject managers by providing accurate and timely informa-
tion for decision making, and a user-friendly system for 
analyzing and selecting the controls for variation orders.  
 
 
6 KNOWLEDGE-BASED DECISION SUPPORT 

SYSTEM (KBDSS) 

The fundamental idea of any strategic management sys-
tem is to anticipate, recognize, evaluate, resolve, control, 
document, and learn from past experiences in ways that 
support the overall viability of the project (Ibbs, et al., 
2001; Arain, 2005b; Arain and Low, 2005c). The profes-

sionals can improve and apply their experience in the fu-
ture projects hence learning from the variations is impera-
tive. This would help the professionals in taking proactive 
measures for reducing potential variations. 
A knowledge-based decision support system was a system 
that could undertake intelligent tasks in a specific domain 
that was normally performed by highly skilled people 
(Miresco and Pomerol, 1995). Typically, the success of 
such a system relied on the ability to represent the knowl-
edge for a particular subject (Mokhtar, et al., 2000). 
Computerized decision support systems can be used by 
project participants to help make more informed decisions 
regarding the management of variation orders in projects 
by providing access to useful, organized and timely in-
formation. 
It is important to understand that the KBDSS for the man-
agement of project changes was not designed to make 
decisions for users, but rather it provided pertinent infor-
mation in an efficient and easy-to-access format that al-
lows users to make more informed decisions. 
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As mentioned earlier, the issue of managing variations 
has received much attention in the literature. In spite of 
many articles and much discussion in practice and aca-
demic literature, the issue of learning from the past pro-
jects for making timely and more informed decisions for 
effective management of variations was not much ex-
plored in the literature (Arain, 2005b; Arain and Low, 
2006b). Many researchers have proposed principles and 
theoretical models for managing variations (Mokhtar, et 
al., 2000; Ibbs, et al., 2001; Arain and Low, 2005c). This 
study presents a change management system (CMS) con-
taining a KBDSS for managing variations in educational 
projects in Singapore, which has not been studied and 
developed before. Hence, the study is a unique contribu-
tion to the body of knowledge about KBDSS towards the 
management of variations in construction. It is important 
to understand that the KBDSS for the management of 
variations is not designed to make decisions for users, but 
rather it provides pertinent information in an efficient and 
easy-to-access format that allows users to make more 
informed decisions. 
The KBDSS consists of two main components, i.e., a 
knowledge-base and a controls selection shell for select-
ing appropriate controls (Arain and Low, 2007b). The 
database is developed by collecting data from the source 
documents of 80 educational building projects, question-
naire survey, literature review and in-depth interviews 
with the professionals who were involved in these pro-
jects. The knowledge-base was developed through initial 
sieving and organization of the data from the database. 
The knowledge-base was divided into three main seg-
ments, namely, macro layer, micro layer and ef-
fects/controls layer. The system contains one macro layer 
that consists of the major information gathered from 
source documents, and 80 micro layers that consist of 
detailed information pertinent to variations and variation 
orders for each project. Overall the system contains 155 
layers of information. The segment that contained infor-
mation pertinent to possible effects and controls of the 
causes of variation orders for educational buildings was 
integrated with the controls selection shell. The shell con-
tains 53 layers based on each of the causes of variations 
and their most effective controls. The controls selection 
shell provided decision support through a structured proc-
ess consisting of building the hierarchy between the main 
criteria and the suggested controls, rating the controls, 
and analyzing the controls for selection through multiple 
analytical techniques. 
The KBDSS is developed in the MS Excel environment 
using numerous macros for developing the user-interface 
that carry out stipulated functions. These are incorporated 
within a controls selection shell. The graphical user inter-
face (GUI) assists users in interacting with the system on 
every level of the KBDSS. In addition, the GUI and infer-
ence engine will maintain the compatibility between lay-
ers and the decision shell. The KBDSS provides an ex-
tremely fast response to the queries. The KBDSS is capa-
ble of displaying variations and their relevant in-depth 
details, a variety of filtered knowledge, and various 

analyses of the knowledge available. The KBDSS is able 
to assist project managers by providing accurate and 
timely information for decision making, and a user-
friendly system for analyzing and selecting the controls 
for variation orders for educational buildings. 
The detailed information that is available on various lay-
ers of the KBDSS is briefly discussed below. The infor-
mation and various filters that can be applied to the 
knowledge-base developed may assist the professionals in 
learning from past projects for enhancing management of 
variations in educational building projects. 
 
6.1 Macro layer of the KBDSS 

As mentioned earlier, the macro layer is the first segment 
of the knowledge-base. It consists of the major informa-
tion gathered from source documents of 80 educational 
projects and through interview sessions with the profes-
sionals. As shown in Figures 3a, 3b and 3c, the macro 
layer contains the major information about the educa-
tional projects completed, i.e., project name, program 
phase, work scope, educational level, date of commence-
ment, project duration, date of completion, actual comple-
tion, schedule completion status, schedule difference, 
contract final sum, contingency sum percent, contingency 
sum, contingency sum used, total number of variation 
orders, total cost of variation orders, total time implica-
tion, total number of variations, frequency of variation 
orders, frequency of variations, main contractors and con-
sultants. 
A variety of filters are provided on the macro layer that 
assists in sieving information by certain rules. The user 
would be able to apply multiple filters for analyzing the 
information by certain rules, for instance, the user would 
be able to view the information about the educational pro-
jects that were completed behind schedule and among 
these projects, the projects with the highest frequency of 
variation orders, highest contingency sum used, highest 
number of variations, etc. This analysis assists the user in 
identifying the nature and frequency of variations in cer-
tain type of educational projects.  

 
Figure 3a. Macro layer of the knowledge-base that consists of 
the major information regarding educational building projects. 

 
 
 

 

 358



 

 359

Figure 3b. Macro layer of the knowledge-base (cont’d). 
 

 
Figure 3c. Macro layer of the knowledge-base (cont’d). 
 

 
Figure 4. Summary section displaying the results of the filters 
applied on the macro layer. 
 
The inference engine provides a comprehensive summary 
of the information available on the macro layer as shown 
in Figure 4. Furthermore, the inference engine also com-
putes the percentages for each category displayed in Fig-
ure 4. This assists the user in analyzing and identifying 
the nature and frequency of variation orders in certain 
type of educational projects. The information available on 
the macro layer would assist the professionals in identify-

ing the potential tendency of encountering more varia-
tions in certain type of educational projects. By applying 
multiple filters that are provided on the macro layer, the 
professionals would be able to evaluate the overall project 
variance performance. These analyses at the design stage 
would assist the professionals in developing better de-
signs with due diligence. 
 
6.2 Micro layer of the KBDSS 

The micro layer is the second segment of the knowledge-
base that contains 80 sub-layers based on the 80 educa-
tional projects respectively. As shown in Figures 5a and 
5b, the micro layer contains the detailed information re-
garding variations and variation orders for the educational 
project. The detailed information includes the variation 
order code that assists in sieving information, detailed 
description of particular variation collected from source 
documents, reason for carrying out the particular variation 
provided by the consultant, root cause of variation, type 
of variation, cost implication, time implication, approving 
authority, and endorsing authority. Here, the information 
regarding the description of particular variation, reason, 
type of variation, cost implication, time implication, ap-
proving authority, and endorsing authority were obtained 
from the source documents of the 80 educational projects. 
The root causes were determined based on the description 
of variations, reasons given by the consultants, and the 
project source documents and were verified later through 
the in-depth interview sessions with the professionals who 
were involved in these projects. 

 
Figure 5a. Micro layer of the knowledge-base that contains the 
detailed information regarding variation orders for the educa-
tional project. 
 
In addition to computing the abovementioned informa-
tion, the inference engine also computes and enumerates 
the number of variations according to various types of 
variations as shown in Figure 6. The inference engine also 
assists in computing the actual contingency sum by de-
ducting the cost of variations requested and funded by the 
institution or other sources. This may assist in identifying 
the actual usage of contingency sum based on the project 
cost.



 
Figure 5b. Micro layer of the knowledge-base that contains the 
detailed information regarding variation orders for the educa-
tional project. 
 

 
Figure 6. Multiple summary sections displaying the results of 
the filters applied on the micro layer, and the KBDSS query 
form showing the effects and controls layer tab that connects the 
micro layer with the effect and controls layer of the knowledge-
base. 
 
The information can be sieved by certain rules through a 
variety of filters provided in the micro layer. The profes-
sionals would be able to apply multiple filters for finding 
out the most frequent causes of variations, most frequent 
types of variations, and variations with most significant 
cost implication and time implication. The multiple sum-
maries that can be generated by apply filters and using the 
query form is presented in Figure 6. The professionals 
would be able to analyze the most potential variations in 
educational building projects. The information available 
on the micro layers would assist in pinpointing the root 
causes of variations in the past educational projects. 
 
6.3 Effects and controls layer of the KBDSS 

The third layer of the KBDSS contains 53 sub-layers 
based on the potential causes of variations and 10 sub-
layers of most important causes combined. The 53 causes 
can be modified in the event that new ones are discovered 
or emerged over time. The numerous filters provided in 
the macro, micro, and effects and controls layers will be 
updated automatically with every new project added. As 

shown in Figure 7, the graphical presentation of the 5 
most important effects and 5 most effective controls for 
the cause of variations was presented. An understanding 
of the effects of variations would be helpful for the pro-
fessionals in assessing variations. A clearer view of the 
impacts on the projects will enable the project team to 
take advantage of beneficial variations when the opportu-
nity arises. Eventually, a clearer and comprehensive view 
of the potential effects of variations will result in in-
formed decisions for effective strategic management of 
variations. It is suggested that variations can be reduced 
with due diligence during the design stages. Furthermore, 
the suggested controls would assist professionals in taking 
proactive measures for reducing variation orders for edu-
cational building projects. As mentioned earlier about the 
design stage, it is recommended that the controls be im-
plemented as early as possible. As shown in Figure 7, the 
controls selection tab is provided in the CDP form. This 
feature assisted in linking the knowledge-base with the 
controls selection shell. This is required because the pro-
fessionals may not be able to implement all the suggested 
controls. Therefore, the shell assists them in selecting the 
most appropriate controls based on their own criterions. 

 
Figure 7. Effects and controls layer of the knowledge-base that 
pinpoints the most important effects and most effective controls 
for each cause of variations. 
 
6.4 Controls selection shell 

The controls selection shell is integrated with the knowl-
edge-base to assist the user in selecting the appropriate 
controls of variations. As mentioned in the previous sec-
tion, the 5 most effective controls for the cause of varia-
tions were presented on the effects and controls layer, and 
the layer was linked with the controls selection shell. The 
controls selection shell provides decision support through 
a structured process consisting of building the hierarchy 
among the main criterions and the suggested controls, 
rating the controls, and analyzing the controls for selec-
tion through multiple analytical techniques, for instance, 
the analytical hierarchy process, multi-attribute rating 
technique, and direct trade-offs. The controls selection 
shell contained four layers that were based on the struc-
tured process of decision making, namely, control selec-
tion criterions, building the hierarchy between criterions 
and controls, rating the controls, selecting the best con-
trols based on the given criterions. 
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Figure 8. Main panel of controls selection shell that contains the 
goal, main criteria and the most effective controls for variations 
(focusing on Time, Cost and Quality). 
 
As shown in Figure 8, this layer of the controls selection 
shell contains the suggested controls for the cause of 
variation selected in the controls and effects layer of the 
KBDSS. Hence, the controls selection shell contains 53 
layers based on the each cause of variations and their 
most effective controls. Here the goal was to select the 
controlling strategies and the main criterions were time, 
cost and quality. In this layer, the professionals may add 
any suggested controls that are considered to be impor-
tant. Furthermore, the professionals may specify their 
own contemporary criterions for selecting the controls. 
The provision of the facility for adding more controls and 
criterions would assist them in evaluating the suggested 
controls according to the project stages and needs. This 
may assist them in selecting and implementing the appro-
priate controls at appropriate time. 
The main objective of this layer is to generate the hierar-
chy between the main criterions and the suggested con-
trols for variations. The shell generates hierarchy among 
the goal, the criterions and the suggested controls as 
shown in Figure 9. The hierarchy assists in rating all the 
suggested controls.  

 
Figure 9. Building the hierarchy among the goal, main criteria 
and controls for variations. 
 
 

 
Figure 10. Rating the main criteria using the direct method, i.e. 
the default rating method provided in the KBDSS. 
 
The rating process includes four main activities i.e., 
choosing a rating method, selecting rating scale views, 
assigning rating scales and entering weights or scores. 
This layer provides analytical hierarchy process (AHP) as 
a rating technique. This is because the decision will be 
based on purely qualitative assessments of the suggested 
controls. There are three rating methods available, i.e., 
direct comparison, full pair-wise comparison, and abbre-
viated pair-wise comparison. The direct method is the 
default rating method and is used for entering weights for 
this decision process. As shown in Figure 10, the first step 
for rating the controls was to assign weight to the criteri-
ons, i.e., time, cost and quality. The professionals should 
rate each criterion based on the project phases. This is 
because during the early stages of the construction pro-
jects, normally the implementation cost of suggested con-
trols is not significant. More emphasis should be given on 
the available resources at the present stage of the con-
struction projects. 
The second step was to rate the suggested controls with 
respect to quality. This was because quality was rated 
critical as shown in Figure 11. The rating priority is based 
on hierarchy of the main criterions rated earlier in the first 
step. Here the professionals should assign more weight to 
the controls that may enhance the project quality. The 
third step was to rate the suggested controls with respect 
to time. Here the professional should rate the controls, 
which may require less time for implementation, as high. 
The user rated all the suggested controls and assigned 
weights to each alternative (control) as shown in Figure 
12. Lastly, the fourth step was to rate the suggested con-
trols with respect to cost. Here the professionals should 
select more weights for the controls that are not costly. 
The user rated all the suggested controls and assigned 
weights to each alternative (control) as shown in Figure 
13. Overall, the rating of the suggested controls may vary 
according to the project phases. For instance, the controls 
may be implemented only in the design phase or in the 
construction phase of the construction projects. Hence, 
the KBDSS would assist the professionals in selecting the 
appropriate controls for variations according to the pre-
sent stage of the building project. 
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Figure 11. Rating the controls for variations with respect to 
quality. 
 

 
Figure 12. Rating the controls for variations with respect to 
time. 
 

 
Figure 13. Rating the controls for variations with respect to cost. 
 

 
Figure 14. The controls for variations sorted according to the 
decision scores. 
 

 
Figure 15. The suggested controls sorted according to contribu-
tions by criteria. 
 
The controls selection shell calculates the decision scores 
based on the rating process and displays a graphical pres-
entation of the results as shown in Figure 14. The decision 
scores can be sorted according to ascending or descending 
orders, which assist in viewing the comprehensive sce-
nario. The professionals can easily select the best controls 
based on the decision scores. Furthermore, the results can 
be analyzed according to various contributions by criteri-
ons as shown in Figure 15. The graphical presentation of 
the results in radar form (web) is shown in Figure 16. The 
graphical presentations enhance the user-friendly inter-
face that assist in analyzing the issues conveniently. The 
professionals may analyze the suggested controls by se-
lecting any one of the criterions. For further analysis, 
various analysis modes are also provided, i.e., sensitivity 
by weights, data scatter plots, and trade-offs of lowest 
criterions. All these modes assist in analyzing and pre-
senting the decision. Furthermore, the shell also presents 
various other options for displaying the results, i.e., deci-
sion score sheet, pie charts, stacked bars, stacked horizon-
tal bars, and trend. The graphical presentations of the re-
sults not only assist in selecting the most appropriate con-
trols but also help in presenting the results to the project 
participants. 
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Figure 16. The results according to the contribution by criteria in 
radar form (web). 
 
 
7 CONCLUSION 

Construction projects are complex because they involve 
many human and non-human factors and variables. They 
usually have long duration, various uncertainties, and 
complex relationships among the participants. Primarily, 
the study proposed six principles of change management. 
Based on these principles, a theoretical model for change 
management system (CMS) was developed. This paper 
argued that the information technology could be effec-
tively used for providing an excellent opportunity for the 
professionals to learn from similar past projects and to 
better control project variations. Finally, the study briefly 
presented a knowledge-based decision support system 
(KBDSS) for the management of variations in educational 
building projects in Singapore. 
Although every construction project has its own specific 
condition, professionals can still obtain certain useful 
information from past experience. This information will 
enable building professionals to better ensure that their 
project goes smoothly without making unwarranted mis-
takes, and it should be helpful to improving the perform-
ance of the project. Furthermore, it is imperative to realize 
which variations will produce significantly more cost 
variation effect for a construction project. The CMS 
model consisted of six fundamental stages linked to two 
main components, i.e., a knowledge-base and a controls 
selection shell for making more informed decisions for 
effective management of variation orders. The database 
was developed through collecting data from source 
documents of past projects, questionnaire survey, litera-
ture review and in-depth interview sessions with the pro-
fessionals who were involved in the projects. The knowl-
edge-base was developed through initial sieving and or-
ganization of data from the database. The controls selec-
tion shell would provide decision support through a struc-
tured process. 
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The CMS model presented a structured format for man-
agement of variation orders. The CMS model would en-
able the project team to take advantage of beneficial 
variations when the opportunity arises without an inordi-
nate fear of the negative impacts. By having a systematic 
way to manage variations, the efficiency of project work 

and the likelihood of project success should increase. The 
model emphasized on sharing the lessons learned from 
existing projects with project teams of future projects. 
The lessons learned should be identified throughout the 
project life cycle and communicated to current and future 
project participants. 
The KBDSS provides an excellent opportunity to the pro-
fessionals to learn from past experiences (Arain, 2005b). 
It is important to note that this system for the manage-
ment of variations is not designed to make decisions for 
users, but rather it provides pertinent information in an 
efficient and easy-to-access format that allows users to 
make more informed decisions and judgments. Although 
this system does not try to take over the role of the human 
experts or force them to accept the output of the system, it 
provides more relevant evidence and facts to facilitate the 
human experts in making well-informed final decisions 
(Arain, 2005b). The KBDSS should be applied in the 
early stages (design stages) of the construction projects. 
The KBDSS is a unique system developed specially for 
the effective strategic management of variations in educa-
tional building projects under the rebuilding and im-
provement programme for the first time (Arain, 2005b). 
This is a timely study as the programme of rebuilding and 
improving existing educational buildings is currently un-
derway in Singapore; it provides the best opportunity to 
address the contemporary issues relevant to the manage-
ment of variations. The KBDSS would assist profession-
als in analyzing variations and selecting the most appro-
priate controls for minimizing variations in educational 
building projects. The study is valuable for all the profes-
sionals involved with developing the educational projects. 
The initial use of the system for management of project 
changes resulted in reducing variations by 30 – 35% in 
educational building projects in Singapore. Presently, the 
system is being utilized by the governmental organization 
(the developer) for developing educational building pro-
jects in Singapore. 
Knowledge acquisition was the major component for de-
veloping this system. The KBDSS is developed based on 
the data collected from the 80 educational buildings. The 
KBDSS consists of two main components, i.e., a knowl-
edge-base and a controls selection shell for selecting ap-
propriate controls. The database is developed by collect-
ing data from the source documents of these 80 educa-
tional building projects, questionnaire survey, literature 
review and in-depth interviews with the professionals 
who were involved in these projects. The KBDSS pro-
vides a fast response to queries relating to the causes, ef-
fects and controls for variations. The KBDSS is capable 
of displaying variations and their relevant in-depth de-
tails, a variety of filtered knowledge, and various analyses 
of the knowledge available (Arain, 2005b). This would 
eventually lead the decision maker to the suggested con-
trols for specific variations and assist the decision maker 
to select the most appropriate controls for managing the 
variations timely. 
In CMS, the knowledge consolidation process of the past 
experience will allow such knowledge to reside within an 
organization rather than residing within individual staff 
that may leave over time. The KBDSS systematically 
consolidates all the decisions that have been made for 



 364

numerous projects over time so that individuals, espe-
cially new staff, would be able to learn from the collective 
experience and knowledge of everyone. Hence, the sys-
tem should be used during the early stages of construction 
projects to achieve optimal results. The professionals will 
be able to explore the details of all previous actions and 
decisions taken by other staff involved with the educa-
tional projects. This would assist them in learning from 
the past decisions and making more informed decisions 
for enhancing the management of variations.  
The CMS through its KBDSS will help to enhance pro-
ductivity and cost savings in that: (1) timely information 
is available for decision makers/project managers to make 
more informed decisions; (2) the undesirable effects (such 
as delays and disputes) of variations may be avoided as 
the decision makers/project managers would be prompted 
to guard against these effects; (3) the knowledge base and 
pertinent information displayed by the KBDSS will pro-
vide useful lessons for decision makers/project managers 
to exercise more informed judgments in deciding where 
cost savings may be achieved in future educational build-
ing projects; and (4) the KBDSS provides a useful tool for 
training new staff members (new professionals) whose 
work scope include educational building projects. 
The study would assist building professionals in develop-
ing an effective variation management system. The sys-
tem would be helpful for them to take proactive measures 
for reducing variations. The system efficiently assists the 
professionals in learning from past experiences. It is rec-
ommended that the system should ideally be used during 
the design stages of construction projects. Furthermore, 
with further generic enhancement and modification, the 
KBDSS will also be useful for the management of varia-
tions in other types of building projects, thus helping to 
raise the overall level of productivity in the construction 
industry. Hence, this study would also be valuable for all 
building professionals in general. 
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ABSTRACT: The challenges associated with collecting accurate data on the progress of construction have long been 
recognised. Traditional methods often involve human judgement, high costs, and are too infrequent to provide manag-
ers with timely and accurate control data. The aim of this study is to propose a prototype system that employs Computer 
Vision (CV) techniques to report on progress automatically. Significant changes on site can be determined by assessing 
digital images compared against geometric and material properties of components supplied from an integrated building 
information model. This model stores and relates this feedback to a representation of the work breakdown structure 
(WBS) which assigns components to work packages. The structure can be formed in a number of ways based on various 
criteria, as revealed by the recent results of an industry survey investigating existing practices. We present this pro-
posed theoretical framework and discuss the challenges associated with any practical implementation for the auto-
mated assignment and assessment of work packages. 
KEYWORDS: progress measurement, work breakdown, change detection, computer vision. 
 
 
1 INTRODUCTION 

Construction project managers continue to face great 
challenges in delivering projects on time, within budget 
and to the required quality standards. A key concern with 
the traditional project control systems is that they rely on 
manual data collection and this has been shown to be 
costly, ineffective and too infrequent to allow for prompt 
control action (Navon, 2007). The most economical way 
to measure performance, according to Navon and Sacks 
(2006), is to automate the process. This entails automat-
ing not only assessment but also, as much as possible, the 
planning assignment aspect of the project, since this will 
ensure the optimum benefits of using a computer inte-
grated system. 
One problem that must be addressed in automating plan-
ning is the level of detail at which actual progress data on 
performance criteria will be collected and maintained. 
This has a direct impact on the two most objective project 
performance criteria commonly used in the field of con-
struction management (i.e. time and cost). Traditional 
approaches to project control treat these variables indi-
vidually, with schedule control being performed at a more 
detailed level than cost control. Collecting and analysing 
data on these highly interrelated variables independently 
has been shown to be costly and inefficient (Abudayyeh 
and Rasdorf, 1991). Long recognising this, various efforts 
have called for the integration of both time and cost into a 
more holistic model (e.g. Jung and Woo, 2004; Jung and 
Kang, 2007). However, monitoring and control in an inte-

grated fashion requires collecting data for both variables 
at the same level of detail. One way to achieve this is for 
the entire project to be broken down in a hierarchical 
fashion into unique, measurable units or work packages 
that can be assigned to one individual or organisation. 
Such a structuring, generally referred to as the work 
breakdown structure (WBS), can then form the basis for 
planning, scheduling, responsibility assignment, informa-
tion management, and project control. 
This motivates us in this work to describe an integrated 
system that aims to provide much more responsive and 
“closed loop” feedback for progress monitoring based on 
the WBS. We enable this in two ways: firstly by integrat-
ing a means of modeling and assigning components to 
work packages based on given criteria. Secondly, to 
automatically interpret and report the completion of com-
ponents, as captured in images of the site, and so estimate 
the progress of those work packages. In this approach, we 
thus build on the recent industry trends for expanding on 
Building Information Models (BIM) beyond the design 
phase of the project, especially the ability to provide nD 
modeling that reflects the state of the project at any given 
time. Given the importance of the WBS in project control, 
we incorporate a framework for the semi-automatic gen-
eration of work packages into the proposed progress 
measurement system. This framework is built on our ear-
lier work (Trucco and Kaka, 2004), (Lukins et al, 2007) 
and (Ibrahim et al, 2007). 
 
 



2 FRAMEWORK OVERVIEW 

Our proposed system focuses on the interaction between 
the project planning phase and the physical reality of what 
has actually been performed to date. Key to this idea is 
the use of a work breakdown structure to represent the 
grouping of components into more meaningful blocks. A 
work package can then be said to be completed if it is 
possible to confirm that all of its constituent components 
are themselves finished. 
The framework (Figure 1) is built as a natural extension 
to existing Building Information Models. At its core is a 
database, comprising instances of building components 
(such as columns, walls, beams, etc.). In addition to basic 
planning information relating to scheduling and cost esti-
mates, these components are populated with additional 
attributes by the WBS assignment module to define what 
package they belong to. The project manager can easily 
update this information based on generated progress re-
ports, or whenever the need arises. 
The visual assessment module can then interface with the 
BIM and provide, for a particular view and set of images, 
its assessment of completed components, and the dates at 
which they underwent a significant change. From this, 
additional attributes can be used to infer the status of 
other components, even if not visible. Finally, this col-
lated information can be used to generate on-demand pro-
gress reports as to the current status of the project, as 
feedback to the project manager. 

 
Figure 1. The automated progress measurement framework. 
 
 
3 AUTOMATICWORK PACKAGING 

It is indeed daunting, and perhaps impossible, to effec-
tively manage a project without breaking it down into 
smaller more manageable units. This is especially true for 
large complex construction projects. Breaking down the 
entire work serves to ensure better scoping of the project 
and hence, more accurate scheduling and cost estimating. 

Not only does this ensure more accurate planning, it also 
ensures tighter project control. It is essential, therefore, 
that the entire project is broken down in a hierarchical 
fashion into unique, measurable units of work that can be 
assigned to one individual or organisation. Such a hierar-
chical subdivision is generally referred to as the Work 
Breakdown Structure, and the importance of using it as a 
tool for effective project control has been stressed by 
many researchers (Globerson, 1994, Rad 1999, Colenso 
2000, Charoenngam and Sriprasert 2001). 
However, as Wideman (1989) states: building up effec-
tive work packages is perhaps the most difficult and chal-
lenging task in project management. One issue that is 
crucial to the formulation of an effective WBS is the 
choice of appropriate decomposition criteria by which the 
project can be subdivided. The decomposition criteria 
reflects the facets of information that can be used as the 
basis for subdividing the work at various levels of the 
WBS. However, the identification of these criteria pre-
sents a particular challenge, given that various classifica-
tions of construction information which may be used. For 
example, the International Organisation for Standardisa-
tion identified eight facets which include facility, space, 
element, work section, construction product, construction 
aid, attributes, and management. In addition to these, 
Chang and Tsai (2003) proposed lifecycle, function and 
tasks while Kang and Paulson (1997) identified operation 
and resource. 
In order to address the problem, a survey was conducted, 
aimed at identifying the most frequently used criteria in 
the formulation of the WBS. First, various criteria for the 
classification of construction information were identified 
from the literature. Respondents were then asked to indi-
cate those criteria they actually use in developing a WBS. 
This was achieved through postal questionnaires sent to 
the top 100 UK contractors and 80 randomly selected 
additional contractors. A total of 40 (22%) useful re-
sponses were received and analyzed. Respondents in-
cluded planners, bidders, project managers, quantity sur-
veyors and estimators. Although the sample size is rela-
tively low, 82% of the respondents have at least ten years 
of experience in developing WBS. To be eligible for use 
in our framework, a criterion must be used by at least 
50% of the respondents and its usage must not be peculiar 
to a particular profession, kind, or size of organisation. 
This is important as it will serve to ensure wider applica-
bility of the framework amongst contractors. Table 1 
shows the criteria and their frequency of usage. The re-
sults suggest that the most frequently used criteria (used 
by at least 50% of respondents) are “Elements”, “Work 
Section”, “Construction Aids” and “Physical Location”. 
Table 1. Decomposition criteria of work packages. 
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The output of this algorithm (as shown in Figure 3) 
groups the elements into their respective work packages. 
In this particular example we show only the decomposi-
tion of a sample “Frame” element, which comprises of 
components that form the building’s loadbearing struc-
tural framework. This is further decomposed by “Work 
Section” into two WBS packages at the second level of 
the hierarchy, and each of these is further divided into 
packages based on the “Physical Location” of the grouped 
components. This example can be directly related to the 
visual assessment (as presented in Section 4) in which the 
second floor concrete columns form part of work package 
2.2.3. By tracking the progress status of the constituent 
components, the overall completion of the package can be 
reported on. 

We further analyse the usage of each of these criteria by 
testing their connection to other factors that may influ-
ence their adoption within a project. Using the Chi-square 
statistic, the usage of each was tested for dependencies on 
the respondents profession, the kind of organisation, and 
the size of company. None of the criteria was found to be 
correlated on any of these variables (to within the 5% 
significance levels). All four of the top criteria are there-
fore generically useful, and can be exploted by the 
framework. 
Recent developments in the area of Building Information 
Models have made it feasible to store vast amount of in-
formation in computer interpretable format. In addition to 
basic geometry information, attributes relating to each 
decomposition criterion can be defined for each instance 
of every building component in the BIM.The building 
model is thus made up of a collection of components, and 
each component can be assigned one of the four decom-
position criteria. The actual allocation of a component to 
a criteria is performed by selecting a pre-defined value 
that designates the nature of the decomposition. These 
values are ultimately based on standardised construction 
classification documents that define each decomposition 
criterion. For example, for the “Elements” criterion, each 
component can take only one value from the standard list 
of elements developed by the Building Cost Information 
Service (BCIS). For Values relating to “Work Section” 
criterion would be based on the Standard Method of 
Measurement (SMM7) classification of work section, 
while those relating to “Construction Aids” would be 
based on the table M of UNICLASS classification of con-
struction aids. It should be noted that the authors are not 
currently aware of any standard classification document 
based on “Physical Location” of work. For the present 
study, we simply adopt a classification developed by 
Blythe et al, (2004) which is based on floor levels (e.g., 
1st floor, 2nd floor, etc.). 

 
Figure 2. A conceptual process framework for generating work 
packages. 
 
This simple hierarchical allocation approach can produce 
useful and realistic groupings of components, yet it still 
has a number of limitations. In particular the fact that at-
tributes relating to the “Construction Aids” criterion (such 
as scaffolding, formwork, and tools) are not normally 
represented in the building model. However, this criterion 
may be required in the formulation of the WBS since it 
relates to significant contracted work and costs. This is 
not currently addressed by the framework, and it also cre-
ates particular problems for visual verification since it is 
much harder to confirm the extent and presence of such 
aspects on site due to the arbitrary and complex way they 
can be erected or moved. 

Once each design object has been allocated based on 
these criteria, work packages can be generated in a hierar-
chical fashion, by querying the building model database. 
Figure 2 shows the process for automatically generating 
work packages. All design components in the BIM are 
first grouped based on a chosen criterion. This automati-
cally generates a set of work packages, each of which 
contains design objects with unique attributes relating to 
that particular criterion. This is repeated for each resulting 
WBS element until an appropriate level of detail is at-
tained. 

 
Figure 3. Sample automatically generated package allocation. 
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Furthermore, the framework assumes that the project 
manager knows the appropriate level of detail to decom-
pose to. This is unhelpful particularly to the inexperienced 
manager. In our future work, we hope to investigate fac-
tors that affect the decision to further decompose a work 
package and then develop and incorporate a module that 
does a trade-off between the benefits of keeping to a 
given level of detail and the administrative costs of de-
composing to more detailed levels. Apart from aiding the 
inexperienced user, this will clear the way for standardis-
ing work packages and ultimately lead to continuous im-
provement since performance of standardised work pack-
ages could then be compared across projects. 
 
 
4 VISUAL ASSESSMENT 

Images form a naturally quick and easy way to capture 
information on a construction site. However, the interpre-
tation of those images (what the site actually represents) 
is a particularly difficult problem. This is especially true 
in the case of images of construction, which are unfortu-
nately rife with clutter and ambiguity. The task can be 
made harder if the location of the components within the 
site is not known a priori, as this then involves exploiting 
the contextual and geometric aspects of the scene to try 
and estimate the location of the camera. This approach is 
similar to rectification techniques applied in photogram-
metry, but applied to the task of verifying if matching 
component structure is present in the scene. 
One alternative however is to exploit images that are cap-
tured from a known fixed position. While this has impli-
cations for inflexibility in response to occlusions caused 
by changing structures, the benefits of always “on-
demand” images provides the possibility for fast and re-
sponsive assessment. Such a system can also be easily 
integrated with existing security infrastructure, as the 
same issues apply in selecting suitable locations for cam-
eras. Furthermore, multiple fixed cameras could con-
ceivably be combined with other digital and measurement 
tools (Navon, 2007), to at least confirm the presence of 
components on the site. The more information available 
(combined views, RFID tags, or human feedback) the 
better the system can expect to observe particular areas of 
progress, and focus where to confirm activity. 

In this paper we assume that this position is known, or at 
least aligned. This frees us to determine the question of 
change detection within the image, and what that means 
in terms of completion of components, and consequently 
the status of work packages. Intuitively, we conceive of 
an image as an ever changing array of values, across 
which are observed changes for each local pixel 
neighbourhood (Radke et al, 2005). Some of these 
changes can be assigned to lighting and other variable 
conditions. Small variations can be accounted for by vari-
ous transient events, such as equipment or scaffolding 
being moved. However, more fundamentally, there should 
also be larger, localized changes related to events of 
greater significance, represented by a consistent change 
mask. 
Key to identifying this consistency, and relating it to a 
particular component, is the simple idea of first segment-
ing the image into a set of discrete component masks. 
These represent prior knowledge of the shape of each 
component and its occupancy within the scene, derived 
from the initial alignment of the camera viewpoint (Fig-
ure 4). This enables individual regions of the image to be 
analysed when they undergo significant transition, for 
example when initial construction occurs, or if there is a 
sudden texture or colour change indicating additional 
work. It is the combination of the component mask and 
change mask that allows us to infer the timings of signifi-
cant changes within the regions of any given component. 
However, the greatest concern with this combined ap-
proach is that the component masks of later constructed 
components may occlude or overlap with regions shared 
by previous activity. It is therefore important to maintain 
the relationship by which observed changes must corre-
spond to the same location, size, and shape of the compo-
nent in question. Furthermore, in most of construction a 
great deal of preparatory work occurs both around and 
within the area of the final component, yet the actual 
change can occur very quickly (i.e., an entire column 
lowered into place). Variations in the shape of the struc-
ture do not actually occur very frequently, rather it is of-
ten the effects of exterior modification - such as painting, 
casting or rendering - that give visible indication of 
change. The challenge is to relate particular types of 
events to the completion of the component. 

 
Figure 4. Alignment of camera and resulting component masks. 
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To highlight the validity and practicalities of this ap-
proach, we consider a simple example for detecting the 
completion of some columns in the work package 2.2.3. 
Our image data comes from the construction of the new 
Informatics Forum at the University of Edinburgh. We 
only focus on a subsection of the aligned model - in the 
area which is actual visible to one of the fixed cameras 
capturing at 15 minute periods, from 09:00 to 15:00. Fig-
ure 4 shows the results of a basic change detection algo-
rithm, where the images are first partitioned into blocks 
and pre-processed to normalise the intensity distributions 
(Xiaolong and Khorram, 1998). This acts to remove a 
great deal of the localised shadows and lighting effects. 
Following this we apply a spatial-temporal derivative 
filter to smooth out noise and locate significant alteration 
with respect to time (Simoncelli, 1994). The amount of 
mean change is then computed for each respective com-
ponent mask, relative to the mean change observed for the 
other components. The graph shows these values, per 
component, occurring for 5 days, with the highest de-
tected for the times of insertion of the three columns. 
Later on, the concluding slab work, a component in a dif-
ferent work package is also detected, representing a 
measure of progress in that work package 

 
Figure 5. Analysis of change detection for work package com-
ponents. 
 
Ultimately, the spatial resolution and temporal frequency 
with which the images of construction are captured de-
fines the accuracy of this approach. Given that compo-
nents that are farther from the camera will be compared 
less reliably, a certain amount of error may occur. It 
should also be stressed that this approach could still be 
confused by longer term changes in the scene, for exam-
ple if a large piece of equipment is placed in front of the 
structure for a prolonged period. Similarly, if a particu-
larly large component was only moved or constructed 
over a number of days, it will lack definition as a region 
of consistent change. A possible solution would analyse 
the type of change, and to allow activity to accumulate 
over time. 
The further issue of coverage is certainly the biggest con-
cern with using a fixed camera approach. It is simply not 
feasible to confirm for any given moment absolutely 
every component. Particularly as the construction pro-

gresses and components that were once visible can disap-
pear from the scene. This could be addressed by applying 
additional knowledge of the building to infer that compo-
nents are probably complete. However, it must be ac-
knowledged that this approach will not be totally reliable, 
since the only way to truly gain confidence that a compo-
nent is finished is to visually verify it. The ideal solution 
must combine multiple sources of image and additional 
information to increase the overall reliability. 
 
 
5 CONCLUSIONS 

We have reported on a conceptual framework based on an 
expanded BIM, which is capable of managing and auto-
matically assessing work packages. We have focused on 
the two main components of the system: the work break-
down assignment module and the visual assessment mod-
ule. Our work breakdown approach is based on the results 
of an industry wide survey which provides us with a use-
ful set of criteria to group components by. For visual as-
sessment we apply the concept of change detection to 
determine when components are visibly in situ. By illus-
trating how these aspects can be implemented we hope to 
have also shown the feasibility of this approach, and po-
tential benefits. 
In future work, we will look to further provide these man-
agement functions to meet the needs of identifiable users. 
We also seek to properly proceed with integrating work 
breakdown criteria within the BIM database. This will 
allow us to experiment with different management strate-
gies for given scenarios, and to verify the accuracy of the 
assessment, particularly in light of when progress is actu-
ally finished. Fundamentally, we also need to verify the 
limits of visual assessment, given that images of construc-
tion offer some of the most challenging problems facing 
interpretation with Computer Vision. Being able to incor-
porate both fixed and mobile cameras in assessment could 
offer improved coverage and performance. Furthermore, 
modeling within the system, the ordering and types of 
change that could occur within a components life-cycle 
would make events easier to spot and relate towards the 
question of final completion. 
This research is funded by the UK EPSRC grant 
EP/C535200/1. We thank the School of Informatics at the 
University of Edinburgh for the image sequence data, and 
Bennetts Associates (Architects) for the use of the 3D 
building model. 
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ICT ENHANCED BUILDINGS POTENTIALS 

Per Christiansson 
Aalborg University, Denmark 

ABSTRACT: The paper describes and gives example on how Information and Communication, ICT, can and will en-
hance and support the building functional systems defined from client and end-user needs and requirements. The build-
ing systems may be derived from functional requirements on buildings such as usability and security on highest level 
with sub-systems definitions on lever levels. Building functional sub-systems may be defined for user comfort, indoor-
climate, evacuation, space configuration, aesthetics, O&M etc. These building systems are supported by Information 
and Communication Technology, ICT, and building component systems that are accessed and integrated in the real 
world of building use in different contexts. The ICT systems may be physically or virtually embedded in the building.  
Already in 1982 AT&T established the 'intelligent buildings', IB, concept due to marketing reasons and the Informart 
building was established in Dallas as a showplace for IB installations. The interest in IB has fluctuated since then. 
There may be a fruitful interaction between user needs pull and ICT break-through push for creative and innovative 
development of ICT enhanced buildings. The paper explains the Intelligent Building concept with focus on virtual build-
ing models support, new services and user environment definitions and development, virtual spaces and augmented 
reality, intelligent building components, application ontologies, and ICT systems integration to illustrate ICT enhanced 
buildings potentials and R&D needs. 
 
 
1 INTRODUCTION 

The concept of intelligent buildings, IB, was due to mar-
keting reasons established 1982 by AT&T to demonstrate 
how advanced IT from different suppliers could be used 
in the Intelligent Building (IB). Through the latest more 
than 20 years there has often been a mismatch between 
what users expect from an intelligent building or smart 
house and what the suppliers were able to deliver. Often 
the intelligent building services were defined based on the 
available technologies and systems, rather than in terms 
of the goals and needs for services defined by the occu-
pants. The paper explains the Intelligent Building con-
cept, future avenues of R&D and influences on the build-
ing construction industry. 
 
 
2 HISTORY OF INTELLIGENT BUILDING 

In 1982 AT&T establishes the concept "INTELLIGENT 
BUILDINGS" due to marketing reasons. The INFOR-
MART building is erected in Dallas containing latest IB 
systems on display. In 1984-85 The Smart House Devel-
opment USA (National Association of Home Builders, 
NAHB) starts and we talk about 'Automated Buildings', 
'High Tech. Buildings', and 'Smart Houses'. STS, Shared 
Tenants Services, companies are started with minor suc-
cess. There are today many Smart House systems avail-
able for the family villa. (Christiansson, 2000). 

In 1986 we arranged a national Intelligent Office work-
shop at Lund University Sweden, where some still valid 
conclusions were drawn - man/machine environment im-
portant, lack of knowledge, information vulnerability, 
flexibility requirements not fulfilled, too little holistic 
problem views, new building construction coordination 
and procurement forms needed, and lack of standards. 
N.Y. Times writes 1987 "I.B. is a dumb idea".  
Services announced around year 2000 by IB-system com-
panies were typically - fire alarm, energy control, heating 
control, telephony/computer net, ventilation control, cli-
mate, surveillance, lightning, power, security, passage 
control, and automatic door functions. Intelligent Build-
ing services may be directed towards 3 groups of people 
1) residents/end users including end user external service 
providers, 2) operation & maintenance personnel, and 3) 
building/facility administration personnel. See also figure 
1. 

 
Figure 2. The IB integrates Internet, intranets, IB systems, and 
the physical building. Canalization may be canals, wireless car-
rier frequencies, existing wires, overhead lines or other reserved 
space. from (Christiansson, 2000). 
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(Weiser, 1996)" 'Smart House': Does this mean any more 
than a house with a computer in it? Does it mean anything 
like "Better House"? Do we really think that everything in 
the world would be better if it were smarter? Smart Cap-
puccino? Smart Park? The "Smart House" of 1935 had an 
electric light in every room. The "Smart House" of 1955 
dared to put a TV and a telephone in every room. And the 
"Smart House" of 2005 will have computers in every 
room. But what will they do?" 
Around 10 years ago there started to be more focus on 
broader social and life-quality end-user aspects on ser-
vices in the Intelligent Building/Smart House domain, for 
example elderly/handicap living support, home health 
care, and home distant working. 
The Gator Tech Smart House project (Helal et.al., 2005) 
looks at context descriptions and how for example a space 
can adjust to a certain context by using a set of sensors, 
actuators , and objects/devices engaged in different ser-
vices. 
"..the University of Florida’s Mobile and Pervasive Com-
puting Laboratory is developing programmable pervasive 
spaces in which a smart space exists as both a runtime 
environment and a software library. Service discovery 
and gateway protocols automatically integrate system 
components using generic middleware.."  
"The project’s goal is to create assistive environments 
such as homes that can sense themselves and their resi-
dents and enact mappings between the physical world and 
remote monitoring and intervention services."  
"We have implemented most of the reference architecture, 
though much work remains to be done at the knowledge 
layer." " Ultimately, our goal is to create a “smart house 
in a box”: off-the-shelf assistive technology for the home 
that the average user can buy, install, and monitor without 
the aid of engineers". (Helal et.al., 2005) 
A number of protocols and network solutions to integrate 
more or less intelligent sensor/actuator control units have 
been developed. 1990 LonWorks technology work starts 
(LON), Local Operating Network for IB systems, devel-
oped by Ecehelon Inc. http://www.echelon.com/, EIB, 
European Installation Bus, and later KNX (ISO/IEC 
14543) http://www.konnex.org/, BACnet, a Data Com-
munication Protocol for Building Automation and Control 
Networks, developed under the auspices of the American 
Society of Heating, Refrigerating and Air-Conditioning 
Engineers (ASHRAE), http://www.bacnet.org/. OSGi, 
Open Service Gateway Initiative, http://www.osgi.org/, is 
an industry plan for a standard way to connect devices 
such as home appliances and security systems to the 
Internet, a kind of Universal Middleware. Wireless sen-
sors and control networks are delivered today based on 
for example ZigBee (Kinney, 2003) and Z-Wave (Jorgen-
sen & Johansen, 2005). The proposed Near-Field Com-
munication standard (Want, 2006) is now implemented in 
some mobile phones enabling communication with a 
RFID (Radio-frequency identification) tags within maxi-
mum 20 cm distance (important security aspect). 
 
 
 
 

3 DRIVING FORCES AND TRENDS 

The technology driving force has been significant in de-
velopment of the Intelligent and Responsive Buildings 
and Intelligent Cities. The main technological factors 
have been Moore's law predicting doubling of Informa-
tion and Communication Technology, ICT, perform-
ance/price in 18 months, spread and standardisation of 
Internet, increased bandwidth within Internet, communi-
cation standards development, new sensors with standard-
ised connection properties and inbuilt intelligence (now 
also applied to RFID), embedded intelligence, flat panel 
screens, and wireless communication standards. We can 
slowly, enforced by the progress of cheap RFID technol-
ogy, imaging an Internet of things (ITU, 2005). 
New network services and service-oriented architectures 
have been developed e.g. SOAP web services - Simple 
Object Access Protocol, UDDI - Universal Description 
Discovery and Integration, WSDL - Web Services De-
scription Language, WSRF - Web Service Resource 
Framework), OGSA - Open Grid Services Architecture. 
See also the above-mentioned specific IB networks. A 
future improved interoperability between technical sup-
port systems can be expected. 
We will see an increasing focus on ontology development 
as a necessary pre-requisite for services and ICT systems 
inter-operability. The Semantic Web has set new focus on 
ontology development. Ontologies can be machine read-
able represented in e.g. RDFS (Resource Description 
Framework Schemas) (http://www.w3.org/RDF/), OWL 
(Web Ontology Language) 
(http://www.w3.org/2004/OWL/), and OWL-S an OWL-
based Web service ontology 
http://www.w3.org/Submission/OWL-S/. 
Ontologies in general today mainly support the technical 
service layers and to a lesser extent the business applica-
tion layers. There are though efforts to fill in this gap. See 
for example the Inteligrid project (Interoperability of Vir-
tual Organizations on a Complex Semantic Grid, 
http://www.inteligrid.com), Amigo (Ambient intelligence 
for the networked home environment http://www.hitech-
projects.com/euprojects/amigo/), and Service Oriented 
Business Architecture (SOBA) and Service Oriented 
Technology Architecture (SOTA), (Doucet, 2006) 
Virtual building (VB) models access is getting more stan-
dardised through use of the IFC standard, http://www.iai-
international.org/, and will thereby be easier to integrate 
as a resource in IB service systems. VBs can be used to 
augment the real world and to simulate different proc-
esses and actions. Figure 2 illustrates how the new Danish 
public client requirements norm enhances possibilities to 
obtain a VB that can be used as a resource in the IB ser-
vices systems. See also (Christiansson & Carlsen, 2005). 
We have in late years outside the research community 
seen a dramatic growth of interest in virtual worlds. This 
is caused by more powerful graphic processing power in 
personal computers, and widespread availability of high 
bandwidth on the Internet. We can more easily augment 
our physical world with for example overlaid models of 
invisible building parts, create virtual spaces as a combi-
nation of different scattered physical surroundings, simu-
late and try out design ideas in virtual building models for 



example alternative building layouts as well as new end 
user services not yet implemented and interac-
tion/dependencies between different services.  

 
Figure 2. The newly released, January 2007, Danish digital con-
struction requirements lets public clients put requirements on the 
content of the digital models of the building handed over to the 
client after finalised construction. (DDB, 2006). 
 
We experience a growing focus on design of end-user 
environments with early involvement of end-users and 
formal methods to capture end-user needs and require-
ments on systems, as well as continuous evaluations. This 
processes can and shall be integrated with the more tradi-
tional technical system development. These activities may 
also involve user driven innovation. 
 
 
4 INTELLIGENT BUILDING DEFINITION 

In 2000 the author made the following definition "Intelli-
gent buildings are buildings that through their physical 
design and IT installations are responsive, flexible and 
adaptive to changing needs from its users and the organi-
sations that inhabit the building during its life time. The 
building will supply services for its inhabitants, its ad-
ministration and operation & maintenance. The intelligent 
building will accomplish transparent 'intelligent' behav-
iour, have state memory, support human and installation 
systems communication, and be equipped with sensors 
and actuators."  
 
(Christiansson, 2000) 
"There have been many definitions of IB made during the 
last 20 years. The IB will possess some important charac-
teristics  

- be flexible and responsive to different usage and envi-
ronmental contexts such as office, home, hotel, and 
industry invoking different kinds of loads from nature, 
people, and building systems,  

- be able to change states (clearly defined) with respect 
to functions and user demands over time and building 
spaces (easy to program and re-program during use)  

- support human communication (between individuals 
and groups)  

- provide transparent intelligence, simple and under-
standable to the users (support ubiquitous computers 
and networks)  

- have a distributed long term and short term memory  
- contain tenant, O&M, and administration service sys-

tems  
- support introduction of new (sometimes not yet de-

fined) services  
- be equipped with sensors for direct or indirect input 

and manipulation of signals from users, systems and 
the building structure  

- be equipped with actuators for direct or indirect ma-
nipulation installations and the building structure  

- accomplish 'intelligent' behaviour (self diagnosis, 
trigger actions on certain events and even learn from 
use)  

- integrate different IB systems to form complex sys-
tems  

- contain IB life time standardized solutions as far as 
possible  

- be well document (in 3D with functional descriptions) 
available in Virtual Reality with physical structure 
overlay  

- provide canalization (information roads) that shall 
house 'wires' carrying new services  

- be able to handle high band width information trans-
fer.  

- provide dynamic secure information domains (i.e not 
based on a non-routed Ethernet in a residential block)  

- be open to efficient communication between applica-
tions based on for example XML implementations 
(Christiansson 1998), and platform independent solu-
tions as Jini on Java Virtual Machines, (see 
http://www.sun.com/jini)"  

 
 
5 PHYSICAL AND VIRTUAL CITIES, BUILDINGS 

AND SPACES 

5.1 The building systems view 

 
Figure 3. Real world systems supported by ICT systems. 
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In the real world, see figure 3, we identify activities, 
things, processes, context, and persons. The real world 
can be described as (interrelated) systems (no de-facto 
structure is available today) to accomplish different func-
tions e.g. a comfort system to provide personal living and 
working quality, personal transport system, load carrying 
building system, escape system, and communication sys-
tems (collaboration, knowledge transfer, mediation, vir-
tual meeting). The systems are modelled in context and 
more or less formal conceptual models and later data 
models in formal representations are designed. The data 
models are implemented in computerized information 
handling systems, and the ICT and physical component 
systems performance is (continuously) evaluated and us-
ability tested. 
Needs and requirements formulation from end users leads 
to specific requirements on the building functional sys-
tems and their implementation as a physical building. The 
traditional functional building systems may be improved 
to help in making the building more intelligent and re-
sponsive to end user needs, usage context and surround-
ing constraints.  
The traditional physical building components are on all 
levels, from canalisation to walls separating virtual 
spaces, integral parts of the IB ICT support systems. The 
IB response time to different service requests is an impor-
tant design factor and can vary from milliseconds to 
years. The virtual building, see figure 4, can be used as 
interactive documentation of the ready building to support 
different services such as O&M activities, location of 
resources and persons in the building, and simulation and 
design of new services and user environments. The build-
ing is more or less functionally integrated with other 
buildings, city areas, and optional global 'neighbour-
hoods'. 
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Figure 4. The Virtual Building (VB) model should be a digital 
copy of the real building, the physical building (PB), even be-
fore it is built. 

5.2 Virtual spaces 

We can decide on how close we want the connection be-
tween the physical and virtual world to be. The virtual 
world is represented in models that we can use for differ-
ent purposes like simulating activities, remote collabora-
tion, hand over tasks to agents, link up physical objects 
(off all kinds from door to clothing to personal arte-
fatcts/tools/objetcs), store historical data on activities and 
building systems performance etc. There are great room 
for innovations here. Real and virtual worlds can be 
merged to a Mixed Reality. We can augment the reality 
(Augmented Reality) or augment the Virtual Reality 
(Augmented Virtuality) (Milgram et.al., 1994) depending 
on service relevance and surrounding constraints. 
A Virtual Space (VS) may be defined as a mixed reality 
environment optionally involving many physical spaces 
and many virtual spaces. A VS may be set-up within one 
building or many buildings placed in the local community 
or on the other side of the world. A VS do not have to be 
stationary but can e.g. follow a person defined as the im-
mediate surrounding of that person. In this latter case 
wireless connection to the space is a necessity and maybe 
a complication in interaction with stationary spaces. 
A virtual space may provide service to support many 
kinds of activities. We may define virtual workspaces 
supporting collaboration, see (Christiansson, 2001) and 
(Lai, 2006) for semantic web supported collaboration, 
home health care space with access to distant doctors, 
different communities of interest or practice, virtual city 
space for service discovery and access etc. The impact on 
social behaviour, economics, and personal values due to 
virtual spaces introduction should continuously be moni-
tored and taken into account. 
There may be a close dependence between VSs and 
physical spaces that may put constraints on the design of 
VSs. We notice the classical design dilemma, if form fol-
lows function or vice versa. In case of new constructions 
it may be easier to fulfil form needs such as requirements 
on physical space layout and special requirements on 
communication spaces. 
 
 
6 SERVICES ONTOLOGIES 

An ontology is an explicit formal specification of how to 
represent the objects, concepts and other entities that are 
assumed to exist in some area of interest and the relation-
ships that hold among them. (http://www.doi.org/). On-
tologies can be machine-readable represented in e.g. 
RDFS (Resource Description Framework Schemas) or 
OWL (Web Ontology Language). 
Service ontologies should support service consumers and 
service providers on different service levels.  
Ontologies provide end-user service and ICT support sys-
tem developers a common base for efficient and effective 
services definitions as well as integration and utilization 
of ICT systems and resources.  
What will trigger a service and how can it be discovered? 
Trigging may be done by context automatically measured 
somehow, special sensor trigging a service or a manual 
start. It may probably in many cases be favourable for end 



users to manually compose and set up a temporary service 
that also may be stored in e.g. a personal space specific 
memory (compare to personalized RSS feed news ser-
vice). Mechanisms for end-user service discovery must be 
carefully designed and evaluated by the end users.  
A service request may generate alternative support system 
actions depending on context and/or other parallel ser-
vices requests. Worse case is that a critical service will 
invoke temporary close down of other services. E.g. es-
tablishment of escape ways in conflict with fire spread 
prevention, conflict between heating and lighting leading 
to different actuators activation pattern or care provider 
service in conflict with O&M service. 

 
Figure 5. Possible outline of main ontologies to support IB ser-
vices development, implementation, and use. Many IBs can 
interact during services supply. 
 
 
7 CAPTURE OF END USER NEEDS AND RE-

QUIREMENTS 

There is a great need today to secure development with 
below specified areas to secure smart buildings to meet 
future needs from end users and technology providers 

- Systematic description of existing and future applica-
tion/business services needs in terms of application 
domain, functionality, involved actors, organisation, 
and use contexts. 

- Systematic description of existing and future available 
smart building/smart city services in terms of applica-
tion domain, functionality, and use context. 

- Systematic description of existing and future available 
resources that can support provided services. 

This is a complex design endeavour that well could be 
supported by a platform as suggested below, bSB - build-
ing Smart Buildings platform.  
The 'building Smart Buildings', bSB, platform can act as a 
vehicle for continuously generating and capturing creative 
ideas, needs and inventions on new products and services, 
and new business models within the IB/Intelligent City 
domain. bSB will also support subsequent product design, 
development, evaluation as well as high-tech products 
and business promotion (demonstration, test installations, 

training, feed-back capture). The platform can also pro-
vide a living environment and laboratory for end users, 
companies in particular SME´s, and university research 
groups with possible inclusion of real smart buildings and 
parts of smart cities. End-user, company and researcher 
should participate and innovate in all stages of the new 
product and business development. 
bSB should embrace methods and tools to secure high 
motivation for platform participants. This is achieved 
through establishment of communities of interest and 
communities of practice where goals and rewards are 
formulated and revised both in a social and a business 
context. 

 
Figure 6. A bSB, building Smart Buildings, platform will ac-
tively contribute to the building of smart buildings by providing 
mechanisms for idea generation and product/services develop-
ment beyond inventions in isolation. 
 
A similar approach is reported in (Match 2007) "The 
overall aim is to develop a research base for advanced 
technologies in support of social and health care at home. 
This includes care at home of those with long-term ill-
ness, physical or mental impairment." with focus on four 
technology areas "home network services, lifestyle moni-
toring, speech communication and multimodal interfaces" 
(Helal et.al., 2005). See also (Wang, 2006). 
 
 
8 FUTURE DIRECTIONS 

We can conclude to ascertain that we are facing some 
major challenges and possibilities to create user friendly 
and improved services in the IB/Intelligent City domain. 
We shall bear in mind that it is a slow process involving 
de-facto standards development very often driven by bot-
tom-up processes. It is important to try to establish a sus-
tainable top-level framework and meta-classification to 
ensure efficient services use of underlying resources, ser-
vice definitions, and service interoperability. 
Business level ontologies and Service Oriented Business 
Architecture must be subjected to increased development 
efforts. This will also require building sector persons to 
gain higher insight in areas presented in paper. It is ex-
tremely important that the new civil engineers posses 
these competences.  
End-users must be involved in service needs capture, and 
service design and evaluation. Platforms as described and 
'Living Labs' can support development of efficient tools 
for design, simulation, and evaluation of services in real-
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istic digitally supported settings. The impact on social 
behaviour, economics, and personal values should con-
tinuously be monitored and taken into account. 
We will soon broader realise the need for better descrip-
tions and structuring of Building Functional Systems. 
These will in general support requirements set-up and 
modelling in connection with building design and end-
user service ontologies specification as well as model-
based control of technical building services. ICT and 
building system component providers will also use these 
requirements. Again we can expect slow development, 
which though could start in collecting relevant meta level 
information on global level. We will in this context with 
high certainty find deviations with tight dependences on 
living culture and social values.  
We should also be very open for start-up of companies 
providing needs capture and try of new service as well as 
service provider companies.  
An important effect of efficient IB energy systems is the 
possibilities to reduce energy consumption through more 
optimal energy use.  
Questions concerning legal aspects on use of virtual 
worlds spaces should also be considered. A virtual world 
is vulnerable for information loss/theft/modification as 
well as illegal trespassing. 
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A COMPUTATIONAL FRAMEWORK FOR INTEGRATION OF PERFORMANCE                
INFORMATION DURING THE BUILDING LIFECYCLE 

Ipek Gursel, Rudi Stouffs, Sevil Sariyildiz 
Delft University of Technology, Faculty of Architecture, the Netherlands 

ABSTRACT: Optimal indoor environments in terms of thermal comfort and indoor air quality are essential to maintain 
healthy and productive spaces. To address the high occupant comfort and energy efficiency requirements, advanced 
HVAC systems that have narrow performance boundaries are used. It is crucial to achieve the satisfactory operational 
level for systems and buildings by the adoption of performance based verification strategies. 
Performance-based approach requires the continuous verification of the actual performance against objectives during 
the building lifecycle. Building commissioning, building energy management systems (BEMS) and operations and main-
tenance are effective tools to verify optimum building performance and have the potential to embed performance as-
sessment into the building lifecycle. However, transfer of performance information from one method or building phase 
to another is difficult. A considerable amount of valuable information is lost due to the lack of an integrated framework 
that bridges different islands of information. This becomes most problematic during the operational phase, where de-
sign data and performance trends are the main basis for decision making for facilities management staff. To achieve a 
persistent performance evaluation across phases and stakeholders, a flexible and seamless communication infrastruc-
ture across disciplines and processes is necessary.  
The software architecture for a continuous performance verification and communication environment for indoor cli-
mate and ventilation systems is introduced. The purpose of the model is to provide a framework that integrates commis-
sioning, BEMS monitoring and inspection/maintenance activities, to avoid erosion of domain information during hand-
overs and over time. The model retains continual information of building and makes this information available during 
building operations and [re]commissioning. A formal relationship structure is proposed between performance indices 
to support traceability of design and operations decisions. The paper will be concluded with reflections into the future 
work, which includes implementation and proposed strategies for validation of the model by test cases. 
KEYWORDS: building lifecycle performance assessment, building commissioning, BEMS. 
 
 
1 INTRODUCTION 

Indoor environment conditions rely primarily on the de-
sign decisions that the architects and engineers make. To 
maintain healthy and productive spaces, optimal indoor 
conditions should be provided. The high comfort and en-
ergy-efficiency necessities of modern buildings are stead-
ily increasing due to the growing awareness of the build-
ing owners for creating better indoor spaces for their oc-
cupants, as much as high aesthetical quality. To meet 
these needs, advanced heating, ventilating and air condi-
tioning (HVAC) systems are designed and used that have 
very limited tolerance for failure or underperformance. 
This is especially the case for facilities that belong to 
large-scale organizations with standards to be met such as 
federal, state and municipal buildings; accommodate 
critical services which have vital consequences if dis-
rupted, such as police or fire call centers; and pose special 
indoor climate requirements such as museums, laborato-
ries, hospitals and archive buildings, where negative in-
door climate conditions can lead to deterioration of valu-
able exhibit materials, test samples or archival documents. 

Two fundamentally distinctive but related performance 
domains are in focus in this respect (Table 1). The first 
domain, indoor climate (IC), is on the architectural side of 
the scale, primarily dealing with human requirements 
such as thermal and indoor air quality (IAQ) to respond to 
occupant comfort and health (Fanger 1972 and Butera 
1998). The second domain, HVAC systems, tries to find 
reliable and realistic solutions to indoor climate necessi-
ties by the knowledge of typical engineering sciences. 
There is a reciprocal dependency between these two do-
mains, such that, HVAC design and specifications stem 
from the IC concepts, and in return HVAC systems try to 
satisfy IC requirements. Most problems related to indoor 
air can be traced to underperforming or unmaintained 
HVAC equipment. 
Achieving optimal operation of buildings systems require 
the adoption of performance assessment methods. The 
performance based approach starts during the program-
ming phase with the elicitation of building performance 
requirements related to the desired IC conditions, which 
are qualitative statements about the user needs and expec-
tations. These statements need to be translated into nu-
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meric performance values that respond to the specific IC 
decisions in order to be verified and validated objectively 
during design and operation. These values represent the 
expected behavior of a building, and ground the relation-
ships and communication between stakeholders on an 
objective basis. Then equipment performance require-
ments are settled with regard to capacities to meet the 
thermal loads and the IAQ needs to be satisfied. This 
might be accomplished by expert knowledge, calcula-
tions, and/or performance simulation tools. Accordingly, 
the appropriate building systems are selected by system 
engineers. This is an iterative design process between 
requirements, systems design and existing market solu-
tions, until a reasonable match is made. After the equip-
ment submittals, maintenance manuals also are submitted 
to building operators to provide O&M services during the 
operations phase. 

Table 1. Performance Assessment Domains. 

domains: content: 

INDOOR 
CLIMATE 

Thermal comfort: air temperature, mean 
radiant temperature, humidity, air speed 
Indoor Air Quality: fresh air distribution, 
restriction of mass pollution (gasses, vapors, 
micro-organisms, smoke, dust, etc.) 

HVAC 
SYSTEMS 

Provide climate control by proper ventila-
tion, heating and cooling with regard to the 
analysis of indoor climate requirements. 
Some HVAC components include heaters, 
chillers, air handlers, ducts, pumps, etc. 

 
 
2 PERFORMANCE ASSESSMENT METHODS 

Continuous performance assessment against target values 
after the construction and systems installation constitutes 
the second portion of the performance based approach. 
This work will refer to three assessment methods. 
 
2.1 Building commissioning (BCx) 

is a systematic and effective tool to ensure that buildings 
and systems perform as intended and meet the client’s 
requirements. It is a multi-phase effort that ensures that 
the interrelated building systems are correctly installed 
and operating. (ASHRAE 1996). If started early in the 
programming or design process and pursued further to-
wards occupancy, commissioning integrates and improves 
traditionally separate functions of design, equipment start-
up, calibration, functional performance testing, inspec-
tions and related documentation. During occupancy, peri-
odic verification of required performance is necessary by 
re-commissioning of the systems in every 5-6 years, after 
the replacement of an HVAC component or a major 
change in building use or occupancy. However in real 
life, commissioning currently is limited only to the accep-
tance phase. Although a follow-up commissioning at the 
end of the warranty period (typically at the end of the first 
year after equipment start-up) is common practice, it is 
not very common to monitor the systems to verify the 
performance objectives later on during the occupancy 
period. (Turkaslan-Bulbul et al. 2006) 
 

2.2 Building energy management systems (BEMS) 

are computerized systems through which the building 
operators can continuously control and monitor energy-
consuming equipment performances by remote sensors 
and actuators, and a centralized controller. The main 
purpose of BEMS is to make the building systems operate 
more efficiently while maintaining comfortable indoor 
environments. BEMS have the potential to embed BCx 
performance testing through the occupancy phase by 
automated performance monitoring, fault detection and 
energy consumption metering features. Yet, BEMS are 
not reliable sources for performance assessment at build-
ing start-up, as the newly installed sensors need to be 
calibrated before consistent readings are acquired. Also, 
BEMS cannot handle manual work that requires human 
intervention and involvement such as visual inspections. 
 
2.3 Operations and maintenance (O&M) 

is the work required to maintain or restore building 
equipment and components to condition such that they 
can be effectively operated to meet specified require-
ments. O&M programs typically consist of manual pre-
ventive inspections and run-to-failure corrections of 
building systems. These actions can be carried out on a 
scheduled basis before failure occurs, or can be initiated 
by a performance measurement or equipment breakdown. 
A proper maintenance program avoids costly failures, 
ensures reliable operation, extends equipment life and 
helps the performance goals be realized.  
Each method has advantages and limitations. These limi-
tations can be in functionality, data management, automa-
tion, scope, persistence, ease of application, costs, or 
availability of services. The weaknesses of one method 
can be compensated with the help of another. However, 
currently, impartial measurements comprise the perform-
ance assessment of buildings. The multiplicity of these 
methods, as well as the information created and captured 
during the process, adds further complexity to the per-
formance assessment.  
 
2.4 Problems and shortcomings with the existing tools, 

methods and approaches 

Performance assessment is a knowledge intensive effort. 
A comprehensive and lifelong performance assessment 
approach requires multiple assessment strategies inter-
woven throughout the building phases. However, these 
efforts generally are performed by different disciplines at 
different times in different time intervals. Different do-
mains and phases related to performance assessment 
methods create islands of information isolated from each 
other. Domain knowledge is distributed and fragmented. 
Moreover, during the lifetime of a building, the experts 
that hold the knowledge about buildings and systems 
change frequently and a considerable amount of valuable 
information is lost with them. For typical systems, miss-
ing information can be compensated by the building op-
erators’ experience, but this is hardly possible for ad-
vanced and innovative systems. This becomes most prob-
lematic during the operational phase, where the design 
and long-term performance data are the main basis for 
decision making of the facilities management (FM) staff. 
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Fragmented performance information should be inte-
grated for a seamless approach which requires a strong 
communication and information-sharing basis. However 
these methods have different languages and vocabularies 
of components. Although they try to accomplish common 
goals and deal with the same type of data, there is no con-
tinuity of information. One challenge in this respect is 
that performance assessment methods are not static and 
have no formal standardization. They evolve and expand 
over time, as related technologies and ICT solutions ad-
vance and the understanding of the HVAC systems and 
indoor climate change. So when the language of one 
method changes, the interfaces to and from other methods 
have to change as well. 
The existing tools to support the whole lifecycle needs of 
building performance assessment are manifold. The first 
type is computer aided facility management (CAFM) 
tools that store, present and analyze information about 
facilities. Building performance information falls into the 
category of technical functions in a CAFM tool, which 
includes building installations operations and mainte-
nance, safety, energy management, etc. They provide cen-
tral FM services such as preventive maintenance schedul-
ing, automated work orders, physical asset histories and 
inventory control. Most CAFM tools also can interface 
with BEMS and pull sensor data to associate it to the ex-
isting space and installations in the central database. 
However these tools only focus on the FM ---s and the 
functionalities they have fail to capture the whole scope 
and content of a integrated performance assessment ap-
proach. 
Building diagnostics and information monitoring tools 
exist such as PACRAT and Whole Building Diagnosti-
cian (WBD), with automated diagnostics, energy per-
formance tracking, data visualization and documentation 
capabilities (Arney et al. 2003) (Katipamula et al. 2002). 
Diagnostics modules utilize rule based expert systems that 
hold and maintain considerable levels of information 
about equipment, performances and sources of faults. 
However they inherit the shortcomings of expert systems 
such that they lack human understanding and common 
sense required during O&M decision making and ad-hoc 
reasoning. Furthermore they don’t have the adaptability 
and flexibility to deal with changing facility environments 
and circumstances, as mentioned above.  
Relevant building information modeling (BIM) problems 
are addressed in ICT by the interoperability efforts to 
supply sustainable data and information coverage during 
the whole building lifecycle. IFC (Industry Foundation 
Classes) is an example of such standardized model-based 
approaches developed to represent the conceptual and 
physical objects and activities in the AEC industry (Lie-
bich et al. 2004). However, achieving and maintaining 
semantic integrity in such a massive model has its chal-
lenges. New data sources and properties continuously 
need to be added to an already heterogeneous combina-
tion and thus achieving completeness of the model is 
cumbersome. Existing data sources also alter their speci-
fications, and applications may alter the requirements for 
the data they receive. Moreover, FM classes in IFC are 
not sufficient to provide data structures and technologies 
required to fully support building performance informa-
tion. (Yu et al. 2000). Although recent releases of IFC 

allow user-defined property definition to customize pro-
ject specific information, it still falls short of establishing 
the formal semantics of the building performance domain 
objects and processes.  
 
 
3 OPPORTUNITIES FOR IMPROVEMENT 

In order to achieve persistent performance assessment of 
buildings, a flexible and seamless communication infra-
structure across different domains and phases is required. 
Therefore, a data model to integrate performance assess-
ment for indoor climate and HVAC systems will be devel-
oped. A data model represents the logical structure of a 
system and captures the data requirements, attributes and 
behaviors of objects within the model. The purpose of this 
model is to avoid erosion of performance information 
during handovers and over time by providing a frame-
work that bridges different information islands of design 
specifications, building commissioning, BEMS monitor-
ing and O&M. The physical components included in the 
model are (1) rooms and (2) air handling units (AHU). An 
AHU is a part of an HVAC system that is responsible for 
circulating conditioned air throughout a building. A typi-
cal AHU consists of fans, heating and cooling coils, air 
filters, terminal boxes, and other necessary equipment to 
perform the functions of ventilation, cleaning, heating, 
cooling and mixing of air. The components of an AHU 
are usually assembled in order to meet the specific com-
fort needs of a building, air flow requirements and the 
heating/cooling capacities. So, two separate AHUs are 
rarely identical with respect to the combination of their 
parts and their behaviors. There can be many different 
system configurations, depending on the number of zones, 
duct system type, and air volume systems. The criteria 
upon which these decisions are made are usually based on 
budget and needs. Thus, operational and performance 
assessment strategies for each building and equipment 
configuration differ widely.  
 
3.1 Representation of data  

The approach for data representation is the elaboration 
and decomposition of domains to the point that building 
performance can be expressed in manageable metrics: 
performance indices (See Figure 1). In the model, the 
AHU is decomposed into its subcomponents with respect 
to ASHRAE (American Society of Heating, Refrigeration 
and Air Conditioning) Systems and Equipment classifica-
tion. Similarly, the indoor climate domain is embodied by 
two aspects for this model: thermal comfort and indoor 
air quality. 
Performance information in the model emerges as these 
performance indices that belong to each component. 
These indices are explicitly represented as classes in the 
data model. There are four types of indices: requirements, 
functional performance tests, inspections and corrections 
(see Table 2). Requirements are brief and qualitative de-
scriptions of specific needs and objectives about the in-
door climate and HVAC components. They are usually 
specified by indoor climate specialists and HVAC engi-
neers during the design phase, and remain unchanged 



during the lifetime of the building unless a major change 
in functionality or occupancy occur. Functional perform-
ance tests address the requirements, and verify the nu-
meric performance parameters that fulfill the performance 
requirements. They are carried out by BCx and/or BEMS. 
Inspections are manual examinations made on building 
systems to prevent equipment degradation, either periodi-
cally or upon an inconsistency with the performance tests. 
They can be a part of the O&M program or BCx. Correc-
tions are actions necessary to be taken periodically, or 
after the identification of a problem with building systems 
during BCx or O&M inspections. During the operations 
phase, the resulting values of these four indices are 
logged in the tool by the commissioners, BEMS and 
building operators continuously. 

 

Table 2. Performance Indicators in the Data Model. 

 

Figure 2. 
 
3.2 Data traceability  

The model, as explained in the data representation sec-
tion, doesn’t hold any domain knowledge or has any intel-
ligence on reasoning between various performance indi-
ces itself, but provides a basis for simple data manage-
ment. Each performance indicator is stand-alone and in-
dependent. Expert knowledge is introduced to the model 
by the users of the model, by establishing relationships 
between indices of IC concepts and corresponding HVAC 
systems by a data traceability approach. 

 
The model contains a performance indices library. The 
users of the system can freely select their specific per-
formance indices from this repository to meet the build-
ing’s needs. However, these indices will remain insuffi-
cient when new technologies emerge with new sets of 
system attributes. So it is important to give the users the 
flexibility to extend the library by adding their own indi-
ces when the existing library fails short of satisfying the 
building’s performance assessment needs. The selected 
set of indices will be representative of the given context 
and its limits of performance assessment. By this means, 
the instance of a model that meets the information needs 
of a building can be generated (See Figure 2) 

 
 

 
Figure 1. 
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In software architecture, traceability is defined as the abil-
ity to trace semantically related objects within the same 
model and corresponding items contained by parallel 
models during their lifecycle. It usually refers to software 
requirements and how they evolve during the stages of 
design and implementation as an assurance of the final 
product fulfilling the goals and objectives (Edwards and 
Howell 1991). Traceability facilitates communication 
between stakeholders by structurally bringing the con-
cepts that are of importance to the model together and 
making them available among stakeholders. Various 
traceability tools exist, with capabilities such as creating 
parent/child relationships, functional hierarchies, defini-
tion of keywords and attributes to requirements and other 
system artifacts, ad-hoc and pre-defined querying, re-
quirements extraction from documents, customized report 
generation, and maintenance of information about alloca-
tion of requirements to system components or functions 
(Ramesh et al. 1997). 
Building design, construction and operations are incon-
tinuous in nature. The collected information is fragmented 
although they are semantically related. These relations 
can be in the form of subsequent decisions taken in time, 
actions that are triggering or dependent on each other, 
dependencies, hierarchies, and so on. To address the inte-
gration of the information indices, a formal relationships 
structure will be created for data traceability. There are 
two basic types of traceability. Vertical traceability refers 
to the relationship established among the parts of a model, 
expressing the interdependencies between object of the 
same level. Horizontal traceability refers to the lifecycle 
of model objects and their integration in time. For the 
model, both types of traceability are necessary for captur-
ing relationships across both product and process dimen-
sions respectively. The vertical relationships ensure the 
integration of domains; in a way to relate indoor climate 
requirements to HVAC performance indices (See Figure 
3). One example is the ventilation rate requirement of a 
room that is contained within indoor climate domain 
linked with the air flow capacity of a fan. The horizontal 
relationships trace the lifecycle decisions and triggers 
between indices. As an instance, a logical sequence of 
requirement (provide_adequate_ventilation) > perform-
ance_test (airflow) > inspection (is_obstructed) > correc-
tion (clean_blades) for the fan class can be given. 

These relationships cannot be embedded in the model 
because of the volatility of the existing languages of 
methods and domains as previously discussed. So the re-
lationship generation should be dynamic and on the high-
est level (end user level), and be performed considering 
the particular building instance at hand. These relation-
ships will also make possible the lacking reasoning 
mechanism between building lifecycle decisions. In this 
way, it will be possible to track how the design objectives 
yield into design values and which HVAC operation 
problems trigger which comfort violation. The relation-
ships network will be organized in a hierarchical tree 
structure that will allow backward and forward informa-
tion mapping (See Figure 4). The relationship types are to 
be identified and richer traceability schemes will be intro-
duced in the future. These relationship types, as in per-
formance indices, can be selected from a relationship 
library or created by the users of the system. 

 
Figure 4. 

 
 
 
 
 
 
 
 

 
Figure 3. 
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3.3 Future directions 

To validate the data model, a proof-of-concept software 
tool that will implement the model will be developed. The 
goal of model validation is to test the model by making it 
used in real life in order to assess if it addresses the right 
problems, provides accurate information about the system 
being modeled and meets its intended requirements in 
terms of the methods employed and the results obtained. 
The users of the tool are primarily the building operators 
to support long-term performance assessment during the 
occupancy phase. The tool can also be used by commis-
sioners to analyze the performance and behavior of the 
building and HVAC systems for analysis and solution-
finding during re-commissioning. Nevertheless, the tool 
requires design data input during programming and de-
sign, so building owners, architects, HVAC engineers, 
indoor climate specialists, and other connected stake-
holders also are potential users during the earlier phases 
for performance specification. This tool is intended as a 
communication and information-sharing base, so it brings 
all these actors together on a common ground for a more 
integrated and consistent process. 
The tool will then be evaluated with respect to software 
quality characteristics specified by ISO 9126 Quality 
Model. This evaluation will be based on a functional 
ground, in terms of the tool’s suitability (the capability of 
the software to provide an appropriate set of functions for 
specified tasks and user objectives) and accuracy (the 
capability of the software to provide right or agreed re-
sults or effects) (ISO/IEC 2001). The tool will be tested in 
two levels. The first will be a formative and developmen-
tal evaluation by the researcher. This will be followed by 
the second level of testing that is summative, with opera-
tors of the buildings from the case studies and real data. 
The evaluation method of participant remarks will be 
questionnaires and structured interviews about the func-
tionality of the tool. To filter the problems arising from 
the interaction between the user and tool, separate usabil-
ity questionnaires will be used, and content based prob-
lems related to the proposed model will be distinguished 
from usability issues. The final results will be measured 
against predetermined criteria and resultantly provide an 
overall picture at the final stage. 
The case studies for data model refinement and evaluation 
will be made in collaboration with the Dutch Ministry of 
Housing, Spatial Planning and Environment (VROM), 
Maintenance Department. The three pilot studies of build-
ing inspections were recently completed by VROM, and 
these data will be used both for finalizing the model and 
software testing. A second parallel research project will 
start shortly that extends this work to the whole building 
inspections required by VROM. Where this research spe-
cifically focuses on the building indoor climate, the new 
research project will cover the wider domain of mainte-

nance inspections including climate, electrical, transport 
installations and building exterior. 
 
 
4 CONCLUSION 

In this paper, we described the preliminary data model 
that integrates information related to various building 
performance assessment methods that continuously veri-
fies the design requirements throughout the building life-
cycle. Large amounts of data is created and shared 
amongst various sources during performance assessment 
and remain fragmented and unused unless the semantic 
continuity between performance concepts are computa-
tionally structured. Supporting the assessment process 
with an integrating tool is necessary, but also poses seri-
ous challenges. These challenges can be resolved by ex-
tendible and flexible information structures that stay in 
parallel with the dynamic nature of the industry.  
Building performance assessment is an extensive field 
that includes many domains from building installations, 
lighting, indoor climate, structure and so on. The scope of 
the proposed model is kept rather narrow in order to dem-
onstrate how indoor climate domain information and 
traceability can be represented in detail. Because it ex-
plores the prospect of data integration within a very lim-
ited area, it is currently not possible to implement the 
model and method as part of a general building manage-
ment system or a computer aided facility management 
tool. However, the new research project in collaboration 
with VROM offers possibilities to expand the work into a 
larger domain of building performance where further per-
formance domains are investigated and tested. This offers 
possibilities in exploring new types of traceability rela-
tionships across domains in the direction of whole build-
ing performance integration, and the tool’s usability in the 
real life.  
The model and implementation currently relies upon the 
findings of the case studies. One drawback in this ap-
proach is related to the variance of building performance 
assessment practices. Operational strategies and perform-
ance evolution approaches vary greatly from building to 
building. While the model currently includes three per-
formance assessment methods, this might not be the case 
for the pilot buildings and some parts of the model might 
remain untested for the missing assessment method. 
Moreover, the level of knowledge and cooperation of the 
building operators while testing of the tool will be a key 
issue in the quality of feedback acquired. Despite these 
concerns, the wide range of possible case studies as rich 
sources of data is expected to overcome the challenges 
posed by adopting a case study approach. 
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ABSTRACT: The accurate measurement of work in progress on construction sites is important for calculating interim 
payments as well as for business and project management functions like schedule and cost control. Currently it still 
takes place using traditional building surveying techniques and visual inspections. However the usually monthly meas-
urements are not frequent and accurate enough, incorporating judgement and shortcuts. 
An EPSRC funded collaborative research is looking at supporting the measurement of work in progress on construction 
sites using computer vision technology within the context of an integrated building information system. In particular, 
the research aims to develop a system that automatically measures the progress of construction from digital images 
captured on site, analyses the progress against the original schedule in order to identify any potential delays and calcu-
lates interim payments. The paper presents the initial findings from the research and a development framework for the 
proposed system.  
KEYWORDS: progress measurement, integrated building information system, computer vision. 
 
 
1 INTRODUCTION  

Site managers spend a significant amount of time measur-
ing, recording and analysing the progress of work on con-
struction sites, as the accurate measurement of this pro-
gress is essential for many business and project manage-
ment functions such as cost and schedule control, finan-
cial reporting, claims, and productivity measurement. In 
order for these functions to be reliable and effective, regu-
lar and accurate measurement is required.  
Many construction companies consider the measurement 
of the work in progress to be one of the most challenging 
problems faced by project management (Saidi et al. 
2003). The measurement of work in progress currently 
takes place using traditional building surveying tech-
niques and visual inspections (Navon and Sacks 2007). 
However, the usually monthly measurements are not fre-
quent enough and incorporate judgement and shortcuts, 
giving rise to under or over-measuring and inaccurate 
cost/progress control data. In addition, tasks such as cost 
and schedule control have to be manually performed by 
cross-examining and updating several independently 
maintained documents, a time consuming and error-prone 
task. In short, the lack of real-time progress information 
handicaps the managers’ ability to monitor schedule, cost 
and other performance indicators therefore reduces their 
ability to manage the variability inherent in construction 
operations. 
The use of advanced measurement and sensing technolo-
gies provides the opportunity for automatically measuring 

the work in progress on construction sites, as a number of 
studies have indicated (Wu and Kim, 2004; Oh et al., 
2004). One promising technology in particular is com-
puter vision (Trucco and Kaka, 2004). Computer vision is 
concerned with modelling and replicating human vision 
using computer software and hardware. It is a discipline 
that studies how to reconstruct, interpret and understand a 
3D scene from its 2D images (Fisher et al. 2005). 
The use of digital cameras in recording the progress of 
work on construction sites for archival purposes is fast 
becoming a common practice (Brilakis et al. 2006). The 
use of computer vision provides the opportunity for ex-
tending this use by automatically capturing the work in 
progress and providing real-time measurement informa-
tion. In particular, the use of computer vision provides the 
opportunity for machine interpreting the digital images 
and measuring the progress of construction. Within the 
context of an integrated building information system, this 
progress can be used along with design, cost and schedule 
information to measure the work in progress (in terms of 
the completed activities in the schedule), identify delays 
and calculate interim payments. 
An EPSRC funded project, undertaken by the Heriot-Watt 
University and the University of Salford, aims to examine 
such use of computer vision and integrated information 
technology in supporting the project management task. 
The work at Heriot-Watt in particular aims to examine the 
feasibility of using computer vision to capture the pro-
gress of construction from digital cameras installed on 
site (Lukins et al., 2007). The work at Salford aims to 
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examine the feasibility of using the captured construction 
progress within the context of an integrated building in-
formation system to measure the work in progress, iden-
tify delays and calculate interim payments. The focus of 
the research is limited to the superstructure of a building. 
The paper presents the initial findings from the ongoing 
project. Firstly, the challenges in integrating design, cost 
and schedule information are examined. Integrating this 
information is important in translating the construction 
progress to the work in progress and in calculating interim 
payments. A semi-automated approach for creating a 
Work Breakdown Structure (WBS) that assists the inte-
gration task is described. Secondly, the paper discusses 
the available methods for measuring the work in progress 
on construction sites and calculating interim payments. 
Thirdly, an architecture for the proposed system is out-
lined and several technical approaches in the development 
of the system are discussed. Finally, the paper concludes 
with some findings and thoughts for future research in the 
area. 
 
 
2 MEASURING THE ON-SITE WORKING PRO-

GRESS, INTERIM PAYMENT AND PRODUCTIV-
ITY  

Construction control is about calculating variances be-
tween actual measured progress and cost on one hand and 
target schedules and budgets on the other to determine if 
operations are being performed as intended. To support 
this, the prototype system will need a function to measure 
the on-site work progress based on the input from com-
puter vision module and compare with the planned sched-
ule and budget.  
By definition, “progress” means advancement to an im-
proved or more developed state, or to a forward position. 
The degree of ‘advancement’ for a construction project 
can be determined in base on different performance crite-
ria. It can be the completeness of a work package or cost. 
Also there are different approaches to measure working 
progresses, e.g. physical measurement, earned value and 
estimated percentage completion. Each approach has its 
strengths and weaknesses (Jung and Kang, 2007). 
In the prototype, the percentage completion of construc-
tion activity will be used to calculate the work progress 
and interim payment due to its advantages. Partial com-
pletion measurements and calculations are easiest to per-
form for linear and continuous processes that produce a 
single output. Measuring work progress in the work pack-
age context can be accomplished by a variety of methods, 
with the objective of estimating the progress (% com-
plete) of every control account, and then aggregating 
these % complete values to arrive at an overall estimate 
for the project’s progress (Abudayyeh and Rasdorf, 
1993). One method used for measuring work progress 
utilizes the units completed in a work package (Neil 1987, 
Riggs 1987). In this method, the percentage completion of 
a work package is estimated by the following formula:  
% completion = actual units completed / total units budg-
eted  

The cost of the building components could be calculated 
based on its percentage completion information in associ-
ated with the corresponding cost rate that is predefined. 
The sum of the cost of all the building components is the 
estimated interim payment. Percentage completion of 
activities are multiplied by the corresponding total quanti-
ties and divided by time taken to achieve level of progress 
will be produce the rate of progress per week, day or even 
hour. 
As motioned earlier, the manual capturing and calculation 
of the working progress information are time consuming, 
expensive and error-prone. One promising technology for 
the automated data capturing is computer vision (Trucco 
and Kaka, 2004). However deriving information on struc-
ture from images is a hard problem, especially in cases 
where the data are incomplete and noisy such as from 
construction sites. The process of converting an unstruc-
tured point cloud that represents the local geometry into a 
consistent polygonal model often requires days or even 
weeks. A new approach, which is a model-based recogni-
tion, would effectively quicken the process. It is proposed 
to derive the “as-built” 3D structure with the help of the 
design phase output which are normally 3D “as-planned” 
models (Lukins et al., 2007). The 3D “as-planned” mod-
els play a role like a guide points where the computer 
should look at the images for new activity. It is therefore 
significantly reduce the processing time. An integrated 
building information could help the automated process by 
proving the 3D “as-planned” model and help the calcula-
tion of the working progress, interim payment and pro-
ductivity rates. 
 
 
3 INTEGRATION OF BUILDING INFORMATION: 

DESIGN, SCHEDULE, COST 

The integrated building information system here refers a 
system that includes building design, schedule and cost 
information. Ideally the links between the information 
would be bi-directional. In this way not only cost and 
schedule could be developed from the original plan but 
also based on the percentage completion information of 
each building elements, it is possible to measure the pro-
gress on-site and interim payment. Therefore the estab-
lishment of the linkage will fundamentally impact the 
measurement of work progress in the later stages of the 
research.  
The integration work has attracted the attention of some 
researchers and commercial companies in last two dec-
ades (Chau et al. 2005; Jung and Woo, 2004). However 
the current common software can only support part of the 
links (Figure 1). The main challenge for the integration is 
the compatibility problem caused by the different data 
structures of design, cost and the schedule items. Nor-
mally, digital construction design is drawn based on 
physical components e.g. slab, beam, column. The cost 
items are also specified in terms of the building compo-
nents (Navon, 2007), while the schedule is specified in 
terms of work tasks. Consequently, the relationship be-
tween design, cost and schedule is complex: on the one 
hand a given schedule may relate to only one cost/design 
items; on the other hand, and more often, the resources of 



a cost item are related to several schedule/design items, 
and these are necessarily associated with more than one 
cost item. Thus the problem inherent in the integration is 
how to make the computer recognize these relationships 
and allocate the appropriate resources to the correspond-
ing tasks. In most cases, the linking process is still manu-
ally done. 

 
Figure 1. Building information integration (Modified from: 
Staub and Fischer, 1999). 
 
This integration of design and schedule task requires es-
tablishing the relationships between CAD objects and 
schedule tasks. Some commercial 4D software e.g. 4D 
suite, JetStream provides functions to link the designed 
building components with construction tasks manually. 
There are also attempts to automate the process by gener-
ating a construction plan from 3D CAD model based on 
the topology of building components (Veries and Harink, 
2007) although total automated process may still not be 
feasible (Bakis et al., 2007).  
The project cost and schedule information are closely 
interrelated as they both refer to the use of project re-
sources with the first from a cost and the second from a 
time perspective. This close interrelation between the cost 
estimate and project schedule calls for the integration of 
the cost and schedule information. This integration re-
quires that cost performance and schedule performance 
share a WBS (Sears 1981, Rasdorf and Abudayyeh 1993, 
Carr 1993).  
The WBS is defined as “a deliverable-oriented grouping 
of project elements, which organizes and defines the 
structure of the entire project. Each descending level 
represents and increasingly detailed definition of a project 
component” (PMI, 1996). The significance of WBS in 
project control are twofold; one is its classifying mecha-
nism, which decomposes the project elements into a man-
ageable level, and the other is its integrating mechanism, 
which provides a common perspective to relevant con-
struction business functions (Jung and Woo 2004).  
There are two main issues in developing a WBS, the de-
composition criteria and the level of detail. There are 
quite some criteria used by the construction industry. In a 
recent survey, element type, work section, construction 
aids distinguished themselves as the most used criteria 
(Ibrahim et al. 2007). The divide of work packages often 
changes dramatically based on the criteria used. The dif-
ference makes it impossible for the development of a gen-
eral linkage between schedule and cost information that 
can suit all projects. However the difficulty of integrating 
schedule and cost information stems primarily from the 
level of detail required for effective integration (Hen-

drickson 1998). Usually, a single project activity will in-
volve numerous cost account categories. For example, an 
activity for the preparation of a foundation would involve 
labourers, cement workers, concrete forms, concrete, rein-
forcement, transportation of materials and other resources. 
Even a more disaggregated activity definition such as 
erection of foundation forms would involve numerous 
resources such as forms, nails, carpenters, labourers, and 
material transportation. Again, different cost accounts 
would normally be used to record these various resources. 
Similarly, numerous activities might involve expenses 
associated with particular cost accounts. For example, a 
particular material such as standard piping might be used 
in numerous different schedule activities. To integrate 
cost and schedule information, the disaggregated charges 
for specific activities and specific cost accounts must be 
the basis of analysis.  
A straightforward means of relating time and cost infor-
mation is to define individual work elements representing 
the resources in a particular cost category associated with 
a particular project activity. Work elements would repre-
sent an element in a two-dimensional matrix of activities 
and cost accounts. A numbering or identifying system for 
work elements would include both the relevant cost ac-
count and the associated activity. More generally, modern 
computerized databases can accommodate a flexible 
structure of data representation to support aggregation 
with respect to numerous different perspectives.  
A flexible mechanism is developed for a semi-automatic 
creation of a WBS in this research (Figure 2). Different 
criteria will be used in a multilevel decomposition process 
in order to divide the designed construction model into 
detailed work packages. For example, at the tope level, 
the “work section” criterion is used. Then all the building 
components are grouped into different work package 
based on their “work section” attributes. If user feels the 
work package is too big then he can choose another crite-
rion, for example “floor level”, to subdivide the existing 
work packages. The process can be repeated until users 
satisfied with the level of detail. Therefore human inter-
vention is required to make sure that work packages are in 
an appropriate level of detail from user’s perspective. The 
created WBS forms the basis for the integration of design, 
cost and schedule information, work progress measure-
ment, and calculation of the interim payment and produc-
tivity rate. 

 
Figure 2. A flexible approach to generate WBS (Source: Ibrahim 
et al. 2007). 
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This semi-automatic WBS creation process requires that 
each building component has a one-to-one or many-to-
one relationship with each chosen criteria. For example, a 
building component can only be categorised in one of the 
work sections. If a building component has two attributes 
in regard to one criterion, for example, one component 
belongs to two different work sections. This will cause 
conflict or duplication when the model is decomposed 
and problem in the later stages e.g. progress calculation, 
interim payment calculation. This is one of the limitations 
of the process and hopefully will be addressed in the fu-
ture work. 
 
 
4 THE ARCHITECTURE OF THE PROTOTYPE 

SYSTEM  

The proposed prototype system (Figure 3) has three main 
processes/modules: data integration, computer vision, 
progress assessment and valuation. In the first stage, all 
the building information will be integrated and stored in a 
central database. It is in this stage that a WBS is created. 
As motioned earlier the WBS is used as a bass for the 
integration as well as for the later stage of progress meas-
urement and the calculation of the interim payment. 

 
Figure 3. Prototype System Architecture. 
 
At the start of the second stage, the computer vision mod-
ule sends a request to the database for a 3D “as-planed” 
model by a certain time (Figure 4a). The model will first 
help align a sequence images taken from a particular posi-
tion and angle with related building components within 
the site. Then it guides the computer vision module to 
spot changes occurring over time by identify building 
components (Figure 4b). It also helps the module to com-
pare the current site images with the input 3D “as-planed” 

model and calculate the percentage completion of identi-
fied building components which then will be feed into 
progress measuring and valuation process. 

 
a 

 

 
b 

Figure 4. (a) 3D as-planed model; (b) Image align and building 
component identification (Modified from: Lukins et al. 2007). 
 
In the final stage, the progress assessment and valuation 
module calculates the actual working progress on the con-
struction site, interim payment and productivity rate based 
on the input from computer vision module and the exist-
ing information in the database, e.g. cost, schedule. The 
result will then be saved back to the database and ar-
chived for the future use. 
 
 
5 THE PROTOTYPE DEVELOPMENT  

In the research, a few technical approaches have been 
investigated in order to develop the prototype system 
(Table 1). Every approach has its strengths and weakness. 
As mentioned earlier, commercial software like JetStream 
from NavisWorks and 4D Suite from D-Studio already 
have functionalities for linking building components with 
schedule activities which is useful. However the linkages 
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are capsulated inside the software and inaccessible to ex-
ternal applications. This will make it difficult to commu-
nicate with computer vision module in regard to the work-
ing progress measurement.  
At the end of the investigation, the authors decided to use 
the self-developed application for the first prototype de-
velopment. In a previous research project, a relevant ap-
plication had been developed (Zhang et al., 2005) used 
Visual Basic and MS Access database. It has some similar 
functionalities and can be used as a base for the prototype 
development. For example, it has a functionality to re-
trieve 3D geometry information of building components 
from IFC files and then save into the Access database. 
With further development it will be able to retrieve other 
attributes of building component e.g. work section infor-
mation. This will be a quick solution and the user inter-
faces will not as good as commercial software. The ra-
tional for the decision is to engage the industry people as 
soon as possible which would be difficult without a work-
ing prototype. 

Table 1. Investigated approaches for the prototype development. 

 
 
 
6 SUMMARY AND CONCLUSION 

Accurate and up-to-date working progress information is 
essential for real-time construction control and manage-
ment therefore is vital for the success of a construction 
project. The current methods are time consuming, expen-
sive and inaccurate. An ongoing EPSRC funded project 
that is carried out by the Heriot-Watt University and the 
University of Salford is exploring an approach that could 
automate the process. This research combines different 
methods, e.g. applying flexible WBS, integrated building 
information system and computer vision, to solve the 
problem of on-site working progress measurement and 
updating. The wider aim is the promotion of better access 
and integration of real-time site data within future com-
munication and management system needed for a truly 
global construction industry.  
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By integrating plan and construction information, the de-
signed prototype system can provide 3D “as-planned” 
information to the computer vision module. The module 
then could automatically obtain “as-built” model of exist-
ing building structure and measure the percentage com-
pletion of building components. Based on the measure-
ment, the progress on-site can be assessed. By comparing 
with the initial design and plan, the prototype could in-
form the project manager the potential delay. Furthermore 
the interim payment and productivity rate can be esti-
mated. 

The designed prototype system still has some limitations. 
For example, it only considers the components of main 
framework of a building e.g. slab, beam, column. This is 
due to the limited resource of the project. Also all the 
attributes of those components regarding the WBS de-
composition criteria need to be pre-defined as well as cost 
rates. But this is only the first attempt for the development 
of a proof of concept system. Furthermore users have the 
freedom to change the WBS as well as the cost rates in 
the procedure of data processing to better reflect his/her 
understanding. In the future, the limitations could be fur-
ther investigated and tackled. 
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MEASURING THE EFFECTIVENESS OF 4D PLANNING AS A VALUABLE                    
COMMUNICATION TOOL 
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ABSTRACT: Construction industry is very much information hungry and is often described as a slow adopter of new IT 
technologies. The importance of sharing and communicating information is becoming increasingly important through 
out the whole life of a construction project. Communication of information among different stakeholders is becoming 
critical as each stakeholder possess different set of skills. As a result, extraction, interpretation and communication of 
complex design information from drawings is a time consuming and difficult process. Advanced visualisation technolo-
gies, like 4D planning (3D product model integrated with schedules) have tremendous potential to increase the commu-
nication efficiency and interpretation ability of the project team. Visualisation is the process of displaying information 
which assists in understanding and evaluating information. However, its use as an effective communication tool is still 
limited and not fully explored.  
The main objective of this research is to investigate and measure the effectiveness of communicating construction in-
formation of product and processes using 4D models over traditional 2D (two-dimensional) CAD drawings. A 4D ex-
perimental exercise has been developed and an experiment has been conducted among participants in different age 
groups (11 to 22 + yrs) and profiles. The purpose of this research is to evaluate how much information participants are 
able to extract and retain in their mind by analysing two different graphical representation formats (2D CAD or 4D 
models). The experiments had been carried out with two groups (2D & 4D). One group used 2D CAD drawings de-
scribing the plans, elevation and section, and a bar chart showing the construction schedule. Other group used a 4D 
visualisation model of the house showing the construction sequence. Participants in both the groups are required to 
construct the physical model of the house using Lego kit (423 bricks) in the allotted duration of two hours.  
The results of the experiments showed that the 4D group were able to communicate, coordinate and retain more infor-
mation as compared to 2D group. The outcomes of the research has provided quantitative evidence of the benefits of 4D 
planning as an efficient communication tool as compared to two-dimensional paper approach. 
KEYWORDS: communication, information retention, 2D CAD, 4D planning, visualisation, lego bricks. 
 
 
1 INTRODUCTION 

Construction industry is a project oriented industry where 
each project is unique and could be considered as a proto-
type, although a similar set of process stages is involved 
in every project. Different stakeholders on a project have 
different objectives and expectations from the project. An 
architects concern is to deliver uniqueness in aesthetics as 
the project success criteria, while the construction man-
ager rank profitability the highest. As a consequence ap-
plication of visualisation technique is becoming increas-
ingly important to communicate the schedule and design 
intent to all project participants involved in the project. 
Schedule generation is an important part of the construc-
tion planning process. The process of schedule generation 
is usually modified and carried out several time during the 
whole life of a construction project. In order to develop a 
construction schedule, a planner has to first interpret what 
has to be constructed on the basis of available information 
(design documents, 2D CAD drawings and 3D model). 
Planner then identifies a list of activities required to con-

struct the project. Finally, on the basis of construction 
method and based on available resources, the planner cre-
ates sequential relationship among the activities and cal-
culates activity and project duration to generate schedule. 
During construction stage, a constructor faces difficulties 
in interpreting the information from 2D CAD drawings, 
because they need to visualise the components in their 
mind and then link the visualised component with the 
individual activity represented in CPM network. The 
whole process of interpretation of information from the 
2D drawings is complicated and difficult process to un-
derstand the schedule intent. As a consequence construc-
tors spend most of their valuable time in the interpretation 
of information from 2D CAD drawings (Ganah et al. 
2001). 
4D planning and scheduling technique that integrates 3D 
CAD models with construction activities (time) has 
proven beneficial over the traditional tools. In 4D models, 
project participants can effectively visualise, analyse, and 
communicate problems regarding sequential, spatial, and 
temporal aspects of construction schedules. As a conse-



quence, more robust schedules can be generated and 
hence reduce reworks and improve productivity. How-
ever, the perceived value and benefits of such technolo-
gies have not been identified. This has contributed to a 
slow intake of such technologies in the industry. The sub-
sequent section describes the review of past literature on 
experimental based exercise carried by researchers. 
Various research efforts have been undertaken in an at-
tempt to demonstrate the benefits of 3D and 4D technolo-
gies using experimental based exercise. Songer et al. 
2001 has carried out two experimental exercises to inves-
tigate the efficacy of using 3D & 4D technologies over 
2D paper based representation. The first study investi-
gates the impact of 2D, 3D and walk-thru technologies on 
the project schedule development. The research demon-
strated the benefits of using 3D and walk-thru technolo-
gies as an important tool in the development of more 
complete and accurate schedules. Whereas, second study 
focuses on the impact of 3D / 4D visualisation on project 
schedule review. Experimental results provide the quanti-
tative evidence of the benefits of 3D/4D representation in 
terms of identifying missing activities, out of sequence 
work, invalid relationships and potential overcrowding 
issues during the schedule review process for a construc-
tion project. Kang et al. 2002 developed a Web-based 
experiment tool to measure impact of Web-based 4D 
visualisation on detecting logical errors in the construc-
tion schedule. The outcomes of the experiment showed 
that Web-based 4D visualisation team were able to detect 
more logic errors as compared to the participants in 2D 
team. Messner & Horman 2003 has carried out experi-
ments to test the ability of advanced visualisation (4D 
CAD modelling technique) as a tool to assist students in 
understanding the construction process and planning. The 
outcome of the experiments has demonstrated the benefit 
of 4D as a planning tool that has assisted students in un-
derstanding the intent of construction plan. Wang et al. 
2006 developed a problem based 4D CAD module to 
demonstrate the benefits of 4D models as a visualising 
tool to rehearse the construction plans, identify construc-
tion consequences, space conflicts and improve commu-
nication of the project team members.  
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All the above experiments were carried out to identify and 
analyse schedule errors, conflicts, missing activities, 
missing relationship, logic of sequencing and safety is-
sues through a review of a CPM schedule or 2D CAD 
drawings or 3D CAD models or through the analysis of a 
4D model of a building project. As described, the above 
research has considered computer simulation as an impor-
tant element to carry out their experiments. They have not 
considered any physical modelling aspects to evaluate the 
efficiency of 4D models as an information interpretative 
and communicative tool in their research experiments. 
This situation has motivated us to develop an experimen-
tal exercise consisting of constructing a physical model to 
evaluate the effectiveness of 4D as a communicative tool 
as compared to 2D paper based approach. The reminder 
of the paper discusses the research methodology, experi-
mental results and questionnaire discussion. 
 
 
 

2  RESEARCH METHODOLOGY 

The effectiveness of 4D as a communicative tool was 
investigated through the comparison of the performance 
measures calculated for two groups (2D & 4D) and a 
questionnaire. Groups were required to construct the 
physical model of the house (fig1) using Lego kit (423 
bricks) in the allotted duration of two hours. The partici-
pants were randomly divided into two groups, 2D group 
& 4D group. Participants in 2D group, used 2D CAD 
drawings describing the plans, elevation and section, and 
a bar chart showing the construction schedule. Partici-
pants had to then link the activity represented in the bar 
chart with the 2D CAD drawings in their mind to develop 
a logical construction sequence. Participants in 4D group, 
used a 4D visualisation model of the house showing the 
construction sequence. Both the groups were given the 
same house model to be constructed. 

 
Figure 1. Picture of the Lego House Model. 
 
A Lego kit of a house building was selected from the list 
of Lego designer creator kit. The main criteria for the 
selection of Lego kit were: 

- Most of the users are familiar with Lego bricks as a 
basic construction tool.  

- A real life situation can be easily depicted using Lego 
bricks. 

- Lego bricks can be easily taken apart and reassem-
bled. 

- Lego bricks with different colour and shapes assist 
participants to identify its significance as building 
components. 

The experiments have been conducted with participants in 
four different age groups (11 to 22 + yrs) and profiles. A 
brief overview and profile of sample groups involved in 
this experimental study is explained below:  

- School students (11 – 15 yrs) – Participants in this 
group have a little knowledge about the construction 
process and components. 

- GCSE Achieved Students (15 – 18 yrs): Participants 
in this group have a moderate knowledge about the 
construction process and components. 

- Construction Engineering Graduate / Post Graduate 
Students (18 – 22 yrs) - Participants in this group have 
a moderate to strong knowledge about the construc-
tion process and components. 



- Industry Professionals (Above 22 yrs) - Participants in 
this group have a strong knowledge and experience 
about the construction process.  

The reason for conducting the experiments with different 
age group and profile was to investigate the potential of 
4D as a communicative tool beyond its application in 
construction industry. This paper describes the outcome 
of the experiments conducted with GCSE achieved stu-
dents (15-18 yrs). Each group (2D & 4D) comprised of 
two participants. Table 1 represents the number of par-
ticipants took part in experiments and number of experi-
ments performed with GCSE students (15 – 18 yrs). Sam-
ple size was decided on the basis of Cohen’s d benchmark 
(Cohen 1998) which is the appropriate effect size measure 
to use in the context of a t-test on means. The value of 
Cohen’s d comes out to be 0.3 (95% confidence interval) 
which lies on a scale of small to medium size effect (0.2 
to 0.5). This indicates that the sample size considered was 
significant to represent the outcomes of the research.  
Table 1. Summary of number of experiments performed. 

Number of 
Participants 

Experiments 
Performed 

 
Group 

2D 4D 2D 4D 
1. GCSE Achieved 
Students (15 - 18) 14 14 7 7 
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2.1 Group objectives 

Following are the two main objectives of the groups: 
1. To interpret the information provided in two different 

graphical representation forms.  
2. To work as a team to brainstorm, plan and construct a 

physical model of the house.  
 
 
3 EXPERIMENT PROCEDURE FOR 2D GROUP 

Following experiment accessories were used to conduct 
the experiments with 2D groups:  

- Lego kit: Lego base plate and Lego bricks of walls, 
roof tiles, roof walls, beams, column, fence panel and 
fence post.  

- Two Dimensional CAD drawings (plan, elevations, 
and sectional plan drawings).  

- Bar-chart representing the sequential interrelationships 
between the construction activities.  

- Stop-watch to record the time spent by each group in 
interpreting the information from 2D CAD drawings 
given to them.  

An instructor was appointed to brief the team regarding 
their objectives and task to be performed by the partici-
pants. A power point presentation was used by instructor 
to describe about their role, procedure to be followed, 
familiarising them with Lego elements and basic building 
components. The whole experiment was divided in two 
stages.  
In first stage, participants had to interpret and analyse the 
information required to construct the model from the two 
dimensional CAD drawings (fig 2 & 3) and bar-chart 
given to them. Participants had to then link the activity 
represented in the bar-chart with the 2D drawings using 
their mental model to develop a logical construction se-

quence in which the Lego bricks were to be assembled. 
Time duration of fifteen minutes was allotted in the first 
stage of the experiment to the participants to discuss and 
share their ideas within the group.  
After duration of fifteen minutes the drawings and sched-
ule programme in bar chart given to the group was taken 
back from the participants. Group would lose points in 
their final scoring if they requested to see the drawings 
and schedule programme again. 

 
Figure 2. Elevation view of House Model. 
 

 
Figure 3. Sectional view of House Model. 
 
In second stage, participants were required to construct 
the physical model of the house in the remaining duration 
of 1 hour and forty five minutes using the Lego kit. 
 
 
4  EXPERIMENT PROCEDURE FOR 4D GROUP  

Following experiment accessories were used to conduct 
the experiments with 4D groups:  

- Lego kit: Lego base plate and Lego bricks of walls, 
roof tiles, roof walls, beams, column, fence panel and 
fence post.  

- Four Dimensional model of house developed using 
PAL software (A3D Ltd).  

- A computer or laptop to run the 4D model. 
- Stop-watch was used to record the time spent by the 

group in interpreting the information from the 4D 
model.  

An instructor was appointed to brief the team regarding 
their objectives and task to be performed by them. A 
power point presentation was used by instructor to dem-
onstrate the basic Lego elements, building components 
and to guide the participants regarding how to run the 4D 
model in the computer. The whole experiment has been 
divided in two stages. 
In first stage, participants were required to run the 4D 
model several times to visualise the sequential logic of the 
various construction activities to construct the physical 
model of the house. 4D group had the benefit of rotating, 
moving and visualising the model in different views as 



compared to 2D group. Time duration of fifteen minutes 
was allotted in the first stage of the experiment to the par-
ticipants to discuss and share their ideas within the group. 
After duration of fifteen minutes the 4D model of the 
house given to the group was taken back from the partici-
pants. Group lost points in their final scoring if they re-
quest to see the 4D model again. 
In second stage, participants had to construct the physical 
model of the house in the remaining duration of 1 hour 
and forty five minutes using the Lego kit. 
The performance of the groups had been evaluated on the 
basis of the following performance measures: frequency 
of communications between the team members; Time 
taken to construct the house (if the house is constructed 
within 2 hours); Percentage of model constructed (if the 
house is not constructed within 2 hours); Number of times 
information accessed during the session of two hrs; Total 
time spent on understanding building information (min-
utes) and Number of times Lego bricks were recon-
structed. Figure 4 & 5 show participants at University of 
Teesside constructing the physical model of house using 
the Lego bricks.  
The importance of being able to communicate by means 
of drawings and models is widely recognised in all as-
pects of life but is more recognised in the area of con-
struction studies. Following are the learning outcomes 
from the experiments: 

- Familiarisation of participants with two graphical rep-
resentations (2D & 4D). 

- Evaluation of the benefits of computer models (PAL 
Software – A3D Ltd) over two-dimensional drawing 
approach. 

- Provides the participants an opportunity to develop a 
range of skills related to graphical communications. 

 

 
Figure. 4 Step-by-Step Assembly of Lower Part of House 
Model. 

 

 
Figure. 5 Step-by-Step Assembly of Upper Part of House 
Model. 
 
 
5 EXPERIMENT RESULTS AND ANALYSIS 

Experiments were conducted with school students in the 
age group of 11 to 15 years. Each group comprised of two 
participants. The teams were selected randomly and were 
divided into two groups, 2D group and 4D group. First 
group i.e. 2D group used Two-Dimensional drawings 
describing the plans, elevations of the house, and a Bar-
chart showing the construction schedule; while the second 
group i.e. 4D group used a 4D visualisation tool (PAL 
Viewer – A3D Ltd). This paper describes the outcomes 
and analysis of the experiments conducted with GCSE 
students in the age group of 15 to 18 year old and we are 
still in the process of conducting experiments with rest of 
the groups.  
The experiment was designed to investigate the difference 
of the performance between two identical human samples 
due to different graphic representations. 4D group which 
uses visualisation models could finish a task faster than 
2D group which uses 2D CAD drawings because partici-
pants in 4D group is more experienced in using 4D mod-
els as compared to participants in 2D group. If the ex-
periments were performed with different groups, the re-
sult could be the opposite. So, in order to avoid the occur-
rence of individual variability the experiments were re-
peated with all the groups using both graphic representa-
tions. Therefore, the experiment made use of a within-
subject design to control individual variability.  
The results described in Figure 6 show that the 4D group 
has requested 11 times to have an access to information as 
compared to 21 times request made by 2D group. This 
indicates that the 2D group were finding it difficult to 
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interpret and understand the sequence of construction 
activities. As consequences they have requested more 
number of times to get an access to information. 
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Figure 6. Average number of times information accessed. 
 
The results described in Figure 7 show that the 2D group 
had spent 26% of their time in evaluating the information 
from the 2D CAD drawings and rest 74% of their time in 
constructing the model. Where as, 4D group spent 11% of 
their time in evaluating the information from the 4D 
model and rest 89% of their time in constructing the 
model. This indicates that 2D group faced difficulties in 
interpreting and communicating the information from the 
drawings with other members of their group. Visualisa-
tion of 4D model (PAL Software) helped the participants 
to easily evaluate and review the logic used in developing 
the sequence of construction activities. 

31
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Figure 7. Average total time spent on understanding building 
information (Minutes). 
 
The results described in Figure 8 shows that the 4D group 
had reconstructed the Lego bricks 98 times as compared 
to 169 times done by 2D group. The rate of reconstruction 
of Lego bricks by 2D group were 0.4 times more than 4D 
group. This indicates that the 2D group spent most of 
their time in reconstructing the Lego bricks. 
Participants in 4D group had the biggest advantage of 
rehearsing the sequence of construction of Lego bricks by 
evaluating what they had constructed and what they will 
be constructing. This process of looking back and front in 
the timeline has provided them lot of confidence in con-
structing their model and eventually they were able to 
save lot of their time by avoiding the reconstruction of 
Lego bricks. The prominent reason behind this was 
mainly because the 2D group has requested more number 
of times to get an access to information and has spent 
15% more time in interpreting and understanding the in-

formation (2D drawings & bar chart) as compared to 4D 
group. 
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Figure 8. Average number of times Lego bricks were recon-
structed. 
 
The results described in Figure 9 show that the 4D group 
communicated 75 times as compared to 127 times com-
munication done by 2D group. It is evident from the Fig-
ure 9 that 4D visualisation helped participants in collabo-
rative decision-making and communicating efficiently 
with their group members in the construction of the 
physical model. However, sometime participants commu-
nicated more when they used 4D models.  
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Figure 9. Average number of times communication done by 
team members. 
 
The results described in Figure 10 show that the 2D group 
were able to complete 95% of their physical model of the 
house as compared to 4D group which were able to con-
struct only 91% of their physical model within the allotted 
duration of two hours. The potential reason for 2D par-
ticipants to outperform 4D participants is mainly because 
participants in 2D group has an access to a more detailed 
drawing information (sectional drawings at each wall and 
roof level) as compared to 4D group.  

 
Figure 10. Average percentage of model completed (%). 

  



6 QUESTIONNAIRE DISCUSSION 

A questionnaire was designed for both 2D and 4D group 
separately to collect their feedback to validate the out-
comes of the research depending upon the approach (2D 
or 4D) used by them. Results illustrate a positive attitude 
of the participants towards the use of 4D planning. 
This section illustrates the feedback given by GCSE stu-
dents in the age group of 15 to 18 years old.  
Q1. Has computer model/2D drawings assisted you to 
visualise the sequence of construction activities? 
The result illustrated in Figure 11 shows that 53% of par-
ticipants in 4D group felt the 4D model assisted them in 
visualising the sequence of construction activities almost 
always as compared to 38% participants in 2D group. 
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Figure 11. Visualising the sequence of construction activities. 
 

Q2. Has computer model/2D drawings assisted you to 
communicate and coordinate effectively among your team 
members? 
The result illustrated in Figure 12 shows that 45% of par-
ticipants in 4D group felt the 4D models assisted them to 
communicate and coordinate their work almost always as 
compared to 35% participants in 2D group. 
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Figure 12. Ease of communication of graphical instructions by 
participants. 
 
Q3. Has computer model/2D drawings assisted you in 
retaining the information in your mind? 
The result illustrated in Figure 13 shows that only 32% of 
participants in 4D group felt that the 4D model assisted 
them in retaining the information almost always as com-
pared to 17% participants in 2D group. 
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Figure 13. Retention of graphical instructions by participants. 
 
Q4. How did you consider the task of constructing the 
physical model of the house? 
The result illustrated in Figure 14 shows that 6% of par-
ticipants in 4D group felt the task of constructing the 
Lego model was very difficult as compared to 3% partici-
pants in 2D group. The potential reason for 4D partici-
pants to respond in this manner was mainly because the 
participants in 2D group had an access to more detailed 
drawing information (sectional drawings for each level) 
as compared to 4D group.  
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Figure 14. Level of difficulty in constructing the model. 
 
One of the participants has responded that the 4D experi-
ment has assisted him to develop skills and knowledge 
that could not be understood using two-dimensional draw-
ings. Participants has provided a positive feedback re-
garding the 4D planning (PAL Software) approach and 
suggested to implement this approach as an interactive 
educational tool in classrooms. 
 
 
7 CONCLUSION 

The experimental results provide valuable insights into 
the effectiveness of the 4D planning as an interpretative 
and communicative tool compared to 2D drawing ap-
proach. We observed during the experiments that 4D was 
assisting participants in interpreting and communicating 
information effectively with rest of the team members. 
Whereas, 2D participants were finding it difficult to inter-
pret the drawing information clearly and were blindly 
following the drawing information to complete the physi-
cal model as compared to participants in 4D group.  
The result illustrate that the 4D planning provides an ad-
ditional value in understanding the construction process, 
as participants in 4D group were able to: 

- Communicate efficiently among their group members. 
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- Easily evaluate and review the logic used in develop-
ing the sequence of construction activities. 

- Assist in collaborative decision-making in construct-
ing the physical model.  

- Best use of information as compared to 2D group. 
The future research activities will include: 

- Conducting the experiments with rest of the groups 
with different age group and profiles.  

- Statistical analysis will be performed to evaluate the 
statistical relationship between the performances of 
different age group of participants and to validate the 
outcomes of research. 
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ABSTRACT: Due to the complex and dynamic nature of the construction industry, construction material management 
faces many unique challenges from material planning, ordering, receiving and storing, handling and distribution, site 
usage and monitoring (Johnston and Brennan 1996). Poor material management has been identified as a major source 
for low construction productivity, cost overrun and delay (Fearon 1973, Olomolaiye et al. 1998). Although many fac-
tors contribute to the problems of material management, the lack of active, accurate and integrated information flow 
from material planning, inventory to site use and monitoring is the major contributor. However, it is difficult to obtain 
such accurate information actively due to the nature of the industry, particularly for large or material intensive projects 
such as oil or water pipe-laying projects. A Radio Frequency Identification system (RFID) facilitated construction ma-
terial management system has been developed to tackle this problem. This latest technology helps the project team to 
collect material storage and usage in an active and accurate way, and further to facilitate the information flow through 
the construction material management process with focus on the dynamic material planning, ordering and monitoring. 
The developed system is being implemented in a water-supply project. 
KEYWORDS: RFID, construction, dynamic, material planning, monitoring. 
 
 
1 INTRODUCTION 

In recent years, automatic identifications have become 
popular in services, purchasing and distribution logistics, 
manufacturing and material flow systems (Finkenzeller 
2003). Automatic identifications provide information 
about people, animals, goods and products in transit. The 
traditional barcode labels are being found to be inade-
quate in many cases (e.g. low storage capacity and cannot 
be reprogrammed). The technically optimal solution 
would be the storage of data in a silicon chip (e.g. the 
smart card based upon a contact field). However, the me-
chanical contact used in the smart card is often impracti-
cal. A contactless transfer of data between the data-
carrying device and its reader is far more flexible. The 
Radio Frequency Identification (RFID) technology pro-
vides solution to such problems. 
RFID offers wireless communication between the tags 
and readers with non line-of-sight readability, which 
eliminates manual data collection and introduces the po-
tential for automated identity process. The technology 
offers some unique advantages over the traditional bar-
code or smart card such as the flexible contactless identi-
fication range, multiple products identification, expressive 
read reliability and durability, massive data storage, high 
level of data security (Mital, 2003, Finkenzeller 2003). 
RFID technology is becoming popular in the areas of 
transportation, human identification, security, purchasing 

and distribution logistics, manufacturing and material 
flow systems. 
Given its particular advantages, several research initia-
tives have been developed to adopt RFID in the construc-
tion industry such as material tracking system (Furlani et 
al. 2000), tools and equipment tracking system (Lewis 
2000), security, service and maintenance (Goodrum et al. 
2003). RFID has been proven as a promising technology 
for enhancing construction operations (Patel 2006, 
Thompson 2006). On the other hand, most of the applica-
tions in construction over-exaggerate the strength of the 
technology whilst ignoring the nature and specific prob-
lems of the industry (Deloitte 2004). 
Material management includes the process of planning, 
inventory control, receiving and storing, material han-
dling, physical distribution, and related information from 
the point of origin to point of consumption for the pur-
pose of conforming to customer requirements. It has been 
estimated that a 2% saving in materials costs could in-
crease profits by 14.6% (Chadwick 1982). On the other 
hand, inappropriate material management and the conse-
quent problems (e.g. shortage of important materials, in-
accessibility of items or excessive time) are a main cause 
of low productivity, cost overruns and delay in construc-
tion (Barker 1989, Kaming et al. 1998, Arnold 1998, 
Olomolaiye et al. 1998). A major difficulty of construc-
tion material management is the complex and dynamic 
process of material planning, ordering to the site monitor-
ing and re-planning. There is a lack of integrated material 
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information flow facilitated by the active material plan-
ning and monitoring system. 
This paper presents the research work conducted for the 
improvement of the construction material management. It 
tackles the dynamic process of material planning, order-
ing and monitoring by adopting the RFID technology to 
actively monitoring the planning the material usage and 
the relevant information flow. The developed RFID facili-
tated material management system is being tested in a 
water supply project which used to suffer from poor mate-
rial management due to the complex operation environ-
ment. 
 
 
2 RFID TECHNOLOGY 

According to RFID journal (www.rfidjournal.com), RFID 
generally is a generic term for technologies that use radio 
waves to automatically identify a person, object, or other 
information. There are three major components of RFID, 
the reader, the tag and the antenna. The antenna enables 
the chip to transmit the identification information to a 
reader. The reader generates or listens to and converts the 
radio waves reflected back from the tag into digital in-
formation that can then be passed on to computers that 
can make use of it. Depends on whether the tags are in-
ternally powered, the RFID is classified as active and 
passive tags. Active tags are powered by an internal bat-
tery and are typically read/write. Passive RFID tags oper-
ate without a separate external power source and obtain 
operating power generated from the reader. They are con-
sequently much lighter than active tags, less expensive, 
and offer a virtually unlimited operational lifetime. How-
ever they have shorter read ranges than active tags and 
require a higher-powered reader. 
RFID is a fast and reliable means of automatically identi-
fying and logging just about anything, including retail 
items, vehicles, documents, people, components, library 
books and works of art (Farragher 2004). As it makes use 
of radio waves, there is no need for “line of sight” reading 
of information, which is one of the limitations associated 
with barcode systems. It means RFID tags can be embed-
ded in packaging or, in some cases, in the goods them-
selves. In addition, RFID tags are reusable, and can with-
stand harsh environments. Over the past five years the IT 
industry has seen a surge towards the development of an 
affordable RFID tag. Such developments have lead to 
larger reading ranges, greater memory capacity, and faster 
processing of radio frequency operating systems. The 
RFID market is one of the fastest growing sectors in IT 
areas. RFID is getting popular in much wide areas such as 
public transport (Swedberg 2004), ticketing (Finkenzeller 
2003), security (Schneider 2003), and children caring 
(Ohkubo et al 2004). 
During the past few years, several research projects have 
been conducted to explore the possibility to adopt RFID 
technology to tackle the construction problems. For ex-
ample,  

1. Material tracking system: Identification and tracking 
technologies have the potential to enable the construc-
tion industry to seamlessly integrate work processes at 
the job-sites (Furlani et al 2000). Knowledge of this 

information in a quick and accurate fashion, would 
dramatically improve productivity and reliability. In-
dividual objects scheduled for arrival on the construc-
tion site are tagged at the fabricators using RFID 
transponders. The encoded information is scanned 
wirelessly relayed to a remote project database. A da-
tabase query returns graphical representations, or vir-
tual reality mark-up language models of scanned ob-
jects and additional information as appropriate. These 
models, coupled with user-friendly web browsing 
software, guide field workers through the acquisition 
of key fiducially points using scanning devices inte-
grated with GPS technology to determine an object's 
position and orientation. 

2. Tools and Equipments: The construction tool industry 
has been using embedded systems such as RFID tech-
nology to track tool usage and to prevent tool mishan-
dling and wrongful installation (Lewis 2000). Al-
though the construction industry is generally not as 
high tech as the manufacturing industry, tools and 
equipment cost can be critical to complete projects 
within estimated budgets. Interest in tool-tracking 
technologies is on the upswing because it holds the 
potential for reduced expenditures and tighter job 
costing (Marshutz 2002). 

3. Security, service and maintenance: Workers, opera-
tors, and equipment tagged with RFID can record and 
make certain proper usage and handling of equipment, 
materials, and documents. These systems will ensure 
that only qualified operators can access to the re-
stricted equipment, reducing the likelihood of misuse 
and accidents (Goodrum et al. 2003). Besides tracking 
objects and people within the jobsite, it would also se-
cure the site from unauthorized people and vehicles. 
RFID can be a helpful record-keeping tool for high-
value assets and equipment service logs. Applications 
would allow mechanics in the service bay to read and 
write to the tags, reducing the amount of paperwork 
related to warranties and time-consuming maintenance 
logs. 

4. Document control for material management: The con-
struction industry is an industry that is very dependent 
upon paper for transmittals of shop drawings, plans 
and specifications, change orders and billing, and re-
quests for information. Although the Internet has al-
lowed the use of e-mailing documentation there is still 
a mailed copy sent to other players involved (contrac-
tors, architects, engineers, owners, etc.). When the 
costs of RFID technology is more reasonable, applica-
tions that embed tags into construction documents, 
files, or file folders would significantly reduce the 
amount of time and money spent managing files, and 
until the industry is paperless there will always be a 
way to more efficiently manage documents. 

 
 
3 CONSTRUCTION MATERIAL MANAGEMENT  

Material management is a wide spectrum of activities and 
is totally committed to providing a smooth flow from 
suppliers to production to project inventory to reach the 
possible maximum productivity (Colton et al. 1985). Fig-
ure 1 illustrates the construction material management 



process, which is characterised as complex, integrated, 
and dynamic. Involved with almost all the major project 
participants, material management starts at the tendering 
stage till the project close up. 

 
Figure 1. The construction material management lifecycle. 
 

- Material planning: The management planning is 
probably the most important part of the overall mate-
rial management process (O’Brien et al 1991). Typical 
material plans are developed from detailed project de-
sign, bill of quantities and integrated into project 
schedule. However, it is normally difficult to have all 
the materials identified at the project buyout/planning 
stage due to the limited information. Even if it is very 
well planned, materials will still be short during the 
construction stage. This is particular severe for large 
or concurrent projects. Therefore, Mawdesley et al. 
(1997) emphasise that the material planning process is 
not a static process; rather it is dynamic and should be 
integrated with the monitoring and control process. 

- Site working and material monitoring: The site work 
should be done in a way which keeps all the materials 
achieve the preparation checklists set in the planning 
phase. Various preparation checklists may have been 
set and the details will depend on the level at which 
the material planning is being exercised. Material 
monitoring should track the status of material usage 
with all the key information and report promptly any 
material change. Only when this has been done can 
the next phase, correlation of information, be carried 
out. 

- Correlate information: The information here is the 
progress information (collected in the monitoring 
phase) which is to be correlated with the planning in-
formation. In this phase the achievement is compared 
with the targets. Several technologies are available to 
help with this and most texts on ‘control’ concentrate 
almost exclusively on the phases up to and including 
the correlation phase. However the difficulty is the in-
accurate or delayed progress of information.  

- Control: Control action should be based on the results 
of the correlation of information and may be of the 
traditional reactive type in which action is taken to af-
fect the work output based on recent information and 
past experience. For material management, control 
usually means avoiding the shortage and waste. In or-
der to achieve these two aims, detecting and realising 
the problem in time are necessary, which require the 
good corporation of each role of the project, from pro-
ject manager to worker. 

Successful material management is vital for project man-
agement, but it is difficult to achieve due to the complex 
internal and external issues, dynamic process, and multi-
parties involved. Researchers (e.g. Guthrie et al. 1998, 
Good 1986, Ala-Risku et al. 2004) summarised some of 
the typical problems in the four major phases of construc-
tion material management (Table 1). Moreover, many 
more problems are created due to the lack of an effective 
material management approach which could seamlessly 
integrates the information flow between different material 
management phases in order to tackle the dynamic nature 
of construction material management (Figure 2). The in-
formation flow linking different phases is often broken 
which is more severe in large, concurrent, poor designed 
or material intensive projects (Sha 2006). 

Table 1. Typical construction material management problems. 

 
 

 
Figure 2. Problems in traditional material management system. 
 
 
4 RFID FACILITATED MATERIAL MONITORING 

SYSTEM 

The proposed RFID-facilitated material management sys-
tem aims to tackle the dynamic nature of construction 
material management by integrating the information flow 
among design and material planning team, warehouse, 
site office, construction site and material monitoring 
staffs. The integration is achieved with the support of 
RFID technologies which help to collect and monitor the 
material storage, usage, change in a more active and accu-
rate way. Unlike the application of traditional bar code in 
facilitating material inventory, the system focuses on the 
improvement of the material management information 
flow and actively data collection and monitoring. It tar-
gets on the seamless integration of the application of new 
technology with classic construction material manage-
ment theories and practices. There are four components of 
the system: RFID planning aid, RFID inventory support, 
RFID monitoring assistant, and RFID maintenance sup-
port (Figure 3). 
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Started by obtaining material from the design or Bill of 
Quantities (BOQ), the system considers and manages the 
process of (Sha 2006): 

1. Material planning and the alignment between material 
planning and scheduling. 

2. Inquiries and purchase orders for materials.  
3. Expediting, recording and control material deliveries.  
4. Inventory/Stock control management.  
5. Material tracking and monitoring on site.  
6. Material changes and re-planning or ordering. 

 
Figure 3. The elements of RFID material monitoring system. 
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Due to the space limitation, this paper only focuses on the 
interactions between the RFID facilitated material plan-
ning, inventory and monitoring systems (Figure 4).  

 
Figure 4. RFID facilitated material planning, monitoring and 
control. 
 

1. Material planning: Project staffs identify all the key 
materials or long-delivery materials out of the project 
design. This is conducted in the early stage of project 
buyout stage. All these key materials are numbered 
and given unique IDs; these IDs, names, usage, design 
drawing number, manufacturer, together with the 
scheduled site and data are input into a key material 
database or highlighted in the general material data-
base.   

2. Material store: After the materials are delivered to the 
store, they are labelled and attached with RFID tags. 
Relevant information (e.g. ID, manufacturer, drawing 
no. date into store, scheduled date to install, site to be 
installed, person in charge, etc.) about the key material 
are contained into the RFID tags and the store data-
base. 

3. Material monitoring and control: The RFID tags, 
readers and other supporting facilities provide an ef-
fective approach to track the material delivery, storage 
on site, and installation. Related project staff will be 
able to obtain the material information in a live or 
nearly live approach. Since the key materials have al-
ready been identified in drawing, planning and sched-
ule, the project staff can make a quick comparison and 
analysis to decide whether to make another order of 
materials or to change the initial material plan.   

 
 
5 SCENARIO  

The test case is a water supply project located in country 
S. The project includes 110KM DI (Ductile Iron) pump-
ing main (diameters varying from D250mm to D800mm) 
and 480KM PVC branches (diameters varying from 
D75mm to D200mm), which covers an area of more than 
80KM2 with high population and narrow road (Figure 5). 
Some of the materials problems of this project are de-
scribed below:  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. Construction work on site. 
 

1. Due to the complex environment, the initial design is 
only used as tender guide. Most of the fittings (e.g. 
bends, couplings, adapters, etc.) could only be final-
ised based on site situation. Therefore, the actual 
amount of the pipes and fittings used on site are very 
different from the numbers provided in the BOQ and 
drawings.  For example, if an additional culvert cross-
ing is added, it would need 4 extra bends, 8 couplings 
and relevant flange spigot pipes. Hundreds of shop 
drawings were issued for such detailed joints. Al-
though much effort has been made during the tender-
ing and early stages of the project, there is still a very 



high uncertainty regarding the ordering and usage of 
the pipes and fittings. 

2. Although the PUC pipes are manufactured locally, the 
DI pipes and all the fittings for DI pumping main and 
PVC branches have to be imported from the UK. It 
takes at least 6-8 months to order, manufacture and 
deliver the pipes and fittings to the site. The progress 
of the project is mainly controlled by the materials. On 
the other hand, since the fittings are rather expensive, 
the contractor could only make 5-10% extra order 
each time.  

3. Based on the experience from the other two completed 
projects in the same package, it took at least 4 or 5 or-
ders to get all the necessary pipes and fittings for a 
project. Those two projects have been delayed for 8 
and 11 months respectively due to the shortage of ma-
terials. Although the contractor was granted a time ex-
tension, no additional cost was paid by the client. 

4. When the RFID system was introduced, the project 
has already been started for nearly 18 months, the first 
order of materials has already been used; the second 
order has been made. The project progress is 4 months 
behind the baseline. To crash the project, there were 4 
direct teams who laid DI pipes and 6 subcontractors 
who were responsible for PVC pipe laying. Each 
team’s payment is linked to the length of the pipe they 
laid and the numbers of fittings they used. Construc-
tion teams do not care whether a fitting is order for 
their part. They often force the storekeeper to release 
the fittings they need without concerning other teams. 
As a result, it is often very difficult for the construc-
tion manger to know what have been used and what 
needs to be ordered.  

The RFID facilitated material management system was 
introduced in such a situation. The system included a se-
rial of RFID readers, active and passive tags, PDAs and 
laptops. People involved in the system include the con-
struction manager, design group, procurement manager, 
storekeepers, site engineers on each site and a co-
ordinator who is particular responsible for the overall 
system (in this case, the researcher). The major proce-
dures include: 

1. The collaborator worked with the design group to 
identify the key fittings (mainly 111/4, 221/2 DI bends 
of different diameters, strengthened couplings and 
adapters, gate valves and air valves). All the informa-
tion of control fittings is highlighted and input into a 
separate database which is sharable among the con-
struction manager, site engineers, store keepers and 
contractor’s design group.  

2. RFID tags are then labelled on any of the identified 
fittings in the store with information including ID, 
manufacturers, drawing map, designed location, per-
son in charge, etc. To save cost, both active and pas-
sive tags were used. Active tags are used for those fit-
tings which suffer from the highest risk of shortage or 
being misused. 

3. Readers were installed at the entrances of the main 
store and the four site stores. In the mean time, each 
site engineer was issued a PDA. Through the RFID 
readers installed around site, the PDA records the fit-
tings taken, installed, or stored on each site. Site engi-
neers are also required to fill a spreadsheet form in the 

PDA each day to report and forecast the possible 
changes of fittings on his/her site (Figure 6). The PDA 
is returned to the storekeeper each day, who will then 
collect the information.   

4. The information from storekeepers is sent to the de-
sign team everyday through the Internet, who moni-
tors and analyses (in this case, it is done by the re-
searcher but supervised by the design engineer) the 
usage of the fittings and changes on site. Based on this 
information and compared with the baseline material 
plan and schedule, they forecast the possible increase 
of fittings. Also, variations of design are made accord-
ingly. Unlike the traditional management system, a di-
rect information flow is built between the site and the 
design engineers. This reduces the chances of mis-
takes and the lag of information transferring between 
the site and design team which in this project normally 
takes about 10-15 days. 

 
Figure 6. Site operation. 
 
Currently, this system has just been set up for three 
months. With the help of the active material monitoring 
system, the third order of fittings will be placed soon.  
 
 
6 EVALUATIONS AND CONCLUSIONS 

Although the concept and model have been developed for 
a while, the testbed has just been set up. The overall 
evaluation of the system will be conducted when the pro-
ject is completed. Below are some of the initial comments 
from peer review and project participants (Sha 2006): 

1. The major features of the system are well defined and 
targeted to the most important problem - the dynamic 
nature of construction material management and the 
lack of the integrated information flow of construction 
material management. The system is novel in terms of 
the technology it adopts to tackle the problems and the 
infrastructure of the system. As all the major fittings 
are identified automatically in store and on site, it re-
duces the chances of errors. Below are some of the 
specific advantages of the system: 
a) Maintain a key-materials-list with full audit trail of 

all changes, 
b) Efficiently generate material inquires and purchase 

orders and manage changes. 
c) Maintain all expediting events with full history. 
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d) Record deliveries to site. 
e) Analyze material availability to identify shortages 

early.  
f) Track material issues and stock to ensure updating 

material quantities at each location. 
2. Since the system is at the early stages of development, 

there are quite a few challenges for the uptake of the 
system, particularly in terms of its application. For ex-
ample, 
a) Since this test case was initiated by senior manag-

ers, the cost is not a major concern (whilst it could 
be a major consideration in other cases). Neverthe-
less, most of the middle project management staffs 
(e.g. construction manager, quantity surveyors) are 
still not convinced that the system would bring a 
significant improvement to the material manage-
ment due to the low awareness of the technology 
and the extra work on labelling the fittings. Rather 
they prefer to adhere to the traditional material 
management with clear responsibilities to site en-
gineers. On the other hand, the system is braced by 
site engineers and storekeepers as it reduces their 
workload and responsibility.  

b) Although the system has been studied and pro-
posed for a long time, there are still some broken 
links in the material information flow when it is 
implemented. For example, the devices (e.g. the 
tags, the readers and PDAs) do not always perform 
well. This might cause data loss in the first place. 

c) No matter how effective and convenient the system 
is, the design and implementation of the system 
still need the full assistant of the project staff. Only 
when the system could be integrated with the exist-
ing management systems (e.g. design, site monitor-
ing, project buyout, incentive mechanisms), it 
could achieve its strength. Also, basic training is 
necessary. Readers and tags have been found dam-
aged or being stolen on site. 
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ABSTRACT: The Swedish construction sector is currently undergoing great changes. The large costs for labour have 
forced the construction companies to rationalise and minimise labour intense work operations. Therefore, the current 
trend in construction to adopt the principles of lean production and transform it into lean construction, suits the Swed-
ish way of working and the entire Swedish construction sector has caught on. A growing market is the prefabrication of 
building elements that are transported to site and then erected. The development has been taken so far that modular 
houses i.e. vol-umes/rooms are prefabricated. 
Companies in the prefabrication industry within construction fall between two sectors; the construction industry and 
the manufacturing industry. In terms of IT support the contradiction between the two sectors become evident. Software 
developed for the construction sector seldom provide enough detailing to suffice as a basis for industrial production, 
while software supporting the manufacturing industry are incapable of delivering standard construction documenta-
tion. 
The current study presents a multiple case study where six Swedish industrial manu-facturers of timber houses were 
studied. The process from tender acceptance to mod-ule delivery is described. Alongside, a survey of the building sys-
tem revealed that much still needs to be done in terms of documenting a building system. The results show that the ques-
tion of IT support is more a question of consequent information strategies than eloquent IT tools. The pressing need for 
a method for documenting building systems is stressed and different methods are discussed. 
KEYWORDS: timber houses, industrial construction, lean construction, timber buildings. 
 
 
1 INTRODUCTION 

Currently the Swedish construction sector is undergoing 
great changes. In order to meet demands from the market 
the sector needs to become more efficient in several areas, 
quality and reliability being two of the most prominent. 
There is a trend to transfer methods as lean production 
from the successful manufacturing industry (e.g. cars) 
into lean construction for the construction industry, 
(Koskela 1992). One move towards a more industrialised 
approach is to prefabricate elements in factories and trans-
port them to the building site for erection. Later years 
have seen an increasing degree of prefabrication and cur-
rently companies involved in modular house prefabrica-
tion foresee a strong development, (Nasereddin et al 
2007). The prefabrication strategy changes construction 
companies from object-oriented builders to production 
oriented manufacturers. Unfortunately, the ICT-tools de-
veloped for the construction sector do not support an 
automated manufacturing, while the tools developed for 
the manufacturing industry lack support for structural 
design and detailing, (Johnsson et al 2006). 
When designing buildings extensive amounts of informa-
tion is generated and often time is spent searching, shar-
ing and recreating this information, activities that can be 

seen as waste. Information management in building de-
sign is a key area for improvement when aiming at lean 
construction, since the energy put on producing drawings 
and specifications for each new object is out of proportion 
compared to the benefit, (Nasereddin et al 2007). One of 
the first steps towards automation is a distinct documenta-
tion of the product as a base for an information strategy, 
(Ford et al 1995). 
This paper presents a case study of six medium-size 
Swedish manufacturers of prefabricated timber buildings. 
This paper focus on describing what properties an infor-
mation strategy should have for an application in industri-
alised construction. The feasibility in industrialised con-
struction of some established product modelling tools are 
discussed. The importance of a rational information man-
agement within the companies is identified as a success 
factor. 
 
 
2 THEORY 

Several methods for documenting product structures exist 
in the research community, although few have been fully 
implemented in the construction industry. The following 



chapter will present some possibilities, however alterna-
tive methods exist. 
 
2.1 Product modelling with CRC cards  

The purpose of CRC (Class, Responsibility, and Collabo-
ration) cards is to document objects primarily for software 
programming. The concepts and modelling techniques of 
CRC have later been adopted (Hvam and Riis, 1999) to 
product modelling within the construction industry, visu-
alising products prior to actual software programming. 
CRC cards are used to record objects, their behaviour, 
responsibilities and relationships. The CRC card method 
is a low-tech, easy way of documenting products, trans-
ferring knowledge from domain experts, possessing 
knowledge about the product, to system developers who 
perform the actual programming. The method defines, 
besides the CRC cards, different phases where objects are 
identified, structured, understood and documented in a 
product model. CRC cards can also fulfil a purpose once 
the software is implemented supporting maintenance and 
further product development. 
The CRC card, fig. 1 is used for interpretation of the 
physical product into programming code, a configuration 
software. For various purposes different views of the 
product model are created. Sales, design and manufactur-
ing preparation etc. have different information needs and 
therefore various viewports are established, in compliance 
with Gross (1996). A general sketch of the hierarchical 
product structure must be presented in addition to the 
CRC cards, establishing the relationships between the 
parts. Together they present enough information to con-
struct a configuration tool. 
Implementation of configuration software is described by 
Haug and Hvam (2006) in steps where CRC cards consti-
tute one phase. Implementing configuration tools is a 
process that involves far more than the technical descrip-
tion of the product, however it is an important step. The 
following seven steps are suggested (Haug and Hvam, 
2006): 

1. The processes in which product specification is made 
are mapped out. There has to be an understanding of 
what the configuration tool are to support. 

2. Product analysis, existing product ranges are analysed.  
3. Object oriented analysis, results in a specification of 

requirements for the product structure 
4. Object oriented design of configuration software. The 

analysis model created in step 3 is adapted to the con-
figuration software. 

5. Programming. Existing software is adapted or new 
software is developed. The CRC cards are used when 
programming the system with objects and rules. 

6. Implementation of the completed configuration soft-
ware and future specification process. 

7. Maintenance and further development 
If using CRC cards for maintenance and product devel-
opment it is an advantage if they are handled digitally, 
eventually integrated with the code in the configuration 
software. In this way changes in rules can be made in the 
system and the software can tell which cards are affected 
by the changes, or even update them automatically. 

 
Figure 1. CRC Card (Hvam and Riis, 1999). 
 
2.2 Product family modelling 

Most implementations of product modelling regarding 
construction are primarily oriented towards establishing a 
Building Information Model (BIM) and general informa-
tion modelling of the traditional building process.  
A theory based on mass customization (MC) is described 
by Jørgensen and Petersen (2005), where product funda-
mentals for being applicable to product configuration are 
listed. A series of product variants building up a product 
model is described. Applied to buildings, a product model 
could be represented by a family of houses all originating 
from the same design. The product model must fulfil not 
only the purpose of describing all modules included, but 
also the rules for how they relate to each other. One im-
portant aspect brought up by Jørgensen and Petersen 
(2005) is that most methods for product configuration are 
focused on modelling the geometrical solution space of a 
configuration process. It often describes possible choices 
and how to build actual product structures, whereas it is 
just as important to include information concerning cus-
tomer, logistics etc. Information can typically be prices, 
stock etc. 
Jørgensen and Petersen (2005) also bring up the aspects 
of modular properties, which are connected to customer 
requirements. Customers do not need to specify the tech-
nical solution; instead a range of product properties is 
chosen which corresponds to a certain combination of 
modules and components, fig. 2. The technical specifica-
tion can be handled by technical staff or a salesperson 
instead of the customer. 
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According to Jørgensen (2005) “a model can serve as a 
foundation for the configuration process because it has a 
set of open specifications, which has to be decided to de-
termine or configure an individual product in the family”. 
In construction the amount of open specifications tend to 
be massive. Therefore it is fundamental that detail and 
context of the model is set in a way that facilitates the 
specification process as much as possible. The easiest 
way of product configuration is selecting a set of pre-
defined modules, assuming it is unnecessary to adjust or 
construct new modules. However, if modules have to be 
modified or added, the configuration tools must be con-
structed accordingly.  

 
Figure 2. Combining components to modules and products, 
(Jørgensen 2005). 
 
Product development using a product family modelling 
approach has to apply the modular design concept. New 
products and modules must be developed for modular 
design. Also it is vital that the company not only defines 
implementation of a configuration tool as an ICT-project 
(Jørgensen 2005). Besides understanding the ICT-tools it 
is essential to gain knowledge of the product range, busi-
ness processes, and organisation and markets demands in 
order to succeed with a configuration system. This is not 
just a question of choosing the best ICT-tool on the mar-
ket. 
The benefits of using configuration systems have been 
explored in Denmark and Finland by Jørgensen (2005) 
and Männisto et al. (1998) respectively: 

Männisto et al. (1998) Jørgensen (2005) 
• Ability to fulfil a wide 

range of customer re-
quirements 

• Shorter lead times in the 
sales-delivery process 

• Increased control of the 
production 

• Reduction in customer-
specific design 

• Efficient way to offer a 
broad product line 

• Improved quality 

• Establish a link between 
the sales department and 
the production 

• Secure fully specified 
orders 

• Secure valid product 
documentation 

• Easier to deal with large 
number of variants 

• Less maintenance of 
production documenta-
tion 

• A tool for proactive sales 
 

Both research groups find increased quality and control as 
the main benefits, which is exactly what industrialised 
construction is about. 
 
2.3 IFC for the construction industry 

IAI (International Alliance for Interoperability) has taken 
on the challenge to standardize information exchange in 
the building sector through launching Industry Founda-
tion Classes (IFC). The IFC standard is an object oriented 

data model for the building industry and facilities man-
agement. Within the IFC model, geometry, building com-
ponent properties, costs etc. can be incorporated. Informa-
tion can be made interpretable by virtually any applica-
tion that works with structured data handling of AEC 
building projects, (Froese 2002). IFC models are intended 
to work as a neutral information exchange format. IFC 
development work is based on the EXPRESS data defini-
tion language that is part of the STEP standard. 
Rönneblad and Olofsson (2003) developed and imple-
mented IFC models for precast concrete elements in the 
expert system IMPACT, an application used to design 
precast concrete elements with automatic generation of 
drawings. IMPACT functions as a manufacturing prepara-
tion tool and imports the architectural model with win-
dows, openings etc. The precast designer then uses the 
geometry created by the architect to model precast con-
crete elements. The refined model was then exported to 
the IFC model server attributed with BSAB classification 
codes. (BSAB is a Swedish industry standard for labelling 
and classification of building object). The BSAB code is 
later used for extraction of data to estimation and schedul-
ing software. The information transfer through IFC was 
not complete e.g. information about cast in material was 
lost in the export due to lack of support for precast ele-
ments in IFC 2.0.  
Conclusions on IFC drawn by Rönneblad and Olofsson 
(2003) coincides with Ekholm et al (2000), who states 
that “The main criticism that can be addressed to IFC is 
the prominent lack of an expressed basic philosophy and 
pedagogical descriptions related to practical needs“. In 
reality this means that the same type of problem is not 
solved consistently throughout the different parts of the 
IFC standard. There is also an underlying criticism to-
wards the top-down approach of the implementation of 
the standard, not connecting to practical needs.  
According to Froese (2002) significant portions of IFC is 
currently a mature and stable standard, however work still 
remains in specific areas. Efforts have been made to de-
velop IFC, e.g. for precast concrete elements and struc-
tural timber, both of which are partly included in the latest 
release IFC 2x3. The work in structural timber is still on-
going and has the goal of supporting automatic exchange 
of data between computer systems from design through to 
automated manufacturing. 
 

2.4 The information engineering method 

A comprehensive introduction to the information engi-
neering method (IEM) is given by Martin (1986). It builds 
on a gradual increase of level of detail, from abstraction 
to physical facts. The process is facilitated by the Infor-
mation Engineering Facility (IEF) Computer Aided Soft-
ware Engineering (CASE) tool. The main strength of IEM 
is that it connects the information strategy to the industrial 
goals of the company. IEM is realised in seven steps: 

1. Information Strategy Planning 
2. Business Area Analysis 
3. Business Systems Design 
4. Technical Design 
5. Construction 
6. Transition 
7. Production 
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The CASE tool is similar to a CAD tool, but for software 
development and produces graphical representations of 
processes. The distinction between data modelling, activ-
ity modelling and product modelling is made clear. These 
three areas have their own special tools, where product 
modelling e.g. can be realised through IFC and activity 
modelling through IDEF0. The feasibility of the informa-
tion engineering method in the construction sector was 
tested by Ford et al (1995). Findings were that IEM is 
useful on a strategic level, but must be completed with 
object-oriented methods when reaching more detailed 
levels. 
 
 
3 CASE STUDY 

The case study involved six companies with a clear pre-
fabrication strategy. The companies are medium-sized, 
approximately 100 employees, with around 20% of the 
staff working with design and administration and the re-
maining engaged in production. All six companies use 
timber for the load-bearing structure, a heritage from the 
dominant position of timber on the Swedish market for 
single-family dwellings. Five of the companies have cho-
sen to manufacture modular houses inside a factory, re-
ducing the building site to mere montage, fig. 3. The vol-
ume elements are finalised with claddings and HVAC 
installations, which are connected on site. Buildings using 
the modular technique can be up to five stories high. The 
sixth company produces flat elements (walls and floors) 
and mounts them on site.  
Two of the companies sell directly to private customers, 
while four of them work with professional customers who 
in turn sublet dwellings or public premises. Two of those 
companies work mainly with public premises, such as 
schools and prisons. They are forced to follow drawings 
and specifications made by a third party consultant under 
the restriction of the Government Procurement Agree-
ment (GPA) and compete with traditional construction 
firms on the open market.  
Organisation in the studied companies is often clear, 
however not process oriented in any formal way. Building 
projects follow predefined paths, which involve multiple 
departments. There is no clear process orientation or 
process leader, which can create complications in co-
operation between departments. The ownership of im-
provements concerning multiple departments or product 
development does not seem to have an appointed func-
tion. Theoretically the companies have all the prerequi-
sites to control both the processes and the resources used, 
but in reality an organisation focusing on streamlining the 
production has not yet been established, which is consis-
tent with the findings of Nasereddin et al (2007).  
All companies were visited and studied at their produc-
tion plants, interviewing employees from all departments 
from sales to production to screen the process. Drawings 
were studied to describe the documentation of the build-
ing system. Questions were also posed on the information 
strategy and its implementation. 
 

 

 

 
Figure 3. Modular house production. 
 
3.1 The sales process 

The two companies working directly with private persons 
as customers use sales agents spread out through Sweden 
as the communicator of the building system. The sales 
agent works with an extranet, where information regard-
ing the product range, including choices of material and 
prices etc. have been posted. The company itself remains 
idle until a contract between the customer and the com-
pany has been signed. Detailing is then decided itera-
tively, through communication between the design de-
partment and the sales agent.  
This is a process that generates much information in form 
of documents, emails etc. and there is no system for man-
aging this data. The finalised product specification is 
gathered in a manufacturing order, which follows the 
product through manufacturing. The manufacturing order 
is the main document where specifications are recorded, 
but there is no ICT tool coupled to its conception or re-
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finement, it remains a written paper throughout. When the 
process of product specification has come to so much 
detail that an application of a building permit can be sub-
mitted, drawings are made by the design department at 
the company. 
The four companies working with professional customers 
do not use sales agents, but have skilled salespersons in-
house, whose main task is to establish good relations with 
customers and satisfy all their requirements. The salesper-
son must have good knowledge of the building system, 
good conception of costs and constantly be aware of the 
order stock to present a correct product offer to the cus-
tomer. Two of these companies work mainly with design-
and-build contracts, controlling design, specification, 
manufacturing and erection in-house. The two others 
work with public premises, under the restriction of the 
Government Procurement Agreement (GPA). This means 
that the companies have limited possibilities to change 
specifications in the tender, which leads to inefficient 
design for industrialised manufacturing. 
 
3.2 The design process 

The two companies working with sales agents use stan-
dard type houses as templates for the production of draw-
ings. The standardisation has inspired these two compa-
nies to invest in ERP-systems (Enterprise Resource Plan-
ning) for economical follow-up and material and resource 
planning (MRP). Unfortunately, the CAD software and 
the ERP system does not communicate with each other, 
resulting in the product (the building) being defined in 
two different ways, not seldom with discrepancies. Stan-
dard CAD software for construction is used to produce 
drawings printed on paper. Bill of materials is produced 
as quantity take-off directly from drawings and listed in 
Excel (no link between CAD and Excel for this purpose). 
The specifications needed for manufacturing are listed 
using Excel or Word. 
The four companies working on the open market with 
professional customers cannot use standard type houses, 
since the customer defines the main characteristics of the 
building. Standardisation is instead sought in the manu-
facturing process, by defining standard joints, standard 
stairwells, standard wall and floor sections etc. Since the 
layout of the building affects the manufacturing to a large 
extent, strategic alliances with architects and customers 
are sought to streamline the design process. Building de-
sign is performed in two stages; first the architectural de-
sign that defines the building envelope and divides it into 
modules suitable for manufacturing; secondly the detailed 
design where the elements building up each module is 
documented on manufacturing drawings. HVAC installa-
tions are also designed twice; on a building level and on 
an element level, in some cases by in-house consultants 
and in some by external ones. Standard CAD software for 
construction is used to produce drawings printed on pa-
per. Bill of materials is produced as quantity take-off di-
rectly from drawings and listed in Excel (no link between 
CAD and Excel for this purpose). The written specifica-
tions needed for manufacturing are listed using Excel or 
Word. Ordering of materials is made based on the bill of 
materials as a manual action. 
 

3.3 The manufacturing process 

The design process results in a bunch of manufacturing 
drawings and lists, which are used as steering documents 
for manufacturing. None of the studied companies have 
automated their production plants, but plans exist in sev-
eral of them. Work is based on craftsmanship with hand-
held tools. The factory seems to work as a stand-alone 
production unit and the drawings produced have a strong 
resemblance to those used for on-site construction. 
The capacity of the production plants vary, on the average 
150 m2 finished volume elements are produced each day. 
The degree of prefabrication is taken as far as possible; 
the finished volumes contain fully equipped kitchens, 
finalised bathrooms and all interior claddings. Only com-
ponents at risk for theft are delivered directly to the build-
ing site. 
 
3.4 Building system documentation 

The results of the study show that the technical platforms, 
i.e. the building systems, very much build on the same 
principles. The degree of prefabrication is what differs 
between the companies. Parts can be categorized in two 
main groups of information – detail and type solutions. 
Detail solutions describe meetings between components 
for example a joint between two wall segments. Detail 
solutions can also encompass specific methods for e.g. 
mounting kitchen assemblies. Type solutions describe 
general solutions for elements with a cross section, e.g. 
walls and floors, but not their geometrical extent, only the 
layer constitution.  
Rules regarding assembly and limitations of the technical 
platform are not consistently described. They exist on 
different levels in the organisation and are not docu-
mented with a consistent method. Many of these rules 
have not been documented at all and exist only in the 
mind of the employees. The rules affect the modularisa-
tion in the design process, which is one of the reasons 
why they must be documented methodically. 
Type and detail solutions are documented in a drawing 
archive at the studied companies. These drawing archives 
often lack possibilities for attributing search tags, which 
makes it difficult to find specific information. No specific 
person is assigned the function of managing the building 
system. This means that product development is not a 
separate process within the companies, but rather an ac-
tivity that arises in project after project. Therefore, the 
change of the building system over time is not traceable. 
There is a risk for reinvention of already used solutions, 
but more severely the non-existent product development 
process prevents the use of modularisation strategies and 
consistent handling of rules for the building system. 
 
3.5 ICT tools 

All of the companies work with a range of ICT tools to 
support their production. However, the linkage between 
the ICT tools is poor, leading to information loss and it-
erative recalculations of the same data. Two of the studied 
companies use ERP systems to keep track of the material 
flow, material orders and stock take-off. The ERP system 
and the CAD software do not use the same data exchange 
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format c.f. The Design Process above. The communica-
tion problem between the systems arises since the CAD 
software stems from the construction industry, while the 
ERP system is developed for the manufacturing industry 
– differing data formats and database technology hinders 
the information flow. So why cannot the companies ex-
change one of the systems? If deciding to use a CAD 
software from outside construction, all templates and 
symbols needs to be redefined. Furthermore, suppliers of 
materials (e.g. windows) also supply CAD-symbols 
ready-for-use predominantly in AutoCad format. ERP 
systems developed directly for the construction sector 
seem non-existent. General time plans for the project 
from the ERP system are enhanced and revised in other 
ICT tools at each department in the company. Apart from 
the larger systems, individual solutions with Excel and 
VB-scripts are extensively used to automate smaller sub-
tasks. The data is not migrated into any receiving system. 
The four companies that do not use ERP systems instead 
have problems with information management. It is clear 
that the process focus has not yet reached the design 
process. Information is dependent on individuals and the 
lack of an overall process management is prominent. 
There is no central management system that controls the 
progress of the process; therefore it is difficult for indi-
viduals to keep track of the progress. Projects are defined 
in the early stages through CAD-drawings and PDF docu-
ments with specifications. CAD data is seldom re-used in 
the following detailed design, merely as print-outs. Bill of 
materials are not produced with CAD data as the basis, 
but are Excel lists enhanced with a VB-script to automate 
the process. Scheduling for manufacturing is done by the 
plant manager who also controls the supply of materials. 
The work is manual with standard tools (Excel, MS Pro-
ject). 
 
 
4 ANALYSIS AND DISCUSSION 

First of all, industrialised construction is a mixture of two 
worlds. To stay competitive on the market, these compa-
nies need to stay compatible with the tools available in 
their field (templates from suppliers, common estimation 
data) and also deliver data that is accepted by the cus-
tomer (relational documents in the correct format). Any 
deviation from this route creates immediate problems, 
increasing in-house administration, which is exactly what 
these companies try to avoid. On the other hand, an indus-
trialised process is sought, to improve quality and control. 
Industrialisation is not supported by common ICT tools 
for construction, therefore companies want to learn from 
the manufacturing industry and attempts have been made 
to incorporate tools such as ERP systems. Once again, the 
link to established construction software is missing, in-
creasing in-house administration. 
This is seemingly a problem that could be overcome by 
using a neutral exchange format such as IFC or STEP. 
The only problem is that IFC is developed for the con-
struction sector and STEP for the manufacturing industry. 
Suppliers of ICT tools have the same specialisation in 
sectors and tend to support one of the formats, not the 
other. Traditionally, the level of detail in modelling soft-

ware in the construction sector is poor (e.g. studs are usu-
ally represented as belonging to a layer and nails are not 
even incorporated). As preparation tools for manufactur-
ing, common CAD tools do not perform well. A complete 
model including details as nails might on the other hand 
be too heavy to work with. Modularised ICT tools would 
serve well. Today, there are some tools that have the po-
tential of filling this gap, but their main drawback is that 
the support for HVAC installations is non-existent. The 
strategy for a single company is individual and at this 
moment, there is no common clear working method that 
is recommendable or reliable. 
If the aim is to industrialise production it is painfully clear 
that the companies must learn to document their own 
product. All automation relies on well-documented prod-
ucts including the connection between the product mod-
ules. All of the studied companies can easily document 
their product structure in terms of what building parts 
their system consists of and how they are built up in de-
tail. This type of information is well communicated today. 
Even working methods for detailing are documented e.g. 
specifying nailing distances or mounting instructions for 
windows. What is missing is a systematic approach to 
describing and realising the connections between building 
parts, such as Product Family Modelling. According to 
Hvam and Riis (1999) experiences from a number of 
Danish companies show that the implementation of prod-
uct models done without a proper method or modelling 
technique often resulted in an unstructured and undocu-
mented system, which made it very difficult or nearly 
impossible to maintain and develop the product model 
further. An alternative to product family modelling could 
be the information engineering method using the IEF 
CASE tool, Ford et al. (1996). 
In the IFC standard, the connection between parts is rep-
resented by a direct parent-child relation. IFC have mostly 
been used in the traditional construction process, facilitat-
ing communication with model based CAD. However, the 
authors would like to raise the question if it is possible to 
use IFC as a foundation for building generic product 
structures, instead of just documenting existing instances. 
In the case study presented, companies will have to build 
product structures that can serve as a product model for 
customer adapted instances. Eventually, IFC could be 
used as this generic product structure. The idea was tested 
in Ekholm et al (2000) with discouraging results. In the 
industrial production of timber houses companies control 
far more of the value-chain and thus chances of success 
are greater. A strong factor against the approach is the 
companies’ lack of understanding for the benefits of a 
standardised product model and the efforts needed to es-
tablish it. Männisto et al. (1998) further claims that 
“STEP is fundamentally based on a fixed standardized 
product schema that cannot be extended for the purposes 
of a company. In our view, this seriously limits the poten-
tial of STEP when companies start utilizing more ad-
vanced product modelling concepts.” The same statement 
should hold true also for IFC as it is based on the STEP 
standard. 
CRC cards on the other hand, are more focused on rela-
tions between parts and might be a good working method 
for a company in the documentation of their current build-
ing system. The question is whether it is good strategy or 
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not to pursue CRC cards and move on to the development 
of a configuration system? Jørgensen (2005) and Män-
nisto et al. (1998) both claim better conditions for indus-
trialisation using configuration systems in terms of quality 
control and process orientation. Still, the development of 
a configuration system for the industrialised construction 
sector needs to stay compatible with the construction sec-
tor in general, different from the approach in Gross 
(1996). The configuration system needs to offer a support 
for manufacturability without becoming yet another ad-
ministrative burden. This calls for a development where 
both the working methods and the tool itself are taken 
into account, providing a possibility to simultaneously 
improve internal work processes and ICT support. 
The actual product definition within the studied compa-
nies seems to be debated. Administration claims that the 
product is defined already in the ERP system fed from the 
manufacturing order. The structural designer does not 
agree, since detailing is never done in the early stages, 
and instead claims that the CAD software defines the 
product. Follow-up using the ERP system is then difficult 
to perform since the data created in CAD cannot migrate 
back to the ERP system automatically. The work flow 
with interacting product data and economic management 
is common in the manufacturing industry, where work 
flows and information paths generally are better docu-
mented, (Johnsson et al. 2006). This is a need that must 
be addressed in the future, both by companies deciding on 
an information strategy and by ICT developers providing 
reliable solutions. Once again, a good documentation of 
the information flow within companies is the first step 
towards a strategy, (Ford et al, 1996). The process, the 
ICT tools and the building system are tightly linked to 
each other, which means that improvements must address 
them simultaneously in a context, not separate from one 
another. 
 
 
5 CONCLUSIONS 

This paper has identified the need for well-documented 
building systems at companies striving to industrialise 
their production. Methods to achieve a description exist, 
but generally there is a lack of methods describing con-
nections between modules in a consistent manner. To 
achieve a reliable description of a building system a com-
bination of methods is proposed. CRC cards can be used 
for screening and mapping the building system, (Hvam 
and Riis 1999). To take control of the manufacturability, a 
configuration system is useful. The core of the configura-
tion system could possibly be based on the IFC standard, 
opening up a path for neutral communication between 
ICT tools. The key point to succeed with ICT and indus-
trialisation is to recognise the dependency between the 
development of working methods and ICT tools. This 
could be addressed with the information engineering 
method as an umbrella, (Ford et al. 1996). Companies 
wanting to develop in this direction cannot wait until 
ready ICT solutions are at hand, and ICT suppliers need 
to truly understand what industrialised construction is 
about. 
 

5.1 Future work 

There is a gap between the developed, large standards for 
information exchange and the true needs of smaller com-
panies. There is room for a condensation of methods, nar-
rowing down to sector specific problems, in order to sup-
port industrialisation. This might eventually lead to a re-
formulation of existing methods and standards. The near 
future goal of this ongoing project is to make a documen-
tation of a building system, with the aim of establishing a 
configuration system for industrialised construction. This 
will present a good evaluation test for the applicability of 
existing standards for industrialised construction. 
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ABSTRACT: Good communication during all phases of the project lifecycle is an important factor for the project suc-
cess; in fact it is the prime factor that connects all of the project success factors together. Often, construction projects 
suffer from the lack of efficient communication due to many reasons, among which are the enormous versatility of 
stakeholders during project lifecycle, and the adversary relations which may appear among the construction project 
parties. 
This research is investigating the effect of using modern electronic communication management systems on the success 
of the construction projects in United Arab Emirates, trying to survey the effect on the project success criteria which 
were identified by the authors for the construction projects in this country. Two case studies, one of them coupled with 
action research are presented, interviews, surveys document review and progress feedback have been used to collect 
the evidence, preceded by a literature survey and a brief study to clarify how the communication mechanism works, and 
how it affects the trust and relations among the project stakeholders and consequently the project success.  
Some of the results are in agreement with pertinent published literature and research findings, an example of this would 
be the improvement on schedule and project control. On the other hand, the benefits for quality control during design 
and construction phases of the project in addition to HSE potential improvement remain debatable. At the same time 
the current investigation on one of the cases has revealed an organisational transformation trend from functional to-
wards matrix and project structures, this kind of change is taking place after the implementation of project electronic 
communication management system into the client organisation, this transformation has enhanced chances of project 
success. 
KEYWORDS: construction project success, electronic communication, organisational transformation and UAE. 
 
 
1 INTRODUCTION 

The electronic communication in project management 
needs to be researched on a strategic level (Arayici, 
Aouad and Ahmed, 2005; Aouad and Wafai, 2002; Al-
shawi and Faraj, 2002; Snowdon, 1998), or as stated by 
CIRIA, 2004 that the challenge is to link knowledge man-
agement with strategic business objectives of the organi-
sation, this can be articulated to be the link between 
Knowledge Management and project success as perceived 
by the stakeholders. Some projects concentrated on the 
integration of IT system in the AEC industry (WISPER 
project, Faraj, et al, 2000, Gallicon project, Aouad et al., 
2001, and others). Collaboration is found to be the highest 
score among the most effective four factors that affect 
project success (Barrett and Barrett, 2006), recent re-
search has stressed the direct research of computer inte-
grated construction into collaboration (Boddy, et al, 2006) 
and Craig and Sommerville, 2006 claim that “within any 
construction project the exchange of information is per-
haps the principal component/function in ensuring suc-
cess”. NIST report in 2004 and Coleman and Jun of 

AISC, 2004 considered the issues of "inadequate interop-
erability prevents digital communications between soft-
ware programs used by designers, contractors, specialty 
contractors, as well as building owners/ operators." 
The current research is part of an ongoing research project 
addressing a series of case studies which aim at realising 
the strategic benefits of implementation of electronic 
communication in project management of construction 
projects in the United Arab Emirates. The ultimate objec-
tive of this endeavour is to enhance chances of construc-
tion project success. The kind of IT applications used in 
the projects under investigation are simple and easy to 
use, starting from the classical email in the first case 
which was about a project started in 1999. The second 
case of using web enabled documentation and communi-
cation package prepared specifically for the AEC market, 
therefore issues of IT training needed, support and alike 
are of much less significance, the same thing to a less 
extent could be said about process issues at least at this 
stage of implementation, this area of document manage-
ment and communication has been recently the fastest 
growing e-business application in construction (Hjelt and 
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Björk, 2006). Accordingly it can be said that this research 
is targeting the same subject but from different angles, 
and for a different environment: 

- More strategic as what is investigated is the effect of 
the use of project e-com'n. on the project success crite-
ria, success is considered as a strategic issue by the 
Association for Project Management (APM BoK, 4the 
ed., 2000; APM BoK, 5th ed., 2006). 

- In order to achieve the fore mentioned target at a stra-
tegic level and due to the fact that initiation and sup-
port of this system must be done by top executives in 
the construction organisations (Fallon, 2003), during 
the interviews this group was targeted among other 
users. 

- This research was industry initiated from within client 
organisation, it was need oriented from the very be-
ginning, and therefore it was for the purpose of satis-
fying success criteria requirement and not to study the 
effect of a particular IT solution. 

- The basic need of communicating the essential dy-
namic (day to day) information of the construction 
project has been addressed. 

- Accordingly a rather simple off the shelf IT product, 
which deals with this need, has been selected in the 
case study. 

- Due to the fact that such research into the success cri-
teria is very much context oriented and industry re-
lated, the construction projects in United Arab Emir-
ates have been considered as the domain, and another 
research which preceded this research has targeted the 
question of project success identification in this envi-
ronment (El-Saboni, Aouad, and Sabouni, 2006), the 
results of which are being investigated during the in-
terviews of this research. 

The research into project success criteria show that they 
are subjective (Hughes, et al 2004) context oriented 
(Beatham, 2004), and time dependent (Turner, 1999 and 
Larsen and Myers, 2000)., accordingly the adoption of 
soft system methodology in a series of interviews has 
identified success criteria in UAE environment (El-
Saboni, Aouad, and Sabouni, 2006) which has been used 
as a tool for measuring the success after the IT implemen-
tation. 
The approach used has been soft and systemic (Check-
land, 2002), and mainly qualitative case studies (Yin,  ), 
which renders most of it as being phenomenological, but 
making use of other, more empirical and positivist re-
search done by other researchers (Nitithamyong,   ) which 
quantified some of the areas about people and processes 
related to using slightly different systems (ASP's), there-
fore it addressed areas like IT readiness of users, training 
needed,…etc., and some of their effect on "hard" success 
of projects, In this research it is rather the whole content 
of the cases that is visited and considered, applying SSM 
methodology and aiming at defining the effect on the 
overall success of the project as perceived mostly by the 
client and his team, the researcher is part of a client or-
ganisation, and tried during data collection to "listen" to 
the other stakeholders through daily contacts, documenta-
tion in case one and long interviews in case two. 
Two case studies are presented, and while other research 
addressed using electronic communication during differ-
ent phases of the project lifecycle (Alshawi and Ingirige, 

2003), this investigation focused mainly on systems 
suited and used for construction stage with an extension 
of its effect in the preceding tendering stage (in first 
case)and the following operation and maintenance stage 
(second case), the first case involved the use of simple 
technology for the communication management of a con-
struction project, the second case study which is more 
recent involved the use of web based solutions to manage 
the construction projects, this technology is also simple 
but is more tailored to the needs of the construction indus-
try, both projects are major building projects in United 
Arab Emirates, presenting both of them shows the direc-
tion of development of electronic communication in the 
construction industry and comparison between their re-
sults and the similar investigations in other environments. 
Two different research approaches are used. At the same 
time both cases are considered as cycles in the action re-
search of implementing of e-com’n in the management of 
construction projects in UAE. 
 
 
2 COMPONENTS OF CASE STUDY 

2.1 Proposition 

These cases were initiated because a solution was needed 
to solve the problem, an assumption has been proposed 
that the implementation of electronic communication can 
be the solution, Yin, 2003 says that "Only if you are 
forced to state a proposition will you move in the right 
direction", therefore the purpose of case study methodol-
ogy is to prove that this tool: 

- Deals with Fragmentation (geographic, organisational 
and multi disciplinary) problem  

- Can contribute significantly to project success in UAE 
environment. 

 
2.2 Unit of analysis 

- The main unit of analysis is the project success as 
identified by the success criteria as have been clarified 
in literature and through UAE research ( El-Saboni, et 
al 2006) 

- Organisational transformation as the second unit of 
analysis in the first case study, from functional to-
wards project organisation, and the computerisation of 
project communication as a top management com-
mitment. 

 
2.3 Boundaries 

First case study: the housing project and the client organi-
sation, with documentation from the project manager and 
the consultant. 
Second case study: the project, and the interviews. 
 
2.4 Linking data to proposition 

Interviews documents and actual progress are directly 
compared and are verifying the proposition with lessons 
learned. 
 
 



2.5 The criteria 

- Semi structured interviews coupled with a question-
naire, direct analysis  

- Documents measure of success criteria and organisa-
tional transformation 

- Daily progress to measure the success and the trans-
formation.  

- Project perceived success. 
 
 
3 FIRST CASE STUDY 

This case study is a retrospective one, (1999 to 2003) for 
the effect of the simple but consistent use of the e-mail as 
the main and comprehensive communication and docu-
mentation media between the main players of a major 
housing project. The study discusses the effect that this e-
communication had on the success of the project and the 
organisation from a client perspective into the strategic 
issues concerning the project. Lessons learned are dis-
cussed about the difficulties encountered, the tools that 
helped, and organisational benefits gained.  
 
Project description 

The project was a major housing program, in the range of 
1900 medium housing units, in different phases and dif-
ferent locations, some more than 300 km apart, a con-
struction budget exceeding 300 million US$. A full coor-
dination was to be established with the infrastructure net-
works construction, and also a synchronisation with the 
construction of facilities such as schools and clinics. The 
project lasted for about 3 years and handed over on stages 
which ended in 2003. More than 13 building construction 
contractors, and 8 consulting supervision firms all under 
one project management umbrella of a project manage-
ment firm and a client representative as seen in Fig. 1: 

 
Fig.1. The Organisation Structure of the first case study, which 
shows the lines of instructions. 
 
 
 
 

4 RESEARCH METHODOLOGY – FIRST CASE 
STUDY 

The research method has benefited from both of retro-
spective case study methodology (Yin, 2002) and action 
research (McNiff, 2002), as one of the authors was di-
rectly involved in the project management and the im-
plementation of electronic communication management 
of the project under consideration. Smith, Thorpe and 
Lowe, 1991 considered the involvement of the researcher 
as a virtue, and this type of research is well accepted from 
phenomenological point of view, taking into considera-
tion the possible bias of the researcher which needs to be 
identified. Action Research has been widely used for the 
research into the assessment of the implementation of 
Information systems (Niculcar and Collado, 2002), this 
methodology proved also to be effective in organisational 
research (Whitehead, 2005), and the journal of organisa-
tional transformation and social change recommended 
action research from subjective epistemology, while on 
the other hand the case study methodology was beneficial 
to measure the strategic project success perception. Soft 
System Methodology (Checkland, 2002) is very relevant 
to this kind of research in order to consider the holistic 
context.  
Triangulation of evidence (Amaratunga and Baldry, 2001) 
through collection of data from: The daily follow up of 
the construction project, measurements of some of suc-
cess criteria both during and after the project, interviews 
with some of the key personnel to elicit their perceived 
project success, and post project changes (transforma-
tions) . 
 
 
5 RESULTS OF THE FIRST CASE STUDY 

The implementation of the project electronic communica-
tion system had played a significant role in the transfor-
mation of the organisation from functional structure into 
matrix form of organisation towards project oriented or-
ganisation, it would not have been possible to do this 
transformation without the use of this tool, initial imple-
mentation led to preliminary delegation to project manag-
ers accompanied by the transparency provided by the con-
tinuous information access and consequently trust was 
created through the feedback loop, which led to more 
delegation for more projects in the organisation, Craig 
and Sommerville, 2006 have reported that implementation 
of project information systems has aided in the manage-
ment of the client organisation, a similar sort of organisa-
tional transformation has been published for public ser-
vice organisations (Zuurmond, 2005). in this case study 
this was evidenced by:  

- The actual transformation that took place in the or-
ganisation. 

- The willing of the top management to adopt more pro-
ject oriented organisational structures. 

- The demand for advanced implementation of project 
web based information systems in an organisation 
which had no such applications before, this demand 
has surprisingly been in the form of pull from the top 
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management compared with the situation before when 
it used to be pushed from the functional sections. 

- The establishment of PMO in the organisation to 
“raise” the web implementation and promote the pro-
ject orientation.  

- The documents of daily correspondence which wit-
nessed the trend towards delegation to project man-
gers. 

- The interviews with some of the key personnel who 
witnessed and were major players into it. 

A similar sort of link between the IT strategy and the or-
ganisational transformation is reported in the literature 
(Henderson and Venkatraman, 1992) and the benefits of 
similar transformation in the organisation on the project 
success was identified by Prakabhakar, 2005. 
This transformation, however was not totally beneficial to 
the organisation, as shown in the interviews conducted, it 
caused less attention to the technical quality issues of de-
sign, material and workmanship which used to be handled 
to a better standard in the functional departments. Al-
though this was the view of those interviewees from the 
functional departments but it was also evidenced by the 
documents of quality assurance reports which demon-
strated a slight deterioration in the quality standards, this 
kind of debate is not one of the objectives of this paper, 
but the authors argue against this that through the com-
prehensive implementation of the web based system down 
to all concerned functional departments personnel of qual-
ity assurance, this will not be the case. 
On the other hand the implementation of the electronic 
communication has participated in the success of the pro-
ject which was measured as shown in table 1: 

Table 1. 

 Measured by Evidenced in  
Project Success Client Satisfaction interviews 
 

Project on time 
documented in 
project docu-
ments 

 Project within budget, 
and even in some of 
the packages slightly 
lower than the budget 

documented in 
project docu-
ments 

 

Quality 

Actual follow up 
of the houses 
after construc-
tion 

Top Manage-
ment Support 

To do more projects 
under the same sys-
tem 

documented 

 To demand to ad-
vance and expand the 
electronic communi-
cation into more pro-
jects 

documented 

 
 
6 THE SECOND CASE STUDY 

This study was linked to another investigation to evaluate 
different systems of project electronic communication 
available in the market of UAE for the purpose of imple-
mentation at construction projects for a major builder, 
satisfaction of stakeholder information needs, stability 

and reliability were among the evaluation criteria some of 
these criteria were guided by the vendor survey conducted 
by CICA, a further investigation as explained in the re-
search methodology has been done for this research. 
 
Project description 

This is a highly prestigious commercial project, consist-
ing of a shopping mall, a 5 star hotel and an entertainment 
facility of budget which exceeded 800 million U$, ended 
recently and won international awards. The major stake-
holders were the client, some financers, a project man-
agement firm, a few consultants and different contractors 
for different packages of the project. A well known soft-
ware package for managing the documentation and com-
munications was implemented and managed by the pro-
ject manager during the construction, therefore it was not 
an ASP, as it was found that ASP’s were not the preferred 
solution in UAE at time of selection, because of the in-
formation accessibility time, this issue is discussed further 
in the results discussion. 
 
 
7 RESEARCH METHODOLOGY – SECOND CASE 

STUDY 

Non of the researchers has been involved in the construc-
tion of this project. It is designed as a case study (Yin, 
2002) with much less subjectivity if compared with the 
first case, It is still phenomenological but with part of it 
shifting towards logical positivism. The researcher faced 
the difficulties associated with data collection in this cul-
ture, which deserves to be investigated but is not consid-
ered as part of the scope of this paper, at the same time 
the need was there for an in-depth analysis as soft 
(Checkland, 2002) as attainable in order to understand the 
purpose of why this system was selected, how was it im-
plemented, how much of success in actual implementa-
tion, and how much did it contribute to the overall success 
of the construction project. 
The researcher has been lucky enough to select members 
from a major contractor, a design and supervision con-
sultant, the operation and maintenance team who tested 
and commissioned and later on operated and also from the 
project manager who enforced the system and controlled 
its daily implementation, the respondents ranged from 
project directors to designers down to actual operator 
whose only job was the daily communication manage-
ment of the project. A series of semi- structured inter-
views coupled with a written survey which has been used 
to initiate the discussion during some of the interviews 
some further contact has been needed to compare between 
the different information received. A total time of inter-
viewing has been more than 16 hours, over different peri-
ods lasted over four months, one single interview lasted 
for about four hours in which the interviewee has been 
very much actively involved in the daily implementation 
for more than three years, and communication manage-
ment has become his career since then. The first author 
and prior to these interviews took different courses of 
training on this system in order to know exactly what he 
has been inquiring about, this knowledge is not making 



him biased as it is part of his job to continuously evaluate 
the project communication systems available in the UAE 
market. 
Issues of ease of use, support and IT related implementa-
tion which are related to actual user have been researched 
by other researchers (Nitithamyong and Skibniewski, 
2006) These features were taken care of during the data 
collection but the main theme of the investigation re-
mained focused on the construction project success, It is 
worth to be mentioned that an initial research plan of a 
quantitative questionnaire distributed by mail to the users 
with the help of IT vendors have been cancelled earlier as 
it was found that respondents might be biased which 
could be again a cultural issue different among different 
societies that worth to be investigated (Nitithamyong and 
Skibniewski 2007), and also the possibility of missing the 
point of question if respondent has not been interviewed, 
plus the need for more in depth answers. 
 
 
8 RESULTS OF SECOND CASE STUDY 

Results of second case study are outlined in Table2 fur-
ther analysed in Table3  
Factors to consider in the analysis of these results: 

1. Experience of the interviewee. 
2. Position of the interviewee in the organisation. 
3. Role of the firm in the project. 
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4. Is his firm the one who proposed the communication 
system? 

5. Who has control over the information? 
6. The interviewee being an IT user or not before. 
7. Is he a specialized person who cares about quality 

first, or a progress manager who cares about schedule 
first? 

Factors of Bias which were eliminated by the interviewer: 
- Assurance of confidentiality to all interviewees. 
- Avoiding formalities. 
- Screening and Analysis of Results  

The results are tabulated against success criteria in UAE 
as taken from previous research (El-Saboni, Aouad and 
Sabouni, 2006) 
Further elaboration and comparison with the first case 
results in section 9. Results , Summary Discussion and 
Comparison of Results for both Case Studies: 

Table 2. Results of Second Case Study. 

 
1 As concluded from the Project Success Survey in UAE (El-Saboni, 
Aouad, and Sabouni, 2006) 
3 This feature was not supported by the particular software package used 
in this project 

4 This was the answer of the interviewee, or this particular benefit is not 
applicable for the respondent, for example; a profitable project is not 
applicable . 
5 Question numbering was different for different interviewees for rea-
sons of different role, therefore if he was involved in operation stage 
then questions about maintenance and master file come first and so on 
and also for verification purposes, some other questions were also used 
to verify . 
6 Some results have been cancelled after double checking and verifica-
tion. 
9 End user of the facility and the completed construction project (not the 
“IT end-user”) 
Shaded areas represent the areas where the answer is very relevant, the 
role of the firm matches the question 100%. 
Table 3. Matrix of Project E-communication versus Success 
Criteria in UAE Environment. 

Score2 Weight1 Project Success Criteria1 
V.High 5 Time 
N. A4 5 Budget 3 
Low 5 Quality 
Moderate 4 Minimum Variations 
High 3 Claim Management 
V. Low 3 HSE 
V.High 4 Few Snags 
Low 3 End User Satisfaction9 
Moderate 3 Sponsor Satisfaction 
V. High 3 Project Team Satisfaction 
High7 2 Transparency 
Moderate8 2 Low Maintenance 
High 2 Maintaining Relationship 
V.Low 2 Profitable as per Expecta-

tions 
High 2 Master file from well 

organised communica-
tions with Lessons 
Learned 

1 As concluded from the Project Success Survey in UAE (El-Saboni 
Aouad and Sabouni, 2006) 
2 According to this case study 
3 This feature was not supported by the particular software package used 
in this project 
4 This was the answer of the interviewee, or this particular benefit is not 
applicable or relevant for the respondent in particular. 
7 Transparency is considered from the client perspective in which data 
from the follow-up experience of the first author working as client rep-
resentative for more than 20 years and from data of another case study 
8 The experience of the 5th interviewee is highly considered  
9 End user of the facility and the completed construction project (not the 
“IT end-user”) 
 
 
9 RESULTS, SUMMARY DISCUSSION AND COM-

PARISON OF RESULTS FOR BOTH CASE STUD-
IES 

Benefits on Schedule, Safety, and Profitability: the second 
case study coincides with research in different environ-
ment which confirmed schedule benefits if electronic 
communication is implemented (El-Mashaleh, O’Brien, 
and Minchin Jr, 2006), while the first case study daily 
follow up and interviews have shown that e-com’n had its 
positive effect on schedule indirectly bypassing delega-
tion and expedited decision making which has been em-
powered by the transparency and availability of informa-
tion when needed. It is also interesting that the second 
case study have shown almost nil impact on safety and 
profitability which in turn is identical to El-Mashaleh et 
al, 2006, while Cheung, et al, 2004 and Cheung, et al, 
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2004-b have shown promising results when safety is con-
cerned, the difference could be related to different cul-
tural, and legal contexts, or due to different features and 
capabilities offered by different IT packages. However 
recent evaluations of most available packages in UAE 
have shown that they are including safety tracking re-
cords, and recent HSE regulations are strictly applied 
which gives more potential of success in this field. 
Benefits on Sponsor Satisfaction, Project Team Satisfac-
tion, Transparency, Maintaining Relationships, and even-
tually on Trust: 
Questionnaires, interviews and daily follow up have all 
shown a promising potential for these benefits, Diallo, 
Thuillier, 2003 have shown that trust can be knowledge 
based and “constructed” through knowledge building be-
tween all stakeholders particularly in emerging econo-
mies. 
Benefits on Budget could not be identified, this might be 
due to: 

- The package does not track the budget and leaves this 
job to each organisation internal packages. 

- People involved in this interview are not linked di-
rectly with budget. 

However, other researches anticipated potential saving at 
least due to web interoperability instead of paper based 
communication (NIST, 2004), but extra cost is to be con-
sidered for the IT requirement and extra HR for data entry 
in different stakeholder organisation. It is the researcher 
understanding that indirect cost benefits need to be con-
sidered and if so, they will outweigh the extra cost in-
volved. 
Benefits on Snags, End User Satisfaction and Mainte-
nance issues: Snags management is much easier and con-
trolled, improvement on maintenance during the lifecycle 
is disputable during the interviews, most end users ex-
pressed medium satisfaction, but specialised consultants 
expected better performance if better control would have 
been exerted. 
Benefits on Quality; found to be low, even with some 
participants from case one who expressed concern about 
quality issues with the transfer from functional to project 
organisation. 
Benefits on Claims and Variations: Claims management 
is evidently improved, some clients representatives ex-
pressed concern about helping the contractor by organis-
ing his documentation, Variation control is moderately 
improved through better tracking but package functional-
ity has not been fully utilised. 
The following results represent the bottom line, which 
could be concluded from the semi-structured interviews 
conducted on both cases, and highly considered by the 
authors as being much more capable of revealing and cap-
turing the tacit knowledge of experience of real world 
implementation of web enabled technology in the daily 
progress monitoring, documentation and documentation 
of construction projects in this locality, summarised in 
table 4. Results of similar recent investigations whether 
quantitative (Nitithamyong, and Skibniewski, 2004, 2006, 
2007) or qualitative (Ruikar, Anmba, and Carrillo, 2005), 
are not contested against in this paper but rather referred 
to, compared and integrated with, what rather more em-
phasised in this inquiry are the new findings about client 

and project manager strategic benefits and consequently 
the support to these systems, this sort of result which 
could be generalised if similar set of procurement strategy 
and cultural values are prevailing (reference to El-Saboni, 
Aouad and Sabouni, 2006 Figure 3). 
Monitoring and Control: One of the main objectives of 
implementation is to assist the project manager in the 
monitoring and control of the project (Cheung, 2004), the 
interviews of this investigation with the top management 
in the project management firm has shown this to be the 
main objective of initiating and implementing the system. 
It has been evident from the discussions held in this par-
ticular case that actual efficiency of such systems in cut-
ting cross the organisational boundaries has been less than 
satisfactory, consequently it is moderate in overcoming 
the organisational fragmentation, this area needs further 
investigation (Adriaanse, 2005) 
IT related conclusion: It has been found during a parallel 
investigation conducted by the first author that relying on 
ASP’s to provide the communication and documentation 
management used not to be the preferred solution in UAE 
at the time of project initiation, because of the long in-
formation accessibility time among other reasons, this 
makes this research in disagreement with Nitithamyong 
and Skibniewski,-2006 but this is due to difference in 
local conditions of internet capabilities and it is the re-
searcher conclusion that ASP’s in UAE started to gain the 
ground again, this is related to the IT market, technology 
and culture, clearly some of these factors are very much 
time and environment dependent. 
Table 4. 

Stakeholder Actual benefit of 
Implementation 

Measured during the inter-
view by: 

Client Or-
ganisation 

- Transparency  
- Governance 
- Enhanced capa-

bility of decision 
making 

- Access to all information 
in real time. 

- Willing to do more pro-
jects under the same sys-
tem 

- Led to organisational 
transformation 

- Plethora of lessons 
learned  

Project 
Management 
Firm 

- Control 
- Documentation 

Project team confidence in 
comprehensive documenta-
tion and overall control of 
projects 

Consultant  
- Organised flow 

of work 
- Quality assurance 

To a less extent than other 
stakeholders but measured 
through more confidence 
about the follow up of the 
project progress. 

Contractor 
- Tracking of sub-

mittals  
- Timely approvals 

- Number of RfI’s (Request 
for Information). 

- Consistency of Reporting 
 
 
10 CONCLUSIONS 

It has been concluded that implementation of web enabled 
project management in construction projects in the United 
Arab Emirates has been always initiated by the client, his 
representative, or the project management firm in order to 
satisfy strategic needs such as enhancing project success. 
The implementations of this technology accompanied by 
the introduction of project management methodology 
together have led to major organisational transformations 
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from traditional functional organisations into project and 
matrix forms. In this paper it is argued that in order to 
expand and sustain WEPM in this environment, client 
strategic needs including soft issues such as transparency 
and governance for the client organisation and documen-
tation and control for the project manager are to be ad-
dressed and satisfied. A further research is needed to un-
derstand the mechanism of this need satisfaction; this 
research shall most probably be of qualitative, soft, and 
in-depth analysis more than anything else. 
However, UAE construction industry, and despite being 
successful in using web technology to achieve aforemen-
tioned objectives, but has failed to utilise to cut cross or-
ganisational boundaries and also to integrate the supply 
chain, in other words it has not been able to “defragment” 
the industry inter-organisational relations, this arena can 
represent another potential field of future research.  
One further inquiry which is only to be mentioned briefly, 
to be the subject of a debate is to consider the communi-
cation of project knowledge as one of the project success 
criteria in addition to the already well established notion 
of considering it as a success factor. 
 
 
REFERENCES 

Adriaanse, A., and Voordijk, H., Interorganizational communi-
cation and ICT in construction projects: a review using 
metatriangulation Construction Innovation 2005; 5: 159–177 

Alshawi, M. and Faraj, I., the Integrated construction environ-
ments: technology and Implementation, Construction Inno-
vation, 2002; 2: 33–51 

Alshawi, M., Bingunath, Ingirige, Web-enabled project man-
agement: an emerging paradigm in construction, Automa-
tion in Construction 12 (2003) 349– 364 

Amaratunga, D., and Baldry D., Case study methodology as a 
means of theory building: performance measurement in fa-
cilities management organisations, Work Study Volume 50 
No. 3 2001 pp 95-104 MCB University Press, 2001 

Arayici, Y, Aouad, G, and Ahmed, V., Requirements engineer-
ing for innovative integrated ICT systems for the construc-
tion industry, Construction Innovation, 2005; 5: 179–200 

Aouad G. and Wafai M.H. (2002), Implementation of informa-
tion technology in the construction industry: the conceptual 
methodology approach, 2nd International Postgraduate Re-
search Conference in the Built and Human environment, 
University of Salford. 

Association for Project Management, Body of Knowledge, 
APM_BoK5thEdition 

Barrett Peter, and Barrett Lucinda, The 4Cs model of exemplary 
construction projects, Engineering, Construction and Archi-
tectural Management Vol. 13 No. 2, 2006 pp. 201-215 

Beatham, S., Anumba, C., and Thorpe, T., 2004, "KPIs: a criti-
cal appraisal of their use in construction", Benchmarking: 
International Journal Vol.11, No.1, 2004 93-117 

Boddy, S., Rezgui, Y., Cooper, G., and Wetherill, M., Computer 
integrated construction: A review and proposals for future 
direction Advances in Engineering Software (2006) Article 
in Press. 

Checkland, P., System Thinking, System Practice, includes a 30 
year retrospective, 2002, Wiley, Chichester. 

Cheung, S., Suen H., and Cheung K., PPMS: a Web-based con-
struction Project Performance Monitoring System, Automa-
tion in Construction 13 (2004) 361– 376 

Cheung, S. O., Cheung, K. K. W., Suen, H. C. H., CSHM: Web-
based safety and health monitoring system for construction 

management, Journal of Safety Research 35 (2), pp. 159-
170, 2004. 

Christian, A. Estay- Niculcar and Joan A. Pastor-Collado A 
MATURITY MODEL FOR INFORMATION SYSTEMS 
ACTION-RESEARCH PROJECT MANAGEMENT ECIS 
2002 • June 6–8. 

CICA Vendor survey “Guidance on the Introduction and Use of 
Construction Extranets Vendor Survey” 

Coleman, G., Jun, J.W., Interoperability and the Construction 
Process A White Paper for Building Owners and Project 
Decision-Makers, American Institute of Steel Construction, 
2004. 

Craig N., and Sommerville J., Information management systems 
on construction projects: case reviews, Records Manage-
ment Journal Vol. 16 No. 3, 2006 pp. 131-148 

Dent, R J., and Montague, K. N., CIRIA Publication, Bench-
marking knowledge management practice in construction, 
London, 2004.  

Diallo, A., Thuillier, D., The success of international develop-
ment projects, trust and communication: an African perspec-
tive, International Journal of Project Management 23 (2005) 
237–252 

El-Mashaleh M.; O’Brien, W., and Minchin Jr., R., Firm Per-
formance and Information Technology Utilization in the 
Construction Industry, Journal of Construction Engineering 
and Management © ASCE / May 2006 / 499. 

El-Saboni, M., Aouad, G.; and Sabouni, A., Construction Cul-
ture and Innovation Conference by BUID and CIB construc-
tion culture committee, Dubai, November, 2006 

Fallon, K., Keys To Success in Web-based project management: 
The technology implementation perspective, American Pub-
lic Transportation Association, 2003 Rail Transit Confer-
ence 

Faraj I., Alshawi M., Aouad G., Child T., Underwood J., An 
industry foundation classes Web-based collaborative con-
struction computer environment: WISPER, Automation in 
Construction 2000.79–99 

Henderson, J., and Venkatraman, N., “Strategic Alignment: A 
model for organizational transformation through information 
technology,” in T. Kochan & M. Unseem, Eds, Transform-
ing Organisations, Oxford University Press, NY, 1992. 

Hjelt, M., Björk, B., C., Experiences of EDM Usage in Con-
struction Projects, ITcon Vol. 11 (2006) 

Hughes, S., Tippett, D., and Thomas, W., “Measuring project 
success in the construction industry" Engineering Manage-
ment Journal Vol.16 No.3 September 2004. 

Larsen, M., and Myers, D., 2000, "When success turns into fail-
ure: a package-driven business process re-engineering pro-
ject in the financial services industry", The Journal of Stra-
tegic Information Systems Volume 8, Issue 4 , December 
1999, 395-417. 

McNiff, J., Action Research Principles and Practice Routledge, 
e-edition, 2002. 

NIST National Institute of Standards and Technology, U.S. De-
partment of Commerce Technology Administration, written 
by Gallaher, M., O’Connor, A., Dettbarn, Jr., J. and T. Gil-
day, L., "Cost Analysis of Inadequate Interoperability in the 
U.S. Capital Facilities Industry", 2004. NIST GCR 04-867. 

Nitithamyong, P., Skibniewski, M. J., Web-based construction 
project management systems: how to make them successful? 
Automation in Construction 13 (2004) 491– 506. 

Nitithamyong, P., Skibniewski, M. J., Success/Failure Factors 
and Performance Measures of Web-Based Construction Pro-
ject Management Systems: Professionals’ Viewpoint, Jour-
nal of Construction Engineering and Management ASCE / 
January 2006 

Nitithamyong, P., Skibniewski, M. J., Key Success/Failure Fac-
tors and their Impacts on System Performance of Web-based 
Project Management Systems in Construction ITcon Vol. 12 
(2007), pg. 39 



 422

Prabhakar, G. P. An Empirical study reflecting the importance 
of transformational leadership on project success across 28 
Nations, 2005 Project Management Journal PMI Vol 36 no 4 
53-60 

Ruikar, K., Anumba, C.J., Carrillo, P.M., End-user perspectives 
on use of project extranets in construction organistions, En-
gineering, Construction and Architectural Management, 
Volume 12 Number 3 2005 pp. 222-235. 

Turner, J. R., 1999, The Handbook of Project Based Manage-
ment, 2nd edition, McGraw-Hill, London. 

Whitehead, D., Debate and Discussion, Project management and 
action research: two sides of the same coin? Journal of 

Health Organization and Management Vol. 19 No. 6, 
2005pp. 519-531 

Yin, R. K., Case Study Research Design and Methods, 3rd ed., 
SAGE Publications, California, 2002. 

Zuurmond, A., 2005, Organisational Transformation Through 
the Internet, Jnl Publ. Pol., 25, 1, 133-148 Cambridge Uni-
versity Press DOI: 10.1017/S0143814X05000231 Printed in 
the United Kingdom 

Journal of Organisational Transformation and Social Change 
http://www.intellectbooks.co.uk/journals.appx.php?issn=147
79633 

 



 423

BENEFITS OF ICT IN THE CONSTRUCTION INDUSTRY – CHARACTERIZATION OF THE 
PRESENT SITUATION IN HOUSE-BUILDING PROCESSES 

Miklós Molnár, Ronny Andersson, Anders Ekholm 
Lund University, Faculty of Engineering LTH, Sweden 

ABSTRACT: Departing from the hypothesis that R&D within ICT plays an essential role in the transformation of the 
construction sector from a traditional to an industrialised process, a joint Swedish and French project has been carried 
out (to be completed in April 2007) to assess the short and medium term possibilities to improve efficiency and quality 
in multi-storey house-building. This paper describes today’s use of ICT (situation as-is) in Swedish multi-storey house-
building projects and identifies a number of key development areas. The research was carried out through steps includ-
ing statistical analyses of market data, a case study, a survey with active developers working with R&D in the field of 
ICT and workshops with construction industry representatives and researchers. 
Typically, Swedish multi-storey house-building projects are carried out as isolated projects, involving 15 designers, 20 
subcontractors and 40 material suppliers. Relations between most of the project participants are ad-hoc. ICT-use is 
regulated by the architect’s CAD manual regarding layer structures, routines for information exchange during design, 
use of a project network, hardware, software and filing. 2D CAD is the predominant design tool. ICT is widely used for 
administrative purposes, especially by the large contractors. Information transfer between participants in and between 
different stages of the project is inefficient and redundant information is created. Transfer of information is often car-
ried out manually.  
Computer aided design, interoperability, virtual reality, cooperation and ICT-policies, the product definition process, 
use of systems products, quantity take-off and reuse of experience are identified as development areas where ICT can 
play an important role to improve productivity and quality. Highest potential to achieve improvement by immediate 
uptake is attributed by the survey persons to computer aided design, interoperability and reuse of experience. A time 
span of 2 - 5 years is needed to obtain benefits by more efficient cooperation and ICT-policies and rational quantity 
take-off. 
KEYWORDS: construction processes, house-building, industrialization, information and communication technology 
(ICT). 
 
 
1 INTRODUCTION 

The traditional construction sector is today rapidly mov-
ing towards industrialisation of the product and produc-
tion processes. The aim is a more efficient process with 
products, production methods and organisations based on 
platform concepts. In Sweden, all large contractors, mate-
rial suppliers, property managers and newly also consult-
ant companies within architecture and engineering, are 
developing their own industrialized building concepts. In 
this perspective both industry representatives and R&D-
actors agree that ICT has an important role to make the 
sector more efficient and customer oriented (Lessing, 
Stehn and Ekholm 2005). 
In spite of international and national R&D programs (IT-
BoF2002) which did contribute to improved efficiency in 
the traditional construction industry, actors have an hesi-
tant attitude towards introduction of innovative ICT (Ri-
vard 2000, Samuelson 2001). Hinders and drivers for im-
plementation of ICT in the traditional construction indus-
try have been investigated by (Stewart, Mohamed and 

Marosszeky 2004). Among others, they include business 
strategies where every project is seen unique, the frag-
mented character of the process with participants having 
divergent interests, low client involvement, etc. Also poor 
knowledge and underdeveloped practice concerning 
evaluation of the benefits of investments in construction 
ICT are identified as important hinders (Stewart and Mo-
hamed 2003; Love, Irani and Edwards 2005). Among 
others, standardization of processes/outcomes and project 
alliances between key members are recommended as cop-
ing strategies (Peansup and Walker 2006). 
ICT use in a less fragmented sector, the Swedish indus-
trial timber building industry, has been investigated by 
(Johnsson et al. 2006). They find that successful imple-
mentation of IT-systems, which in the mechanical indus-
try have contributed to substantial productivity and qual-
ity improvements, are inhibited by lack of machine inter-
pretable product structures and design process outcomes 
which need manual transformation in order to be avail-
able for further use in the production processes. Improved 
productivity, flexibility and quality improvements have 
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been achieved in highly automated precast concrete in-
dustries (Persson 2006). However since this design and 
production is only a part of the whole process, manually 
transformations still have to be done in connection to the 
process. These findings indicate, that coping strategies 
within a traditional building industry moving towards 
industrialization must consider the design, production and 
business processes as a whole.  
To contribute to the maximization of the benefits of ICT 
in the process of industrialization of the building industry, 
the present paper reports results from a joint Swedish-
French project named “Evaluation of benefits of ICT for 
the industrialization of project and product processes in 
the construction industry” (BICT). Within the BICT pro-
ject use of ICT in multi-storey house-building is investi-
gated concerning situation “as-is”, development areas, 
possibilities for immediate uptake and medium term im-
plementation, and issues for future research, development 
and education. The investigations include analyses of 
statistical data, a case study, a survey, workshops and a 
state-of-the-art study. This paper presents the situation 
“as-is” and identifies key development areas for immedi-
ate uptake and medium term implementation as found in 
the analysis of statistical data, the case study, the survey 
and workshops. In (Robertson et al 2007) possibilities for 
immediate uptake and medium term implementation and 
issues for future research, development and education are 
presented based on the state-of-the-art study and work-
shops. 
 
 
2 METHOD 

Today’s use of ICT in Swedish house-building processes 
and the Swedish construction sector’s priorities concern-
ing the potentially most beneficial ICT-related develop-
ment areas have been assessed through: 

1. Workshops with a reference group, with members rep-
resenting the construction industry and universities 

2. A case study involving mapping of the design and 
production processes and ICT-use in a typical house-
building project 

3. Statistical analysis of projects launched during the 
year of 2005 

4. Survey with active developers working with R&D in 
the field of ICT in the construction industry and uni-
versities  

 
2.1 Reference group workshops 

A reference group with ten persons, representing key 
players in the construction industry and ICT-related R&D 
at Swedish universities, has been established in order to 
validate the research. Three workshops (I-III) have been 
held to: 

1. establish criteria for choice of case study object;  
2. validate the results of the case study (2.2) and identify 

ICT development areas;  
3. validate the results of the survey (2.4) with active de-

velopers and elaborate on plausible scenarios in a fu-
ture with more industrialised multi-storey house-
building. 

 

2.2 Case study  

During the period April – June 2006 semi-structured in-
terviews have been carried out with the client’s project 
manager, the architect, the structural and the pre-cast con-
crete engineer, the main contractor’s design, purchase, 
site and project manager and finally the ventilation and 
the glazing subcontractors in an ongoing multi-storey 
house-building project identified as being representative 
according to the reference group (2.1/I). The interview 
persons answered questions related to their role in the 
design and/or production processes and the use of ICT. 
Questions concerning ICT covered, among others, use of 
ICT-tools, cooperation and work processes where ICT 
can play a role as a support. Based on the case study, 
eight ICT-related development areas were identified as 
being potentially beneficial for improved productivity and 
quality within multi-storey house-building. These devel-
opment areas were further analysed in a survey and work-
shops, see sections 2.4. 
 
2.3 Statistical analysis 

In order to validate the case study (2.2), all multi-storey 
house-building projects in Sweden with production start 
during 2005, altogether 360 projects with 18 500 flats, 
have been analysed with respect to geographical distribu-
tion, form of tenure, procurement system, flat area, design 
and production costs and structural building system 
(Sverige Bygger 2006). The validity of the collected data 
was checked by telephone calls to every identified pro-
ject, a work commissioned to the market research institute 
Gfk Sweden. 
 
2.4 Survey with active developers 

In order to validate the case study and valuate the poten-
tial of identified development areas, a survey involving 36 
active developers, working in the construction industry 
and at universities, have been carried out. The survey par-
ticipants were chosen from a total of 120 persons with 
ICT-related articles published during the period 2003-
2005 in scientific or technical newspapers or with presen-
tations held at professional seminars and conferences. 
The survey was carried out in collaboration with the mar-
ket research institute Gfk Sweden as follows: a) potential 
survey persons were asked by written mail and telephone 
calls to enrol in the survey; b) from persons interested in 
participation, 36 active developers representative for to-
day’s design and building processes in house-building 
were selected; c) selected participants were sent a written 
report with the results of the case study and requested to 
read the report and reflect on its content; d) after reading 
the report 28 of 36 persons answered the questionnaire. 
Six persons resigned from participation due to the large 
amount of work the survey required, whereas two persons 
reported illness.  
Beyond personnel and professional data, the survey ques-
tions concerned a) the validity of the case study, b) to-
day’s ICT-use; c) valuation of the potential to improve 
productivity and quality of house-building of the ICT-
related development areas identified in the case study. 
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3 TYPICAL MULTI-STOREY HOUSE-BUILDING 
PROJECTS IN SWEDEN YEAR 2005  

Based on criteria established by the reference group, a 
multi-storey house-building project with the following 
typical features has been selected for a case study involv-
ing mapping of the design and production processes and 
use of ICT: 

- Location: Malmoe/Lund, the third largest urban ag-
glomeration in Sweden 

- Form of tenure: tenant-owner association buys the 
property immediately after completion from a project 
developer belonging to one of the four dominating 
Swedish construction companies. 

- Procurement system: design and build, with the main 
contractor belonging to the same group as the project 
developer. 

- Purchase: the main contractor have group level pur-
chase agreements with most of the material suppliers 

- Participants: 15 designers, 20 subcontractors, 40 mate-
rial suppliers. 

- The project: third stage of four, totalling eight build-
ings 

- The building: four storeys, 20 flats with an average 
flat area of 100 m2 

- Design and production cost: 1350 €/m2 
- Load bearing structure: concrete elements combined 

with in-situ concrete. 
The case study project was considered representative by 
22 of the 28 persons participating in the survey whereas 
the remaining 6 persons considered it only partially repre-
sentative. The statistical analysis (2.3) also validated the 
case study object as being representative concerning loca-
tion (10 % of all projects built in Malmoe/Lund), pro-
curement system (57 % design and build), flat area (aver-
age area 91 m2) and design and production cost (1350 
€/m2). However, concerning form of tenure flats built for 
tenant owner associations were in minority (47 % com-
pared to 53 % for flats for rental). 
 
 
4 TODAY’S USE OF ICT AND DEVELOPMENT AR-

EAS– SELECTED RESULTS FROM THE CASE 
STUDY AND SURVEY 

Information management in the case study project was 
regulated by the client’s and the main contractor’s re-
quirements. Coordination of information in the project 
was commissioned to the architect. The architect’s CAD 
manual contained regulations regarding the use of layer 
structures, routines for information exchange during de-
sign, use of a project network, hardware, software and 
filing.  
In the main contractor’s organisation, the use of following 
ICT-tools and -systems was compulsory: cost calcula-
tions, time scheduling and resource planning, tendering 
and purchase of materials, billing and economic reports 
and analyses and use of a project network. Besides par-
ticipation in regular design and production meetings no 
further coordination of the information management was 
regulated in formal ways. 

The 28 survey persons considered the use of ICT in the 
case study project being: representative – 24 persons, par-
tially representative – 3 persons, not representative - 1 
person. 
Based on the case study, several development areas, 
where ICT could have a potential to improve productivity 
and quality, were identified. The survey participants were 
than asked to analyze hinders and possibilities connected 
to these development areas (4.1-4.2). 
 
4.1 ICT tools and cooperation 

Computer aided design (CAD) 

2D AutoCAD was used by all designers in the case study 
project, excepting the pre-cast concrete engineer who, in 
order to transform design data into production files for the 
precast concrete manufacturer, used a soft-ware named 
FastCAD. The main contractor’s design, purchase, site 
and project manager and the ventilation subcontractor, 
who also designed the ventilation system, could not han-
dle CAD. Windows, stair cases and balconies were by the 
respective material supplier designed in object oriented 
3D CAD. The architect used these 3D CAD objects for 
studies of connections details.  
According to the survey persons the main reasons for the 
limited use of 3D CAD and building information models 
(BIM) in Swedish present multi-storey house-building 
projects are: 

- House-building projects are not managed with the ob-
jective to achieve optimal results as a whole 

- Limited knowledge to handle 3D CAD and BIM in the 
construction sector 

- Low awareness concerning the economical and quality 
related potentials of 3D CAD and BIM 

 
Virtual reality (VR) 

VR was not used in the case study project. In the very 
first stage of the development project a VR model of one 
flat was used for marketing purposes. However, once the 
first building was completed, exhibition of the real flats 
was favoured instead of the VR model. The VR model 
was not either used in the building permit, design or pro-
duction processes. 
According to the survey persons the main reasons for not 
recycling information created in VR models in more 
processes of a building project are: 

- Lack of coherent information structures able to store 
information for use by other players in subsequent 
processes  

- Poor coordination between different stages of a pro-
ject 

- Low awareness concerning the potential of VR to im-
prove efficiency  

 
Interoperability 

Re-creating information obtained from other players by 
hand was standard in the case study project. Considering 
that more than 18 different types of software have been 
used in the project, the amount of redundant information 
and manual transfer is estimated to be considerable. The 
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low degree of interoperability depends, according to the 
survey persons to: 

- Lack of efficient standards and formats for informa-
tion transfer. It is difficult to agree on common stan-
dards in issues affecting many players 

- House-building projects are not managed with the ob-
jective to achieve optimal results as a whole 

- There is a strategic, competition related interest in 
working with own, player specific information struc-
tures 

 
Cooperation and ICT-policies 

In the case study project a considerable amount of time 
was spent on design and production meetings. Typically, 
design meetings with up to 15 participants have been held 
every third week during the 4.5 month long design phase 
of the project. Many players regarded these meeting as 
inefficient and coordination, as a matter of fact, was 
achieved through informal communication. Yet, most 
critical towards these meetings were designers with least 
knowledge of CAD. Similar criticism was directed also 
towards the project network, which often was by-passed, 
much of the information being exchanged by telephone 
calls, e-mail messages and e-mail attachments. 
According to the survey persons, the main reasons for the 
shortcomings afflicted with today’s forms of cooperation 
are:  

- Poor knowledge concerning efficient cooperation 
methods and ICT-policies 

- Organisations are under severe time press and have no 
possibility to introduce new cooperation methods or 
ICT-policies 

- Many of today’s ICT-tools, like project networks, do 
not support efficient cooperation 

 
4.2 Work processes in design and production 

Fragmentary product definition 

Building components in the case study project were de-
fined in subsequent stages of the project. Typically, in 
order to define an inner load bearing wall decisions and 
analyses were required from the architect, acoustics, 
structural, electrical and pre-cast concrete engineer, pre-
cast concrete manufacturer, main contractor and the flat 
owner.  
Asked to comment on the main negative consequences of 
a split-up product definition process, the survey persons 
pointed at: 

- Increased number of mistakes 
- Limited opportunities to standard solutions 
- Lengthy and time consuming processes 

 
Production management – systems products 

In the case study project, goods and services were pur-
chased from 40 suppliers and 20 subcontractors. Given 
the large number of players involved the process, plan-
ning and coordination of production was managed by a 
loosely coordinated master schedule. For example, the 
coordination with the HVAC subcontractors required 
large time slacks in order to avoid collisions. Also logis-
tics planning was carried out ad-hoc, requiring a consid-

erable amount of e-mail messages and telephone calls 
between the site manager and the suppliers.  
The survey persons were asked whether introduction of 
systems products would improve efficiency and quality 
by reduction of the number of players on the production 
site. Only 12 of the 28 survey persons believed it would. 
As 11 persons could or did not answer this question, no 
further analyses are presented on this subject. 
 
Quantity take-off 

In the case study project quantities were calculated for 
cost estimation, material procurement, production plan-
ning, etc., in most cases by hand. Every player carried out 
his own quantity take-off at least once. Mistakes still oc-
curred, e.g. the number and packaging of the windows 
was erroneous, with considerable extra work and financial 
losses for the glazing subcontractor.  
The survey persons gave the following explanations con-
cerning the large number of quantity take-offs: 

- Large risks make players to rely only on take-offs car-
ried out by themselves (large responsibilities to carry 
out supplementary ones) 

- Lack of coordination between information sources  
 
Reuse of experience 

As the building in the case study was number five of a 
total of eight to be erected, positive repetition effects were 
observed by both the architect and the site manager. In the 
design stage the improvements were attributed to the re-
peated use of the same product structure, feed-back from 
the production site and smoother collaboration between a 
stable design team. In the production stage better estab-
lished working routines and schedule optimisation gave 
improved productivity and fewer mistakes. Unfortunately, 
business secrecy policies hindered the main contractor 
from quantifying the achieved improvements to our re-
search.  
In spite of consensus concerning its positive effects, reuse 
of experience is limited to isolated projects also in large 
construction companies present on the entire Swedish 
market. The survey persons gave the following explana-
tions concerning the limited reuse of experience in multi-
storey house-building projects: 

- Lack of distinct product and process ownership in 
construction companies 

- Poor knowledge when it comes to a structured de-
scription of building systems and processes 

- Fragmentary process, often with new teams in every 
project 

 
 
5 THE SURVEY PERSONS’ VALUATION OF THE 

POTENTIAL OF ICT-CONNECTED DEVELOP-
MENT AREAS 

5.1 Improved productivity and quality 

In order to maximize the practical benefits of the present 
research, the survey persons where asked to valuate the 
potential to improve productivity and quality of the de-
velopment areas analysed in chapter 4. The development 



areas were to be valuated on a scale with five grades, with 
grade 1 representing low potential and grade 5 high po-
tential. The priorities of the survey persons are presented 
in Figure 1. 

High potential development areas - ranked as grade 4 or 5

0 10 20 30 40 50 60 70 80

Computer aided design

Virtual reality

Interoperability

Cooperation and ICT-policies

Fragmentary product definition

Quantity take-off

Reuse of experience

Relative frequencies [%]

quality
productivity

 
Figure 1. The survey persons’ valuation of development areas. 
Areas ranked as grade 4 or 5 on a scale 1 to 5 are considered to 
have high potential to improve productivity and quality. Poten-
tial expressed as relative frequencies [%]. 
 
Computer aided design, interoperability, cooperation and 
ICT-policies, product definition and reuse of experience 
are valued as high potential areas to improve productivity 
and quality. Low rank areas are virtual reality, quantity 
take-off and systems products. Due to the limited number 
of answers conclusions regarding systems products are 
uncertain. 
 
5.2 Implementation 

In order to gain as quick benefits as possible the survey 
persons were asked to rank the high potential areas identi-
fied in section 5.1 with respect to the time needed for 
practical implementation in the construction industry. The 
time perspective was set to immediate uptake (less than 2 
years) and medium term (2 - 5 years).  
Computer aided design, interoperability and reuse of ex-
perience are due to the survey persons development areas 
for immediate uptake, whereas new cooperation forms 
and ICT-policies and more efficient product definition 
require a medium term time perspective to be imple-
mented.  
 
 
6 ANALYSES AND CONCLUSIONS 

Both in the case study project and in general, ICT coordi-
nation is commissioned to the architect. Typically for 
Swedish multi-storey house-building projects, neither the 
project developer nor the main contractor takes control of 
the ICT coordination. One explanation might be the ex-
pansive market situation, where the easiest way for pro-
ject developers and contractors to earn money might be 
by maximizing incomes rather than by cutting expenses. 
On the contrary, in recessions there is a larger interest in 
cutting expenses. Another hinder is poor knowledge con-
cerning benefits of investments in construction IT (Love, 
Irani and Edwards 2005). Project developers and profes-

sional clients have probably the most realistic incentives 
and also possibilities to take resolute action in this field. 
Appointment of a project information officer in house-
building projects, PIO, might be another concrete step 
towards improving ICT coordination (Froese 2004; 
Robertson et al 2007).  
Traditional cooperation forms in a split-up process, with 
many designers, subcontractors and material suppliers 
have in both the case study and survey been identified as 
a source of inefficiency. Still, inefficient design and pro-
duction meetings or poorly configured project networks 
are tolerated by designers and subcontractors as long as 
they get paid for the time spent. Increased competition in 
the future, mainly in the form of project developers and 
concept owners not connected to the established construc-
tion companies, might exert the necessary pressure to 
rationalize cooperation forms and ICT-policies. 
Low degree of interoperability between applications, 
players and stages of the design and production process 
makes project participants create redundant information. 
Splitting and special interests of the players appear to 
hinder the market from taking resolute action towards 
standards and rational exchange formats. Sector-level 
agreements or regulations introduced by the state, lines of 
action adopted e.g. in Denmark (Digital Construction 
2007) and Finland, might be the solution for the Swedish 
building sector. However this type of measures take time 
and the survey persons’ conclusion concerning the poten-
tial of this area as being for immediate uptake must be 
regarded as too optimistic.  
Well structured products and processes are a prerequisite 
to obtain further benefits from ICT (Johnsson et al 2006). 
Several actors in the construction industry already coop-
erate on a large scale with researchers (CITS 2005) and 
work actively with these topics. Also, attitudes consider-
ing these topics as theoretical need to be changed, which 
might be the easiest to achieve through reformed educa-
tion at technical universities. New specialisations for ar-
chitecture and engineering students, such as industrial 
building, can play an important role. 
Object oriented CAD has, at the present time, a very lim-
ited use among Swedish designers. According to the sur-
vey persons the main reason for not using object oriented 
CAD is that house building projects are not managed to 
achieve optimal results as a whole. This is confirmed by 
an interview research carried out with structural design-
ers. More than 90 % of the structural engineers ignore to 
take responsibility for object oriented CAD since they (39 
%) consider it not beneficial for their own work (GfK 
2006). The situation might improve if, building material 
suppliers, large contractors or consultants companies, etc., 
succeed in taking substantial market shares with concepts 
based on industrial house-building. Object oriented design 
is per default an essential link between product configura-
tion and production in such industrial house-building con-
cepts.  
Most design tools are developed by international players 
for international markets which in some cases inhibit 
sound national systems to be put into practice. For in-
stance, the Swedish system for information structures in 
the building, facilities management and civil engineering 
sectors (BSAB 1999) could, by means of suitable design 
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tools, be used for generation of draft, principal and pro-
duction information. Further links could be created to-
wards other vital parts of industrial building concepts 
such as enterprise resource planning (ERP) and product 
data management (PDM) systems. Whether adaptation of 
information systems from the engineering industry or 
development of new ones tailored for the construction 
industry is the most adequate strategy for industrialization 
of the house-building industry is an R&D question under 
investigation (CITS, 2005; Andreasson and Pärnaste 
2006).  
Results regarding the potentials for use of system prod-
ucts were not analysed due to few answers. However the 
case study shows that several suppliers already deliver 
system products based on structured information man-
agement systems.  
Reuse of experience is considered one of the most power-
ful means to improve both productivity and quality. The 
main reasons why experience in traditional house-
building is actually not reused are lack of distinct product 
and process ownership and poor knowledge when it 
comes to structured description of building systems and 
processes. As industrialization of the house-building 
processes implies development of ready to use/customise 
concepts, present development trends seem promising. It 
is especially interesting that ICT facilitates development 
of virtual technical platforms and thus increase the num-
ber of potential concept owners. However, in order to 
exploit this potential, product structures and processes 
have to be described and documented in a systematic 
manner. More R&D needs to be carried out in joint pro-
jects between industry and academia. 
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USING VIRTUAL REALITY (VR) TO IMPROVE CONVEYOR BELT SAFETY IN SURFACE 
MINING 

Jason Lucas, Walid Thabet, Poonam Worlikar 
Department of Building Construction, Virginia Tech, Blacksburg, USA 

ABSTRACT: Each year there are numerous injuries, serious and fatal, that occur around conveyor belts because of 
inadequate training and untrained personnel. Current safety training programs for conveyor belts are not defined but 
generalized under safety training practices required by ANSI and OSHA. With the high rate of injury, it is important to 
research a safe and efficient form of training that is specific for conveyor belts. It is with this in mind that virtual reality 
is being investigated as a viable form of this safety training. 
Virtual reality has been used in the construction and mining industries for accident recreation, fabrication training, and 
safety training, but has not been used with conveyor belts. A research program is being developed at Virginia Tech to 
investigate the effectiveness of VR for training of personnel working around conveyor belts in the surface mining indus-
try. The program involves developing a series of instructional-based and task-based VR modules that are intended to 
assist the user in understanding the components and assemblies of the conveyor belt, explain the different hazards and 
safety issues associated with moving belt components when performing maintenance, and test the user’s ability on re-
solving problems while performing a required set of pre-defined tasks in the VR environment. This paper explores and 
discusses the framework and implementation of the instructional-based module. Development of the task-based module 
and evaluation of the VR program are not covered under the scope of this paper. 
This research is supported by a NIOSH Grant # 1 R01 OH008716-01. 
KEYWORDS: virtual reality, conveyor belt, safety, training, surface mining. 
 
 
1 INTRODUCTION 

The demand of mining and processing materials for con-
struction requires equipment capable of transporting ma-
terials through different stages of mining operations. 
Conveyor belts, haul trucks, wheel barrows, and other 
mechanized material movers are used in the transporting 
of materials through different mine processing stages; the 
most cost effective and reliable of which is conveyor 
belts. (Swinderman 2002).  
The nature of the mining industry’s high production rate 
causes the mining industry to be inherently dangerous. A 
study by the National Institute for occupational Safety 
and Health (NIOSH) on occupational deaths between 
1980 and 1989 indicated that mining industry has the 
highest average annual fatality rate (31.9 per 100,000 
mine workers) of any industry in the United States (Orr In 
Press). From 1995 to 2006 there have been 510 equip-
ment related accidents accounted for in the United States, 
48 of which are conveyor belt related (MSHA 2007). It is 
with the high rate of accidents that there is now an em-
phasis on improving safety training and virtual reality is 
being proposed as an alternate that allows for a cost effec-
tive method to provide training for an accident plagued 
industry. 
Virtual reality (VR) offers the opportunity to develop 
virtual training environments to immerse the user into a 

computer-generated reality which is too dangerous, diffi-
cult, or expensive to play in real life (Haller et al 1999). 
Various training scenarios can be simulated that allows 
the users to navigate through and interact with objects and 
test what-if situations. The cost benefits of VR training 
come from a few sources. First, in developing programs 
with RAD (Rapid Application Development) software 
that gives the designer the ability for real time feedback of 
environment interaction with minimum programming 
(Cope 2001). Cost cuts also exist due to cuts in on the job 
training or expensive real life simulation where full scale 
mock-ups would have to be used to accomplish what VR 
allows for on a personal computer (Kizil, in press). 
VR has been investigated for training and safety in a wide 
variety of applications in the mining industry. One such 
example was conducted by the mining technology unit 
(HATCH) in collaboration with MIRARCO of Laurentian 
University , both of Sudbury Ontario, Canada, who are 
investigating the application of VR for improved safety 
including equipment design review for specific work en-
vironments, accident re-creation, and operator visibility 
improvement when driving mobile equipment in under-
ground mines (Delabbio et al 2007).  
Research work at the School of Mining Engineering at the 
University of New South Wales, Australia is investigating 
the use of virtual simulation to replicate the mining work 
environment and present the users with problem-based 



learning exercises through the use of a VR training tool 
(Stothard et al 2007).  
Schafrik, et. al. (2003) investigated VR for accident rec-
reation of haulage truck incidents in surface mining to 
help learn and subsequently teach what the causes of the 
accidents were by replicated consequences of actions 
taken.  
Work at the National Institute for Occupation Safety and 
Health (NIOSH), Spokane Research Laboratory, involved 
developing a VR training tool to educate mine workers on 
the hazards of mining as well as to train miners on 
evacuation routes and evacuation procedures (Orr , In 
press).  
Work by Kizil (In Press) at the Minerals Industry Safety 
and Health Center (MISHC), Australia, explored the 
benefits of VR for training and developed a number of 
VR applications for data visualization, accident recon-
structions, simulation applications including haul truck 
simulation and inspection , risk analysis, and hazard 
awareness and training. 
Hollands et al (2002) recognized that cost of equipment 
and the difficulties associated with customized develop-
ment of the software as two leading reasons for restricting 
the widespread of VR technologies towards training and 
other applications. The research work invested in devel-
oping an application toolkit for the purpose of creating 
VR-based training tools into applications for a wide vari-
ety of uses which could dramatically reduce the develop-
ment and time (and therefore cost) of VR training sys-
tems. 
Although there is a significant amount of work investigat-
ing the use of VR for training in the mining industry, 
there seems to be no published work that explores the 
benefits of VR to improve safety of conveyor belts. The 
goal of the research being undertaken by VT is to explore 
VR technologies and develop a cost effective virtual envi-
ronments to train workers on the hazards of conveyor belt 
operation. The research investigation is being comprised 
of two phases. In the first phase, an instructional-based 
module (guided walkthrough simulation) is being devel-
oped to familiarize the trainee with the working environ-
ment around a conveyor belt, the conveyor belt compo-
nents, and to alert the user of the maintenance tasks and 
related hazards of the moving components. The second 
phase of the study involves task-based training. Simula-
tions of various problem based scenarios will be devel-
oped to test the user’s ability on resolving problems while 
immersed in the VR environment. Information related to 
the task can be accessed from within the simulation and 
the trainee’s ability to identify and remedy risks can be 
quantified. Consequences of poor decision-making or 
risk-taking behaviors while interacting with the environ-
ment will be demonstrated to the user. This will allow for 
enhancing the cognitive learning process of users after 
both modules are completed. 
This paper will address the exploration and investigation 
work performed under the first phase and the develop-
ment of the walkthrough simulation prototype. The next 
section addresses the functionality and assem-
blies/components of conveyor belts. Hazards and safety 
concerns involved in working around a conveyor belt and 
corresponding accident statistics are presented in sections 

three and four respectively. Section five addresses current 
traditional training on conveyor belt safety. The frame-
work and prototype development of the proposed walk-
through simulation is described in section six.  
 
 
2 CONVEYOR BELTS 

Conveyor belts have become the foremost transporter of 
bulk materials due to their dependability, versatility, and 
ability to handle large material varieties and capacities. 
They can run continuously, typically at 600 feet per min-
ute, only being stopped for maintenance. The material is 
loaded on and automatically unloaded off the conveyor 
while the belt is in continuous motion. This eliminates 
loss of time for loading and unloading, and the need for 
scheduling and dispatching multiple trucks. Of all the 
material handling systems, belt conveyors typically oper-
ate with lowest transport cost per ton, the lowest mainte-
nance cost per ton, the lowest power cost per ton, and the 
lowest labor cost per ton and the largest capacity. 
(Swinderman 2002). 
In order to fully understand the dangers of the conveyor 
belt and the need for training, it is felt that the reader be 
informed of the basic components of a conveyor system 
and where those injuries are most likely to occur. A belt 
conveyor has six basic components (see figure 1), the 
belt, the belt support system (idlers), the pulleys, the 
drive, the structure, and the enclosure. Other parts can be 
added to these components in order to improve perform-
ance and decrease maintenance. 

 
Figure 1. Conveyor belt components. 
 
The conveyor belt stretches between two pulleys, the tail 
pulley (image 1), typically near where the loading takes 
place, and the head (or drive) pulley, which powers the 
belt and is where the material is usually discharged at the 
enclosure or discharge end (image 2). Loading may take 
place anywhere along the length of the conveyor belt and 
discharging is possible along the belts length with the use 
of plows and trippers. 
Idlers help to shape and support the belt, prevent slippage, 
and maintain tracking. Impact idlers (image 3) can be 
used to help absorb the impact and prevent damage to the 
belt at material loading. To increase the carrying capacity 
of conveyor belts, troughed idlers (image 4) can be use to 
angle the sides of the belt, reducing spillage and helping 
to center the loaded material. On the return side of the belt 
bend pulleys are commonly used to bend the belt into the 
take-up pulley (image 5) which ensures proper belt ten-
sioning through the use of counterweights. The structure 

 432



helps to align the components and supports the weight of 
the materials being transported. 

 
Image 1. Tail pulley (belt not yet assembled). 
 

 
Image 2. Discharge end. 
 

 
Image 3. Impact idler. 
 
Additional equipment, such as scrapers (image 6) for belt 
cleaning and dust suppression systems, may be added to 
the conveyor system to help improve performance. More 
equipment may be need based on the desired outcome of 
the operation. For instance, if a conveyor system is com-
prised of multiple belts there will be a need for transfer 
chutes (Swinderman 2002). 

 
Image 4. Troughed idler. 
 

 
Image 5: Take-up pulley. 
 

 
Image 6. V-plough scraper. 
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3 CONVEYOR BELT HAZARDS 

Despite the multiple benefits of a conveyor system, they 
are an inherent danger in the mining industry. Conveyors 
can be a source of fire or personal injury due to the quan-
tity of constantly moving parts. Conveyors have safety 
precautions set forth by the manufacturers as well as the 
government (Code of Federal Regulations in Title 30, 
Chapter 1, Subchapter K) (CEMA 2007), and it is when 
these precautions are not followed or ignored that acci-
dents are most likely to occur. Cutting cost by not includ-
ing certain safety equipment, or simply not having safety 
equipment properly in place can be very dangerous for 
not only the workers, but for the productivity and profit-
ability of the mine. Safety standards make up a small per-
centage of the overall costs of conveyor systems. Safety 
measures that are commonly dropped from conveyor sys-
tems are pull cords along the conveyor, stop buttons at 
critical locations, backstops (or roll-back protection); start 
up warning systems, lockout devices, and guarding 
around dangerous areas. 
Belt conveyors and their transfer points can be dangerous. 
By their very nature, they form many “pinch” points (fig-
ure 2) and rapidly moving objects. These “pinch” points 
are the main cause for most of the accidents that happen 
around the moving conveyor belts. As the name suggests 
they form areas between the moving conveyor parts and 
belt where miners can get entangled or pulled during per-
forming maintenance tasks. It becomes imperative to be 
aware of the power of a conveyor while performing op-
erations and maintenance as it has potential to injure or 
kill an untrained or unaware individual. The conveyor belt 
related safety/hazard factors are categorized as guarding, 
lock out/tag out, work attire and other critical entities like 
emergency cords along the belt, stop buttons at critical 
locations, start up alarm systems and railings. Guarding 
seems to be the most crucial safety factor with the con-
veyor belts and needs to be replaced before performing 
any maintenance task around the pinch points of the belt. 
While locking/tagging out the equipment is one of the 
most important safety precautions in mines. Lock-
out/Tagout is defined by MSHA as the “specific practices 
and procedures to safeguard employees from the unex-
pected energization or startup of machinery and equip-
ment.” Lockout/Tagout procedure allows miners to per-
form maintenance tasks on the belt by putting lock and 
tag on energy isolating devices, which also informs other 
miners that task is being performed on the belt to avoid 
accidents. Third safety factor is wearing proper work at-
tire while performing activities around the conveyor belt. 
Taking proper precautions can prevent these accidents 
and they need to be considered during construction, in-
stallation, maintenance, or inspection in the area of the 
belt. Further precautions should be taken by providing 
emergency warning signals and emergency stop controls, 
by de-energizing conveyor before performing any opera-
tion, and by providing proper training to the miners 
(Swinderman 2002).  

 
Figure 2. Example pinch point locations on a conveyor belt. 
 
 
4 ACCIDENT STATISTICS 

No matter how innovative, sophisticated, specialized, or 
foolproof the technology, its long-term performance is 
governed by the human element. Between 1996 and 2000 
there were 459 reported injuries ranging from fatalities to 
injuries with restricted work activities in surface areas of 
metal/non-metal mines in the US (MSHA 2007). Of these 
459 reported accidents, 13 were fatalities and another 22 
were reported as permanent disabilities. 42% of reported 
accidents occurred when the injured worker was perform-
ing direct belt maintenance. Another 39% occurred while 
the subject was cleaning and shoveling around the con-
veyors. 290 of the 459 injuries and 10 of 13 fatalities have 
occurred due to working around moving conveyor belts 
and due to getting caught between moving conveyor belt 
and pulley (Goldbeck 2003). Since 1993 there have been 
1024 mine fatalities, a frightening statistic that has shown 
mild signs of slowing since 2001, but still had 57 deaths 
in 2005 (MSHA 2007). The cause of the reduction of fa-
talities can be contributed to the recent success of re-
search projects targeted specifically at mines and safety. 
Statistics from MSHA indicates that conveyor belts have 
been the cause of 48 fatalities since 1995 (3 in 2006). 
Total equipment related accidents accounts for 510 acci-
dents since 1995-2006 out of which 48 are related to con-
veyor belts (MSHA 2007). The majority of these acci-
dents happened due to performing maintenance tasks and 
operation around energized conveyor belt. It is also ob-
served that the most accident-prone parts of the conveyor 
are return idlers, tail pulley, and the conveyor belt itself. 
Out of these 48 reported accidents 11 fatalities occurred 
on moving conveyor belt, 9 fatalities occurred due to en-
tanglement between return idlers and moving belt, where 
as 7 accidents were related to tail pulley. Other notable 
hazards that caused deaths were materials falling from the 
conveyor (either crushing, or suffocating the victim), fal-
ling off of the actual large structures along the conveyor, 
crossing the conveyor where there is no crosswalk, and 
the actual structure of the conveyor itself failing and fal-
ling on the victim. Few of these accidents occurred due to 
not observing proper work attire while working around 
moving conveyor belt. The fatalities statistics from 1995-
2006 depending on the frequency of occurrences and re-
lated component of the conveyor belt are summarized in 
Figure 3. 
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Figure 3. Conveyor belt related fatalities from 1995-2006 
(MSHA). 
 
 
5 CONVEYOR BELT SAFETY TRAINING 

In the 1940’s, ASME (American Society of Manufactur-
ing Engineers) recognized the need for conveyor safety 
specification standard and issued ANSI (American Na-
tional Standards Institute) safety standards for conveyors 
and related equipment. In the 1970s. OSHA (Occupa-
tional Safety and Health Administration) was founded and 
started preparation of their own conveyor safety standards 
(Shultz 2002-2003). Because of the “chain of players” 
involved in the planning, engineering, manufacturing, 
installation, operation and maintenance of a conveyor or 
conveyor system, the responsibility for application of the 
safety standards is often misunderstood, ignored or sim-
ply overlooked. 
Current training in the industry to understand conveyor 
belts and their safety is mainly the responsibility of the 
owner/operator of the mining facility. Both OSHA and 
ANSI classify conveyor belt safety into the general opera-
tional and safety training. They place the responsibility of 
training on the owner to use a certified, qualified and 
competent person to train the operators. Often times, this 
leads the owner of the mine to appoint a safety engineer. 
The common practices of training within the mining in-
dustry for conveyor belts are to incorporate the basic 
safety and awareness into videos and slide-shows that are 
shown for required general safety training. With the lack 
of developed training programs, conveyor belt training is 
left to on the job training where a new employee is placed 
with experienced personnel to learn the workings of the 
conveyor belt and proper operations and maintenance. 
The one downfall for on the job training is that the train-
ing cannot be quantified and checked to make sure that 
the training period is adequate, it also allows for a chance 
of injury because inexperienced personnel are exposed to 
the dangers of a conveyor belt system (Shultz 2003). 
 
 
6 VIRTUAL REALITY FRAMEWORK 

In the first phase, an instructional based module prototype 
is being developed to familiarize the trainee with the 
working environment around a conveyor belt, the con-
veyor belt components, and to alert the user of the safety 
issues and related hazards of the moving components. 
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Figure 4 illustrates the basic framework for the simulation 
prototype. A digital 3D model of a belt assembly was 

created in Autodesk’s “Autocad” and Autodesk’s “3d 
Studio Max” (www.autodesk.com). This model was then 
imported into Right Hemisphere’s “Deep CreatorTM” 
(www.righthemisphere.com) where animations and realis-
tic properties were applied to the model. The first proto-
type that is being developed under phase-1 of the research 
is the “Instructional Based Module” which provides either 
a manual or automated walk-through, to provide the user 
with textual/digital information on belt assemblies and 
components, possible hazards, and safety issues. “Deep 
Creator” was used because it is a RAD (Rapid Applica-
tion Development) system program that eliminates the 
need for heavy coding and offers direct results and feed-
back on user interaction. It also allows for publication of 
the virtual environments to self-executable files that can 
then be opened and operated on a “Windows” 
(www.microsoft.com) platform computer. 

 
Figure 4. Framework Schematic. 
 
The 3D digital conveyor belt system is designed off of 
conveyor belt images taken from site visits to a cement 
production plant in Virginia, US, by referencing Martin 
Engineering’s Foundations (Swinderman 2002), and by 
referencing MSHA’s Guide to Equipment Guarding 
(Chao 2004). The 3D model includes three different con-
veyor belt systems: an inclined belt, an overhead horizon-
tal run, and a lower horizontal run at grade. This configu-
ration allows for the different inherent dangers that these 
three conditions create. 
When the instructional based module is started the user is 
given two options for moving around the model in the VR 
environment; an automated walk-through, or a manual 
walk-through (Figure-5). The user can toggle between 
both options during the walkthrough. As the user moves 
around the 3D model, hot-points (Figure 6), identified by 
flashing icons and color-coded designating the different 
type of information provided, allows the user access to 
textual as well as visual data and information to provide 
the user an understanding of conveyor belt assemblies and 
components (Figure 7), possible hazards (Figure 8), and 
safety issues (i.e. guarding, etc.), (Figure 9) that the user 
should be aware of while working around conveyor belts. 
The instructional based prototype is intended to give the 
user the needed information, so that he/she would be able 
to then have an understanding of how a conveyor belt 
works and what to be aware of when working in a mining 
environment. It is the goal of this phase of the research to 
prepare the trainees so he/she would be able to complete 
tasks safely in the working environment and have the ca-
pability to recognize dangers and fix them properly. The 
information presented will be reviewed by industry pro-
fessionals and training specialists for completeness and 
accuracy. 

http://www.autodesk.com/
http://www.righthemisphere.com/
http://www.microsoft.com/


 
Figure 5. Start-up menu. 
 

 
Figure 6. Hot-point. 
 

 
Figure 7. Component data sample. 
 
Once a trainee completes one or more sessions of the in-
formation module, their learning ability will be tested in 
the task-based module sessions. The user will be given a 
specified task or set of tasks. He/she will then have to 
complete the steps required in performing that task while 
recognizing hazards and safety issues that they were in-
formed of in the instructional based module. This work 
will be developed under the second phase of the research. 

 
Figure 8. Possible Hazards Sub-session. 
 

 
Figure 9. Safety Issues Sub-session screenshot. 
 
 
7 EVALUATION 

There will be two types of evaluation performed on both 
phases of the proposed safety program (Figure 10). The 
first evaluation will be an informal evaluation conducted 
using 2-3 field safety officers within the mining industry. 
These individuals will be asked to review and give feed-
back of the instructional-based implementation. 
The second form of evaluation will be a formal evaluation 
using human subjects. One test group (group #1) will sit 
through a standard safety training session of videos, 
slides, etc., while a 2nd group of subjects of similar size 
and background will be informed and trained using the 
instructional-based module described in this paper. Upon 
completion, both groups will be tested using a task-based 
module, yet to be developed. The task-based system will 
require participants to perform various maintenance tasks 
and evaluate their performance based on a point system 
that tracks mistakes they make in the virtual setting. Upon 
completion, a score is given that can determine the skill 
level of the user. It is expected that the second test group 
will receive a higher average score, clarifying the validity 
of this research as a viable method of safety training for 
conveyor belt systems.  
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Figure 10. Proposed Evaluation Scheme. 
 
 
8 CONCLUSION 

The proposed investigation of VR for conveyor belt 
safety is intended to give safety training officials an inter-
active cost-effective tool with true navigation capabilities 
where users can control the pace of the exercise/training 
session. Compared to standard video and PowerPoint-type 
training presentations, it is hoped, that after the evaluation 
method described above is completed, this VR-based pro-
gram will provide better cognitive learning tools that will 
aid trainees to recognize the hazards associated with 
working around conveyor belts. It is also a hoped that the 
training can then be tracked and evaluated which is cur-
rently hard to do at times. The main goal of this research 
is to offer realistic training scenarios that will allow for a 
safer work environment around conveyor belts and subse-
quently reduce the number of accidents and fatalities 
throughout the industry. 
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ABSTRACT: In the A/E/C industry, design review techniques are used to improve design quality, insure compliance 
with current codes and standards, improve design constructability, and meet project’s goals and owner’s objectives. 
Design review is a multi-tasking approach; information from various independent sources (e.g. building codes and 
standards, design specifications, design manuals, etc.) needs to be referenced concurrently while reviewing and coordi-
nating plans of various design disciplines. 
Current common design review methods rely mainly on paper-based checklists and 2D plans to perform the review. 
Several disadvantages of these manual methods can be identified, including: 1) checklists are generic and reviewers 
need to identify the guidelines that apply to a given review; 2) checklists are also linear in nature which may force the 
review to follow a pre-defined top-to-bottom sequence; 3) current methods do not allow for a structured automated 
approach to capturing and sharing reviewers’ comments and feedback; 4) information may not be retrieved quickly and 
efficiently within the limited review time frame. This renders the design review process time- and resource-intensive 
which may force reviewers to sacrifice the thoroughness of their reviews.  
This paper describes an information-rich virtual environment (VE) framework for design review. The framework util-
izes a real-time intelligent algorithm to access needed data and information to perform a design review while viewing 
the 3D model. The algorithm provides various search and retrieval modes to assist the user in filtering, querying, sort-
ing and displaying data and information during the 3D model walkthrough. Reviewer’s comments and changes are cap-
tured and shared by others. A proof of concept prototype is being implemented using the Torque 3D Game Engine. 
KEYWORDS: 3D modeling, design review, game engines, rule-based, torque game engine, virtual environments. 
 
 
1 INTRODUCTION 

Design review processes are used by the Architects, En-
gineers, and Contractors to improve design quality; main-
tain proper usage of material and assemblies; insure com-
pliance with current codes and standards; improve design 
constructability; and meet the project’s goals and owner’s 
objectives. Design review processes are crucial for detect-
ing and identifying discrepancies, errors and inconsisten-
cies in designs (East et al 1995, East 1998, Spillinger 
2000, Soibelman et al 2003, and East et al 2004). Such 
deficiencies are anticipated because the designs are pre-
pared by various design professionals. 
The traditional approach of design review has always 
aimed to guide reviewers in performing the review on the 
design produced. Guidelines in the form of checklists and 
sets of procedures (Shiratuddin and Thabet, 2003a) are 
oftentimes used to accomplish this task. Without proper 
guide and due to the complexity of the review process 
itself, reviewers can easily be bogged down with multi-
tude of information that needs to be accessed, compared 
and confirmed. In addition to geometric, numeric and 
textual design information presented in a large number of 
design drawings, the design review process requires ac-
cess to other information available through various 

sources including construction contracts, design specifica-
tions, building codes and standards, safety manuals, de-
sign check lists, and so on (Figure-1). These sources of 
information are scattered, either in paper-based or elec-
tronic (e.g. on-line) format and are not linked. The design 
review process becomes multi-tasked which makes it hard 
for reviewers to quickly and efficiently cross-check and 
reference information during the review. Reviewers need 
to seek information within the limited review time frame 
(usually within a week). This renders the review process a 
time- and resource-intensive, which may force reviewers 
to sacrifice the thoroughness of their reviews (East, 
1998). 

 
Figure 1. Sources of information used during design review. 
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Various tools are used in performing design review such 
as inter-disciplinary checklists, light-table, online review 
system, and physical mock-ups (Staub-French and Fischer 
2001, Shiratuddin and Thabet 2003a). These methods are 
mostly manual, inefficient (East 1998, East et al 2004), 
and do not utilize potential technologies such as central-
ized information databases, information visualization, and 
intelligent retrieval of information. 
The classifications of information shown in Figure-1 were 
arrived at through a series of interviews that the authors 
have conducted with local AEC companies in Blacksburg 
and Roanoke, VA, USA. The interviews were conducted 
to identify the general trends of design review, partici-
pants’ view on design review in a virtual environment 
(VE) and their wish-list/suggestion/recommendations on 
areas of design review that needs improvement etc. The 
authors also acquired and reviewed design review infor-
mation from selected Virginia Tech’s past construction 
projects’ design review documents, and expert interviews 
transcripts. Content Analysis method was used to extract 
this information. Content analysis is a systematic, replic-
able technique for compressing many words of text into 
fewer content categories based on explicit rules of coding 
(Berelson, 1952; U.S General Accounting Office, 1996); 
Krippendorff, 1980; and Weber, 1990). The Content 
Analysis method identifies patterns of design review ac-
tivities and classifies design review information into 
themes such as design review entities, trends of design 
review errors/inconsistency, design review comments, 
and attributes of design review information (e.g. material 
type, part number, cost, dimensions, building system type, 
building codes, project description, etc.). 
Previous work has been done by the authors in the area of 
construction design review and VE (Shiratuddin and Tha-
bet 2002, 2003a, 2003b, and 2003c). The authors found 
that there is a huge potential for the improvement of de-
sign review in construction with the incorporation of VE. 
The concept of VE if incorporated in design review will 
improve the design review process because pertinent de-
sign review information, from the various sources, can be 
embedded in the VE, allowing an integrated and effective 
design review process. The information is more visually 
presented, complete and would provide a common lan-
guage for all design review team members. 
This paper describes an information-rich virtual environ-
ment (VE) framework for design review. A real-time in-
telligent algorithm is proposed to assist the user in filter-
ing, querying, sorting and displaying data and information 
while viewing the 3D model. The algorithm comprises 
four search and retrieval modes: 

1. a discipline centric mode: utilizes criteria based on the 
type/role of reviewer,  

2. a task centric mode: utilizes criteria based on the ob-
jectives of the design review session being performed, 

3. an object centric mode: utilizes criteria based on the 
graphical component/assembly selected by the user for 
review, 

4. a location centric mode: utilizes criteria based on the 
relative spatial position of the reviewer within the 3D 
model. 

Using a rule-based approach, the logical links between the 
needed information, the 3D objects, the reviewers and 
their location in the environment, are established. Re-
viewer’s comments and changes are captured and shared 
by others. A proof of concept prototype is under devel-
opment using the Torque 3D Game Engine (TGE). 
 
 
2 DESIGN REVIEW IN A VIRTUAL ENVIRON-

MENT 

The current methods of design review could be improved 
by leveraging the capabilities of VEs. Presently designs 
are represented two-dimensionally and the drawings func-
tion as a communication tool for design and construction. 
This communication function can be more effective for 
stakeholders if the designs are represented in 3D, dis-
played in a real-time VE, and linked to information 
needed to perform design review. Architectural design 
has been the main driving force for developments in 3D 
modeling and VE. By allowing architects to visualize and 
immerse themselves in the designs, a much clearer under-
standing is gained of both the qualitative and quantitative 
nature of the space they are designing. 
Visualization and VE enable designers to evaluate propor-
tion and scale using intuitive interactive modeling envi-
ronments (Kurmann, 1995) and simulate the effects of 
lighting, ventilation and acoustics in internal environ-
ments (Nimeroff et al, 1994). The use of visualization in 
this area also includes the simulation of egress from 
buildings for the design of fire escape routes (Spearpoint, 
1997). As a visualization tool, VE is also used to commu-
nicate design ideas from designers to clients by generat-
ing walkthrough models to test the design with the clients 
in a more direct manner (Ormerod and Aouad, 1997). VE 
allows for developing applications that are more advanta-
geous than standard 2D format or 3D models. This in-
cludes capabilities for dynamic walkthroughs, and real-
time interaction with the 3D objects (e.g. selection, ma-
nipulation and modification). According to van Dam et al 
(2000), visualization offers substantial difference from 2D 
and 3D because of its medium. 2D and 3D viewing is 
restricted on screen, gives one the sensation of looking 
through a window into a miniature world on the other side 
of the screen, with all the separation that sensation im-
plies, whereas VE makes it possible for one to become 
immersed in, and to interact with life-sized scenes. 
Bowman et al (2003) realized that information-rich VEs, 
comprising three-dimensional graphics (or 3D model), 
spatial data, and information of an abstract (or symbolic) 
nature that is related to the space, can stimulate learning 
and comprehension A study by Messner et al (2003) 
found that VE when used in construction educational con-
text provides students with enhanced understanding of a 
subject. This is because students have the opportunity for 
trial and error, and solve the problems creatively, without 
the fear of making costly mistakes or unsafe decisions as 
they would have in real situation. 

 
 

 
 



3 EARCH AND RETRIEVAL ALGORITHM 

In overcoming the problem of manually processing the 
multitude of design review related information, we devel-
oped an algorithm to facilitate data and information 
search and retrieval. The algorithm that we developed 
comprises rules that binds and guides the processing of 
design review information. The algorithm is based on the 
questions that occurred in real-world during design re-
view. In practice, a reviewer will have two questions in 
mind: (1) who am I? and (2) what do I want to review? 
When these two questions have been answered, the algo-
rithm will sort out and also anticipate the information 
required by the reviewer. Sub-questions following ques-
tion (2) that a reviewer may ask oneself can be (not in any 
specific order); (2a) where am I? (2b) what construction 
component do I want to review? (2c) what do I want to 
do? 
The algorithm comprises four search and retrieval modes 
to assist the user in filtering, querying, sorting, and dis-
playing data and information within the VE. The four 
modes are; discipline-centric (D), task-centric (T), object-
centric (O), and location-centric (L). Designations are 
assigned to each mode; T represents the task that will be 
performed, O being the object of interest, L corresponds 
to the location of the reviewer within the 3D model, and 
D represents the different construction disciplines which 
includes architectural, structural, civil, mechanical, elec-
trical and plumbing. Each entity within a mode is given a 
designation for the purpose of creating the relationships 
between the disciplines D, the objects O, the locations L, 
the tasks T and the information stored in the database. 
New designations can be created and assigned to any of 
the modes should there arise any needs for them. The des-
ignation to the different entities in each mode is denoted 
by alphanumeric subscripts. Table 1 shows some exam-
ples of the designation. 
Table 1. Examples of designations given to the entities in each 
mode. 
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Figure-2 shows an example of interactions between the 
search and retrieval modes. Subsequent interactions are 
fission and finite in nature until the required information 
is found. In this example, the search starts with the disci-
pline of interest to be reviewed. Di, Dj, Dk, D… simply 
denote the different disciplines designations (refer to Ta-
ble-1). Once a discipline is selected for review, informa-
tion search and retrieval will commence. The next level of 
interaction will either be between Di and Ti, Li or Oi. The 
interaction between Di and Ti is closely related and al-
most interchangeable. The T centric is based on the tasks 
that will be performed by a reviewer, and the discipline 
selected. In Figure-2, Ti can either interact with Li or Oi. 
Another form interaction is between Di and Li. The L 
centric is based on the location where the reviewer is. 
Once a location is detected and identified, information 

processing will again commence. The L centric can only 
interact with O since a location contains objects that can 
be reviewed. Oi can also interact with Oj whereby Oj is a 
neighboring object. The interaction between Li and Ti is 
not permitted since T centric is discipline-dependant and 
not based on location. 

 
Figure 2. An example of interactions between different modes. 
 
Another example of interaction can occur directly be-
tween Di and Oi. Once an object is selected, information 
processing with regards to the object will be set in mo-
tion. The Oi centric can either interact with Li, Lj or Oj. 
This is due to the fact object Oi (with present location Li) 
may be connected with another object Oj in location Lj. 
An example would be a duct system that spans across 
multiple locations.  
Based on the interactions between the modes, the algo-
rithm will accommodate a more methodical approach in 
performing design review. The algorithm is also used for 
information processing. The algorithm uses the If, Then, 
And, Next and Else statements. Referring to Figure-2, an 
example algorithm is shown below: 

 
 



A rule-based approach is used to define the search and 
retrieval processes. Based on these rules, the relationships 
and links among information, the 3D objects, locations 
and reviewers are generated. The design review system's 
rule-base is made up of many of smaller rules. These rules 
provide a systematic way of visualizing information and 
performing design review activities in the VE. This rule-
based approach will also provide rules for the processing 
of design review related information. From the rules pro-
duced, complex relationships and links among informa-
tion will be generated. These rules will: a) generate in-
formation relevant to a specific reviewer, related design 
review tasks, and assist in making decisions, b) help di-
rect/navigate design review activities, c) recommend pos-
sible solutions based on the decisions reviewer have made 
in previous steps, and d) inform reviewer if changes made 
will affect other adjacent or related components. Figure-3 
and Figure-4 show possible information that can be ac-
cessed by a reviewer, i.e. in this case a Structural Re-
viewer. The information that is related to the Structural 
Reviewer is categorized into three levels; Levels-1, -2 and 
-3. Higher levels indicate more detailed information. 

 
Figure 3. Level-1 information. 

 
Figure 4. Example of Level-1, Level-2 and Level-3 information. 
 
 
4 DEVELOPMENT OF THE PROTOTYPE SYSTEM 

The widespread usage of 3D game technology beyond the 
traditional video games and the entertainment applica-
tions to include education and research applications is 
very promising (Shiratuddin and Thabet, 2002). 

In this research, we use the Torque 3D Game Engine 
(TGE), to develop a prototype VE design review system 
for real-time 3D and information visualization. The TGE 
is a commercial grade game engine which has been suc-
cessful in bridging the gap among multiple industry sec-
tors (Shiratuddin and Fletcher, 2006). The TGE was 
originally developed by Dynamix; a computer game de-
velopment company called. Dynamix created computer 
games titles such as Earthsiege, Starsiege, Tribe and 
Tribes 2 (Maurina III 2006, Finney 2005). The founders 
of Dynamix then created GarageGames and currently 
distribute TGE as one of the products for independent 
game developers. Although there are other game engines 
available, without access to the entire source code (or 
SDK) it is difficult to further expand beyond what the 
stock engine is, to include features and requirements that 
can be used by design and construction industry (Shi-
ratuddin and Thabet, 2003a). Current licensing of the 
TGE only costs $150 and this includes the entire source 
code that can be modified. 
The prototype design review system is a heavily modified 
version of the TGE. Utilizing C++ and C-like syntax 
scripting language, additional codes were written to pro-
vide the added functionalities for design review purposes. 
Microsoft Visual Studio is used as the programming IDE 
(integrated development environment) developed using an 
IBM-PC compatible desktop computer. The prototype has 
been tested and supports VE devices such as the head-
mounted-display (HMD), tracking devices, data glove, 3D 
navigation input devices, game input devices and stereo-
scopic display (through the use of nVidia consumer stereo 
driver). 
A new component which is a database utilizing SQLite is 
currently being integrated into the design review system 
for the purpose of storing and retrieving design review 
related information. Current approach of querying design 
review information only includes a one keyword search. 
When queried information is found, a list of search results 
will be displayed. The results are classified into their own 
category to allow easy identification of the required in-
formation. Besides querying, reviewers are able to delete 
and add new information into the database hence allowing 
for future expansion of the information database. Future 
implementation will include Boolean search and multiple 
keywords. A rule-based engine is also being developed to 
complement the intelligent information filtering and proc-
essing (refer to section 3). 
Figure-5 shows the structure of the design review system 
engines and how they work with one another. In the de-
sign review system, the TGE provides the real-time visu-
alization in the VE, the graphical user interface (GUI) and 
the capability for 3D object manipulations. As abovemen-
tioned, a SQLite database engine is currently being inte-
grated with the Torque engine to provide support for stor-
ing all the design review information. Whenever a re-
viewer interacts with the 3D objects and information in 
the VE, interactions between the three main engines will 
occur in the background. The interaction between the da-
tabase engine and rule-based engine is almost cyclical, 
and when the requested information has been retrieved 
(based on the flagged True statement provided by the 
rule-based engine), the information is then passed to TGE 
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so that the information can be visually presented to the 
reviewer in the VE. 

 
Figure 5. The structure of the engines that drive the design re-
view system. 
 
In our implementation of design review, 2D drawings are 
replaced by 3D models in a VE. The 3D models and the 
various needed sources of information are centrally lo-
cated and stored in databases, which can be accessed by 
the reviewer at a click of a button in the VE. Access to 
design review information is benefited from a defined 
intelligent search and retrieval processes that filters, query 
and sort the needed design review information based on 
four modes: D, T, O, L. Which ever mode selected by the 
reviewer, once the 3D model in the VE has been re-
viewed, and if any errors or inconsistencies are encoun-
tered, the reviewer can quickly access any related infor-
mation to validate that the error or inconsistency has oc-
curred. To further confirm this error, a reviewer will be 
able to access design review related information (such as 
manuals, standards etc.) stored in the centralized database. 
After verifying the related issues, the reviewer can then 
input any comments or recommendations back into the 
design review system. The comment or recommendation 
is then stored and can later be accessible to other review-
ers, and more importantly by the designer who will revise 
the design. 
The entire development process of the system involves 
many aspects such as object manipulation, collaboration, 
networking, GUI, information processing and visualiza-
tion etc. In this paper we only described the implementa-
tions of the four modes; D, T, O, L. The following sec-
tions discuss an example for a design review of a 3-
bedroom single story house. 
 
4.1 Implementation of the discipline-centric (D) mode 

Figure 6 shows the implementation of the login screen to 
allow a reviewer to define a role and discipline of review 
interest. Once logged in, the system will present the re-
quired view of the 3D model in the VE. For example, a 
mechanical engineer is interested in reviewing the me-
chanical systems of the house, hence the system will ini-
tially present only the mechanical system related 3D ob-
jects. However, should the mechanical engineer need to 
review other connected building systems, the system will 
allow for other 3D objects from different building sys-
tems to be displayed along with the mechanical system. 
 
4.2 Implementation of the location-centric (L) mode 
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This mode is used when a reviewer wants to get a general 
overview of the facility. The information filtered and pre-
sented will not be too detailed. For example, a structural 
system reviewer enters the VE with the intention to re-
view the external façade of the house. The pertinent in-
formation he needs to visualize graphically and textually 
is the Level-2 information (Figure-4) i.e. the general indi-

cation of: 1) the finished grade, 2) the foundation, 3) any 
treated soil, vapor barrier (0.6 mil min.) and welded wire 
mesh or fiber mesh, 4) the type of floor system, 5) the 
type of wall, 6) the type of insulation, 7) the wall finishes, 
and 8) the roof system (since roof system is connected to 
the wall system). 

 
Figure 6. Login screen to cater for discipline-centric information 
processing. 
 
In this mode, the design review system is designed in 
such a way that when a reviewer leaves a location and 
enter another, the system will present a cue alert. The 
location triggering mechanism (or markers) is placed at 
specific locations within an area of space, usually at the 
entrance such as a door entrance. The triggering mecha-
nism is important as it provides the data for the system to 
start filtering all the possible information required for a 
specific location in which the reviewer is currently lo-
cated and wishes to review. Figure-7 shows an example 
of the placement of the location triggering markers. 

 
Figure 7. The location marker/trigger placement in different 
locations. 
 
4.3 Implementation of the task-centric (T) mode 

This mode is used when a reviewer chooses to refer to a 
pre-defined design review checklist to perform the re-
view. The checklist option is made available as a means 
to systematically guide the reviewers throughout the en-
tire review process. The reviewer does not have to follow 
what is indicated in the checklist but rather use it as a 
reference. Table-2 shows an example of a checklist for 
Exterior Wall Section  Type of wall  Masonry Wall. 



Checklists categorized by discipline, assembly, location, 
and so on will be stored in the system. Items in the check-
list can be either added or removed at anytime depending 
on the project’s needs. Results from our interviews show 
that design companies have their own customized check-
list/s to review designs. To date, there is no known stan-
dardized checklist being produced and used by all review-
ers. 
Table 2. Example checklist for Exterior Wall Section Level 1. 

 
 
The system is designed to allow the reviewer to turn on 
and off any objects in the VE (Figure-8). This feature 
allows the reviewer to see what is usually not visible due 
the nature of the construction assembly, e.g. items 1 to 8 
in Table 2. In this example, by turning off the external 
wall layer (or the interior drywall layer), the reviewer will 
be able to perform a review on the specific items on the 
checklist. 

 
Figure 8. A reviewer is able to turn on and off any object se-
lected in the VE. 
 
4.4 Implementation of the object-centric (O) mode 

This mode is used when a reviewer decides to review a 
specific object in the VE. For example, a structural re-
viewer wants to know the details of the rafter used for the 
house. The reviewer can directly click on the ceiling/roof 
object. The system will return the information on loca-
tions of the rafters, ceiling joist, ridge beam, and collar 
tie, size, species, grade and spacing in the form of pop-up 
window (Figure-9). 
 
 
5 CONCLUSIONS 

Our proposed approach of design review has a great po-
tential in improving current design review methods that 
are highly dependent on paper-based checklists. The new 
and enhanced features introduced in the process allow 
reviewers to have access to the various needed informa-
tion from one source. Reviewers can seek information 
quickly and efficiently within the limited review time 
frame, thus need not sacrifice the thoroughness of their 
reviews. Although many new improvements have been 
made to the Torque engine to transform it into a design 

review system, there are still issues that need to be re-
solved. Future work can research on issues such as im-
proving GUI design, applying better HCI (Human Com-
puter Interaction) techniques, enhancing the networking 
protocols, design review working protocols, design inter-
action between users in a collaborative virtual environ-
ment, and so on. 

 
Figure 9. Reviewer is able to select individual object in the VE 
and review its specifications. 
 
 
REFERENCES 

Berelson, B. (1952), Content Analysis in Communication Re-
search. Glencoe, Ill: Free Press.  

Bowman, D., North, C., Chen, J., Polys, N., Pyla, P. and Yil-
maz, U. (2003), Information-Rich Virtual Environments: 
Theory, Tools, and Research Agenda, Proceedings of ACM 
Virtual Reality Software and Technology, 2003, pp 81-90. 

East, W. (1998), Web-Enabled Design Review and Lessons 
Learned, 19958 US Army Corps of Engineers Construction 
Engineering Research Laboratories USACERL Technical 
Report 98/31, April 1998. 

East, W., Kirby, J.G. and Perez, G. (2004), Improved Design 
Review through Web Collaboration, Journal of Management 
in Engineering, April 2004, pp 51-55. 

East, W., Roessler, T.L. and Lustig, M. (1995), Improving the 
Design-Review Process: The Reviewer’s Assistant, Journal 
of Computing in Civil Engineering, October 1995, p229. 

Finney, Kenneth (2005). Advanced 3D Game Programming All 
in One, Course Technology PTR, 1st edition, 2005, ISBN: 
1592007333. 

Krippendorff, K. (1980), Content analysis: Art introduction to 
its methodology (1st ed.). Thousand Oaks, CA: Sage. 

Kurmann, D. (1995), Sculptor - A Tool for Intuitive Architec-
tural Design, in: M. Tan, R. Teh (Eds.), CAAD Futures 
’95—The Global Design Studio, 1995, pp. 323– 330, Singa-
pore. 

Maurina III, Edward F. (2006). The Game Programmer's Guide 
to Torque: Under the Hood of the Torque Game Engine, AK 
Peters, Ltd., 2006, ISBN: 1568812841. 

Messner, John I., Yerrapathruni, Sai C.M., Baratta, Anthony J. 
and Whisker, Vaughan E. (2003), “Using Virtual Reality to 
Improve Construction Engineering Education”, American 
Society for Engineering Education Annual Conference and 
Exposition, Nashville, TN. 

Nimeroff J.S., Simoncelli, E., Badler, I. and Dorsey J., (1995), 
Rendering spaces for architectural environments, Presence: 
Teleoperators and Virtual Environments 4 (3) (1995) 286– 
297. 

Ormerod M. and Aouad G., (1997), The need for matching visu-
alization techniques to client understanding in the UK con-
struction industry, Proceedings of the International Confer-

 444



 445

ence on Information Visualization IV’97, London, August 
27–29, 1997, pp. 322–328. 

Shiratuddin, M.F. and Fletcher, D. (2006), Southern Miss’ Inno-
vation and Commercialization Park: Development of a 
Large Scale Real-Time Virtual Reality Environment, Pro-
ceedings of 6th International Conference on Construction 
Applications of Virtual Reality, August 3-4, 2006, Orlando, 
Florida, USA. 

Shiratuddin, Mohd Fairuz and Thabet, Walid (2002), Remote 
Collaborative Virtual Walkthroughs Utilizing 3D Game 
Technology, Proceedings of the 2002 ECPPM: eWork and 
eBusiness in AEC, Portorož, Slovenia, Sept 9-11, 2002. 

Shiratuddin, Mohd Fairuz and Thabet, Walid (2003a), A 
Framework for a Collaborative Design Review System Util-
izing the Unreal Tournament (UT) Game Development 
Tool, Proceedings of the 20th CIB W78 Conference on In-
formation Technology in Construction Waiheke Island, 
Auckland, New Zealand, 23-25 April 2003. 

Shiratuddin, Mohd Fairuz and Thabet, Walid (2003b), Imple-
mentation Issues of a Design Review System using Virtual 
Environment, Proceedings of the ASCE Construction Re-
search Council, PhD Research Symposium, November 14, 
2003, Nashville, Tennessee, USA. 

Shiratuddin, Mohd Fairuz and Thabet, Walid (2003c), Issues in 
Implementing a Virtual Environment based Design Review 
System, Proceedings of the Conference on Construction Ap-

plications of Virtual Reality (CONVR 2003), Virginia, 
USA, September 24 – 26, 2003. 

Soibelman, Lucio, Liu, Liang Y., Kirby, Jeffrey G., East, E. 
William, Caldas, Carlos H., and Lin, Ken-Yu (2003, “De-
sign Review Checkin System with Corporate Lessons 
Learned,” Journal of Construction Engineering and man-
agement, Vol. 129, No. 5. 

Spearpoint M.J. (1994), Virtual Reality Simulation of Fire in a 
Dwelling, New Horizons, BEPAC Seminar, Oxford, 1994. 

Spillinger, Ralph S. (2000), Adding Value to the Facility Acqui-
sition Process: Best Practices for Reviewing Facility De-
signs, National Academy Press. 

Staub-French, Sheryl and Fischer, Martin (2001), Industrial 
Case Study of Electronic Design, Cost, and Schedule Inte-
gration, CIFE Technical Report #122, January, 2001, Stan-
ford University. 

U.S. General Accounting Office (1996), Content Analysis: A 
Methodology for Structuring and Analyzing Written Mate-
rial. GAO/PEMD-10.3.1. Washington, D.C. 

van Dam, A., Forsberg, A.S., Laidlaw, D.H,. LaViola Jr, J.J., 
and Simpson, R.M. (2000), Immersive VR for Scientific 
Visualization: A Progress Report. IEEE Computer Graphics 
and Applications, November/December 2000. 

Weber, R.P. (1990), Basic Content Analysis, 2nd ed. Newbury 
Park, CA: Sage Publications. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 446

 
 
 
 
 
 
 
 
 
 
 
 
 



 447

MEASURING TRACKING PERFORMANCE OF VIDEO-BASED AUGMENTED REALITY 
SYSTEMS FOR DESIGN AND CONSTRUCTION 

Xiangyu Wang 
Key Centre of Design Computing and Cognition, Faculty of Architecture, Design & Planning, University of Sydney, 
Australia 

ABSTRACT: Recent advances in information and communication technology have brought computer vision tools to 
support construction and design operations. Video-based see-through Augmented Reality (AR) systems can merge live 
video streams with computer-generated information. Since video-based AR systems have a digitized image of the real 
environment, it is possible to detect features in the construction site and use those to enforce registration of computer-
generated information onto the user’s real world view of construction site. Factors of sensing devices (e.g., video cam-
era) including color tracking, zooming capabilities, focusing modes, and motion tracking could impose inherent delays 
on the user's real world view. This paper presents a study conducted to investigate those factors and augmentation ca-
pability of video camera with reference to real-time streaming. The results assess the effectiveness and efficiency of 
video camera with motion recognition capabilities, and also the ability to augment the reality.  
KEYWORDS: virtual reality, augmented reality, computer vision, robotics, construction site. 
 
 
1 INTRODUCTION 

Video-based see-through Augmented Reality (AR) sys-
tems can merge live video streams with computer-
generated information and display the resulting images 
onto the screen. The augmentation may be placing virtual 
geometric objects into the real environment, or displaying 
non-geometric information about real objects. By exploit-
ing human’s visual and spatial skills, AR can introduce 
digital information into the user’s real world instead of 
constraining the user into the totally computer-generated 
virtual world. This paradigm for human-computer interac-
tion provides a promising new technology for many ap-
plications. Currently, there exists several application do-
mains for this cutting-edge technology including: medical 
imaging (Bajura et al. 1992; Lorensen et al. 1993; State et 
al. 1996; Grimson et al. 1994), robot (Milgram et al. 
1993), manufacturing (Caudell and Mizell 1992; Rose et 
al. 1995), etc. Augmented Reality has the capability for 
passive or active viewing and manipulation of digital in-
formation (e.g., 3D design models), but also for “aug-
mented” control interfaces to conventional machines or 
robotic mechanical systems. For instance, operator sitting 
in a backhoe cabin equipped with wearable AR control 
interfaces that can add digitally based information that are 
sensed and modeled by computer such as subsurface data, 
in the form of graphics, to be displayed in the operator’s 
view of the real working area can visually locate the accu-
rate as-built position and depth of buried infrastructure 
with enhanced decision-making capabilities.  
Video-based AR systems rely on computer vision ap-
proaches for accurate registration. This process is carried 

out by analyzing images acquired from cameras at differ-
ent locations, in order to recover the camera location with 
respect to the scene and to use these parameters to esti-
mate the scene structure. Such 3D spatial information is 
used to position and orient the video scenes according to 
the tracked viewpoint of users. Since video-based AR 
systems have a digitized image of the real environment, it 
is possible to detect features in the construction site and 
use those to enforce registration of computer-generated 
information onto the user’s real world view of construc-
tion site. Factors including color tracking, zooming capa-
bilities, focusing modes, and motion tracking could im-
pose inherent delays on the user's real world view. The 
focus of this paper presents a study conducted to investi-
gate those factors and augmentation capability of video 
camera which is used as the video input device in video-
based AR systems with reference to real-time streaming. 
The study attempts to assess the effectiveness and effi-
ciency of video camera with motion recognition capabili-
ties, and also the ability to augment the reality.  
This paper also presents an experimental method to assess 
the effectiveness of video camera. There is no illusion 
that comparing an accessible commercial product to the 
thousand dollar tracking cameras, held for example by 
digital air, will have almost no relation, however this ex-
periment attempts to establish the limitations for special 
effects that can be produced from a commercial product. 
AR researchers for construction applications would find 
this experiment relevant to find actual values of the capa-
bilities and take these into consideration when recording 
video streams for their AR systems in the future. Lighting 
variables and distance may become a real consideration 



next time when reality is augmented by placing special 
effects upon the display.  
 
 
2 TRACKING IN VIDEO-BASED AUGMENTED 

REALITY SYSTEMS 

Tracking technology is used widely today in a variety of 
industries including, but not limited to, medicine, build-
ing, archaeology, engineering, entertainment, government 
and defense, aviation, computing and construction. Spe-
cific examples include interactive graphics, Virtual Real-
ity games, vehicle and flying simulators, conferencing, 
Virtual Reality walk-through, augmented and immersive 
realities, surgical imaging and production techniques for 
television and movies. As defined by Welch and Foxlin 
(2002), motion tracking has five main purposes in a com-
puter system: 
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- View Control – controls the ‘virtual’ camera pose and 
position – which can be manipulated and merged with 
‘real’ camera position i.e. superimposed.  

- Navigate – Enables movement through a virtual world  
- Object Selection – Allows manual manipulation of 

virtual objects (e.g. a tracked ‘glove’)  
- Instrument Tracking – Allows the integrated manipu-

lation of virtual objects with real world objects e.g. 
computer-aided surgery  

- Avatar animation – The creation of animated charac-
ters through full body motion capture (MoCap) of 
human actors, animals and objects.  

In general, tracking system breaks down an image by 
frames and looks for relationships of changing compo-
nents in a frame; a sensor samples movement, computa-
tion applied and an estimate is given. The rate of estima-
tion is dependant on computation but also the rate of 
transfer – between hardware, software and back to hard-
ware. This is particularly applicable in real time applica-
tions. A motion tracking system may include one or a 
combination of mechanical, inertial, acoustic, magnetic, 
optical or radio frequency sensors, this is commonly enti-
tled hybrid tracker. According to Harrington (2001), the 
major limiting factors in motion tracking is accuracy, jit-
ter, latency and latency jitter. Without accurate tracking 
and registration, the virtual objects will not appear in the 
correct location at the correct time and be unbelievable to 
the viewer. Jitter is the noise or shaking of a stationary 
virtual object and is caused by calculation variations. La-
tency refers to the lag time and is quantified in millisec-
onds (approx. between 16 and 120 ms). Latency jitter 
refers to frame by frame lag. 
 
 
3 EXPERIMENT 

The objective of the experiment is to observe and gauge 
the effectiveness and capabilities of the sensing device 
(video camera) typically used in video-based see-through 
video-based Augmented Reality, with respect to facial 
tracking, color recognition, and quality of capture. These 
results are recorded, coded and interpreted in an extrinsic 
analysis to derive meaningful results, both visual and con-
textual. A commercial video camera (Logitech QuickCam 

MP Sphere) was selected for testing in order to demon-
strate the entire experimentation method. This study helps 
to gain insight into limitations in motion tracking and 
capture, and how they could possibly be rectified. The 
results from the study could also help to define the re-
quirements for a reliable sensing device used in video-
based AR system, where an acceptable accuracy of merg-
ing computer generated information into the real con-
struction working space could be realized in a fast and 
efficient manner, and construction site personnel will be 
able to interact with knowledge and information. 
 
3.1 Materials and procedure 

The experimental devices include overhead lights, lamp, 
Logitech Sphere Webcam, Sony T-5 digital camera, tri-
pod, laptop computer as shown in Figure 1. There are 
totally four groups recruited for the experiment: partici-
pants went through a number of experimental proceedings 
in a controlled room with the sensing camera whereby the 
user was asked to perform an action while appropriate 
data was recorded computationally (see Figure 1 and 2 for 
experimental setup). This was complimented by the video 
stream recording via the digital camera and the sensing 
camera itself. The data was then interpreted and tran-
scribed in a thorough analysis to derive meaningful re-
sults. The room was set up so that every action the user 
undertakes was recorded visually on the digital camera 
regardless of data, even though it might have no relevance 
to the experimental proceedings. This ensures that an ex-
trinsic analysis was undertaken post-experiment. The 
overhead lights and lamps allowed control over the light-
ing of the subject thus to control a number of variables 
that the camera reacted with, these include color, satura-
tion, brightness and hue. Anchor cards symbolized how 
far the subjects had to step in order to record a reaction 
from the camera. Experiments upon the 2 axis of x 
(left/right) and z (front/back) were conducted and re-
corded by transcription and later inputted into the spread-
sheet set up on the computer. The two experiment coordi-
nators timed and recorded the video stream and camera 
reactions manually and later organize the raw data into 
tables. 

 
Figure 1. Graphical layout of devices in the tracking experiment. 



The participant’s actions have direct influence upon the 
camera’s reaction. This creates a unique relationship be-
tween the two, that both nodes will affect each other, this 
will form the basis for the raw data that will be captured. 
The capture devices are defined in the form of video, 
pen/paper transcriptions and computational recordings 
such as camera data streams. After these recordings were 
captured, an analysis was performed upon this raw data to 
derive meaningful information and results. The analysis 
held two stages that must be completed sequentially, be-
ginning with the transcription method. This filtered the 
raw data into segments, ensuring a smooth encoding 
(stage 2) was completed. 
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Figure 2. Actual tracking experiment Setup. 
 
3.2 Variables  

There are a number of controlled variables (e.g., color 
tracking, zooming capabilities, focusing modes, and mo-
tion tracking) that are manipulated during the experimen-
tal proceedings to ensure all extremes of the camera capa-
bilities are met and identified. As mentioned earlier the 
lighting can affect variables concerned with data re-
cording and camera reactions, thus a lamp was used to 
provide a flood light upon the subject to drown out un-
wanted colors. This is necessary for the tracking and color 
procedures so that irrelevant colors are not picked up and 
contort data recording. The overhead lights have also 
added an extra control to the lighting environment to 
compliment the lamp. The distance of the subject to the 
camera will also have direct influence upon web camera 
reactions and tracking capabilities. 
Variables concerned with computational activities such as 
processing speed and pixel resolution will not directly 
affect the recording proceedings thus they are only de-
fined but not controlled. The webcam interface itself held 
a number of controlling variables such as color boost, 
light boost, auto zooming, single face tracking and multi-
ple face tracking. Color boost and light boost will have its 
greatest influence upon the reaction time latency. The 
better the lighting conditions, the easier the camera can 
pick up specific colors and track it.  
 
 
4 RESULTS AND ANALYSIS 

Figure 3 shows each participant moving forward on the z-
axis towards the camera. The reaction time is specifically 

timing how fast the camera reacted to the movement and 
began zooming. Here we can see the trend that as the par-
ticipants moved closer towards the camera it took longer 
for the final movement of the camera to complete, thus 
increasing the reaction time. The subject appears larger 
and hence the persons face is magnified; the camera has 
trouble detecting this as it is unable to zoom out to main-
tain facial tracking. Thus it takes a its toll on the reaction 
time as the camera must refocus on the subject, identify 
itself with a face and then proceed to zoom in. Further-
more, after close speculation we derived that the effec-
tiveness of the camera refocusing and correctly finding a 
face was inconsistent. It appeared to us during the ex-
periment that the camera became hasty and vaguely 
tracked on a subjects face. However, it is important to 
consider the person’s complexion and hair style, as these 
are benefactors to this issue.  

 
Figure 3. Front Orientation Tracking Reaction Time. 
 
Figure 4 shows that the zoom percentiles are quite consis-
tent as the distance increases significantly. However, at 
0.5m and 1.0m participant A and B were zoomed on more 
accurately than the full 300%, indicating a more precise 
zoom value tracking for those participants. After observa-
tions during the experiment we derived that the auto-
zoom selection made the camera zoom into a persons face 
as much as possible.  
Once again after detailed speculation and analysis of the 
videos we decided that this is the case as the face is the 
main focus and hence makes the webcam more accurate 
and responsive in following the subjects movements. 
However, these are only speculations as after testing 
movement whilst at 300% the camera was not able to 
track sudden movements. This is most likely due the 
maximum zoom selection.  

 
Figure 4. Front Orientation Zoom Percentile. 
 



Here the reaction time was gauged upon the rear move-
ment upon the z-axis in Figure 5. Participants C and D 
had some unexpected tracking problems at 1.5m and 
2.5m. The smallest movement 0.5m sees a consistent 
tracking reaction time for all participants. However, after 
this at 1.0m participant C was not tracked at all and pro-
gressively for the rest of the increase in distance to the 
rear. Participant D had the same effects after 1.0m, with 
no tracking occurring at all from 1.5m to 2.5m. We 
learned here that once again the tracking of the camera 
was very inconsistent, however, we have reason to be-
lieve that a contributing factor(apart from the factors men-
tioned earlier) to this is the speed of the subjects move-
ment to their distance from camera. 

The results (see Figure 7) here vary quite a lot with the 
participants moving along the x-axis to the left of the web 
camera. At all distances, participant C was tracked most 
efficiently and quickly with comparison to the partici-
pant’s times. Participant D had the longest times for the 
camera to settle with a final destination of movement. We 
found that the camera was more likely to track a persons 
face as long as their distance x-axis position from the 
camera remained the same. As well as this, rather than 
stepping forward or backwards, the camera, at 100% 
zoom retains the subject in view and hence facial tracking 
is more accurate.  

We have already mentioned that the camera has difficulty 
in picking up swift movements, and therefore a possibility 
could have been that they were not tracked. Despite this 
being a factor, it fails to effectively cover this issue as in 
some of the cases, movement to the points was slow. An 
alternative explanation we discussed would be that the 
object remained in the view of the camera yet no zooming 
occurred; however, seeing as though the auto-zoom func-
tion was enabled, this could not have been the case.  

 
Figure 7. Left Orientation Tracking Reaction Times. 
 
The only variation from the maximum zoom percentage 
of 300 occurred with participant C whereby they were 
tracked and zoomed upon more accurately for the increas-
ing distances (see Figure 8). As mentioned above seeing 
as though the subject remained on the same x-axis this 
contributed to more accurate face tracking. The move-
ments to the left are more effectively noticed and reacted 
upon compared to movements to the back or front.   

Figure 5. Rear Orientation Tracking Reaction Time. 
 
Again as mentioned above, participant A had precise 
zoom percentiles resulting in accurate tracking results (as 
shown in Figure 6). Participant C however failed to track 
to the rear with no zooming or reaction occurring after the 
0.5m mark. As mentioned above this could be as a result 
of fast movement, however, after studying the results for 
the subjects, it seems that for this to happen on four con-
secutive occasions means that another factor is depriving 
this from occurring. Therefore, we could only speculate 
on this issue which resulted in somewhat inconclusive 
results. 

 
Figure 8. Left Orientation ZoomPercentile. 
 
The results in Figure 9 from the right directional move-
ment of participants along the x-axis graph a consistent 
reaction time increase with the increase in distance. At 
0.5m it would be expected that the shortest reaction time 
would occur, which it does. At 2.5m each of the partici-
pants reaction times have peaked to their largest range. 
The results and conclusions derived from what we learned 
in the left orientation tracking applied here too.  
Unfortunately no significant information can be derived 
from the graph in Figure 10, because all the zoom percen-
tiles stayed the same as the distance increased. It would 
be expected that as the distance increases, the reaction 
time to settle on a zoom percentile and position would 
increase, however this did not occur. 

 
Figure 6. Rear Orientation Zoom Percentile. 
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This paper conducted a study to investigate the augmenta-
tion capability of video camera with reference to real-time 
streaming. The results of the study assessed the effective-
ness and efficiency of video camera with motion recogni-
tion capabilities, and also the ability to augment the real-
ity. 
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ABSTRACT: Augmented reality is nowadays a novel technology that is acquiring great relevancy as a research area. 
This technology complements the perception and interaction with the real world and allows placing the user in a real 
environment augmented with additional information generated by computer. Throughout last years it is increasing the 
interest and the results reached in the technologies of augmented reality on desktop environments. However there are 
numerous environments of application of these technologies that require mobility of the user, need of access to the in-
formation at any time and any place, in these cases there becomes necessary the utilization of mobile devices. Construc-
tion Sector is a clear example. The development of mobile computing solutions is crucial in construction sites. The per-
manent change of the site (workers, activities, work place, etc.) implies that users need to get permanently updated in-
formation. Mobile computing solutions make this information available without reducing or disturbing the mobility and 
agility of the users. In this paper we present the mobile augmented reality as an advanced and innovative tool for the 
construction sector. This technology has a high potential to achieve more sustainability, profitability and higher quality 
level in this sector. It is structured in two main sections. An initial one that analyses the current status of the augmented 
reality technologies using mobile devices and describes the benefits provided by these technologies, the most recent 
challenges achieved, the novel applications and the problems not yet solved. And a second one that analyses the poten-
tial applications of the mobile augmented reality in the construction sector and describes a scenario in which the use of 
mobile computing solutions makes possible to increase efficiency and safety in construction sites. 
KEYWORDS: augmented reality, construction, building, mobile computing. 
 
 
1 INTRODUCTION 

1.1 Augmented reality 

Augmented Reality is an emerging technology in the area 
of virtual reality and it is increasingly acquiring greater 
relevance as a research and development area [5][39]. In 
the virtual reality the user is immersed in a world com-
pletely virtual, without any contact with the surrounding 
real world. However augmented reality allows the user to 
see the real world augmented with additional information 
created by the computer. Ideally the user perceives the 
real and virtual objects as coexisting in the same space. 
Augmented reality systems combine the virtual and the 
real, they are interactive in real time, and integrate three-
dimensional objects in the scene. Augmented reality ex-
tends the perception capabilities of the user in the real 
world and his or her interaction with its objects, providing 
information that the user cannot detect personally and 
directly. To obtain these results it could use special de-
vices such as glasses allowing to over imposing computer 
generated information on the real world image. The main 
problem concerning this technology is the precise align-
ment of computer generated data and real world data.  

The figure below (see Figure 1) shows a conceptual dia-
gram of an augmented reality system [6]. The video cam-
era captures information from the real world. The posi-
tioning system determines the location and orientation of 
the user in each moment. With this information a virtual 
computer scene is created and mixed with the real world 
video signal, creating an augmented scene. The combined 
scene including real and virtual information is presented 
to the user through a visualization device. On the right 
image we can see an augmented reality system based on 
mobile devices, PDA and a portable visualization device. 

 
Figure 1. Conceptual diagram of an augmented reality system. 
 
1.2 Safety at work in the construction sector 

The Construction Sector is strategically important for 
Europe, providing the buildings and infrastructure on 
which all other industries and public bodies depend. The 
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sector employs more people than any other industrial sec-
tor. In all it has been estimated that 26 million workers in 
the EU-15 depend on the construction sector, comprising 
2,5 million enterprises (97% SMEs) and an investment of 
€ 910 billion (10% of GDP). At the same time, this indus-
trial sector exhibits characteristics that make it especially 
relevant in relation with mobile computing:  

- Every new project implies a new working place.  
- Construction sites permanently evolve and change 

during the project execution.  
- Difficult and uncontrolled working conditions (open-

air, permanent mobility, risky and hazardous spots, 
etc.). 

According to the Strategic Research Agenda of the Euro-
pean Construction Technology Platform – ECTP [13], 
one of the main concerns of the sector is creating more 
attractive work places and identifies workers Health and 
Safety (H&S) as a key point. The Construction Industry 
has the poorest H&S record of any major industry. The 
probability of construction workers being killed is 3 times 
higher than the average for all industries, and the prob-
ability of being injured is 2 times higher. The conse-
quences of this situation are considerable and widely un-
derestimated. The direct cost of accidents in Europe can 
be estimated at 16 billion € or 2% of the sector’s share in 
GDP. The development of mobile computing solutions 
make possible to increase safety in construction sites. The 
permanent change of the site (workers, activities, work 
place,...) implies that the responsible of H&S needs to get 
permanently updated information about the current and 
planned activities and the qualifications of workers and 
safety conditions that are needed to do them. Mobile 
computing solutions make this information available 
without reducing or disturbing the mobility and agility of 
the responsible of H&S. 
 
 
2 ARCHITECTURES OF MOBILE AUGMENTED 

REALITY 

Throughout last years it is increasing the interest and the 
results reached in the technologies of Augmented Reality 
on desktop PC environments. Several platforms have 
been developed with different architectures; including 
AMIRE[19], ARVIKA[4], StudierStube[37], 
DWARF[12], DART[9], etc. The use of the augmented 
reality technologies in the construction sector is becoming 
a reality with innovative specific platforms and applica-
tions, like AR EMS[43], UM-AR-GPS-ROVER[7], etc. 
There are numerous environments of application of these 
technologies that requires mobility of the user, needs of 
access to the information anytime and anywhere, in these 
cases it becomes necessary the use of mobile devices. The 
first prototypes of applications of mobile augmented real-
ity base on visualization devices such as Head Mounted 
Display (HMD) connected to a laptop. The laptop is in 
charge of the processing and is usually worn by the user 
on his/her back [16][31][32][2]. The alternative is the 
utilization of mobile devices such as PDA or Smartphone. 
Several experiences exist on the development of applica-
tions of augmented reality for these devices with different 
degrees of autonomy of the mobile device. The most 

common implementation and simultaneously the lightest 
one presents to the mobile device as an element of in-
put/output for visualization and interaction with the user, 
since the whole processing and composition of the aug-
mented image is realized in a server [3][29]. This archi-
tecture generates a very big flow of information between 
the client and the server and does not fit well with lots of 
environments of use. An architecture supported in its en-
tirety or almost totally on the mobile device supposes a 
serious problem of processing time, due to the hardware 
limitations of this type of devices. Examples exist on 
PDA [42] or on mobile telephone [25]. Due to the limita-
tion of hardware resources of these devices, in some ap-
proximations it is used the concept of augmented reality 
on-demand, where the virtual objects turn out to be super-
imposed to an image of the real scene captured in a cer-
tain moment [40]. This concept appears faced to the tradi-
tional one, where there is performed an augmentation of 
the real scene every frame. 
The following figure (see Figure 2) describes the main 
tasks in an augmented reality application. First one is the 
image capture. Information about the environment is cap-
tured by the camera, this information will be used as the 
background image for the augmented scene. When the 
positioning of the user is performed by image processing 
techniques the image captured by the camera will serve as 
a source for this task. The second task is the Tracking of 
the user position. Apart from the purely augmented reality 
tasks, other processing tasks can be required in order to 
build the corresponding augmented reality scene. Render-
ing of the augmented reality scene is the forth task. Last 
one is the visualization in the output device. Different 
client-server architectures can support this process, the 
following figure shows both extremes, any alternative in 
the middle will be valid. 

 
Figure 2. Client-server architecture for an augmented reality 
system. 
 
 
3 AUGMENTED REALITY SYSTEMS 

An augmented reality system consists of a group of de-
vices with complementary functionalities connected and 
integrated through a software platform. From the hard-
ware point of view the three main elements of the system 
are: The processing device, the visualization device and 
the positioning device. Alternatives for the first two ones 
will be presented next; in the following section a particu-
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lar positioning system, the vision based positioning, will 
be described.  
The processing devices used from the beginning have 
been general purpose laptops; however their weight and 
size do not meet the requirements for an augmented real-
ity system which is comfortable. Currently there are port-
able computers of reduced weight and size such as the 
Oqo 01, (02 model already available) [27]. Recently Mi-
crosoft presented the new concept of Origami (ultra-
portable PC) [28]. The personal digital agenda (PDA) 
originally designed as an evolution of the pocket agendas, 
are now presenting functionalities typical for laptops. 
Commercial products such as the Dell Axim x51v [10] 
make them, each day more, the ideal devices for this type 
of applications given the combination of computational 
power and size. The smallest and most introduced devices 
are the mobile phones. Differences between current mo-
bile phones and PDAs are becoming insignificant, and 
there are currently devices, which are referred to as 
PDA/Smartphone that include high bandwidth internet 
connection and complete connectivity with EDGE 4-
band, Bluetooth and WiFi. For such purpose, there are 
also other devices to consider, handheld game consoles 
represent a good alternative due to their computational 
and visualization power, size and weight; however they 
are based on proprietary developments which are very 
difficult to use in other context. Portable devices oriented 
to multimedia, games and internet are the strong bet for 
the future of the big manufacturers such as Zune[45] and 
iPhone[18] of Microsoft and Apple respectively. Process-
ing and graphics capabilities of handheld devices are 
strongly increased thanks to the new generation of 3D 
graphic chipsets specially conceived for such devices. 
Nowadays only the cooling needs, high power consump-
tion and small size of the screens do not allow exploiting 
all the features of such graphic chipsets. The following 
figure (see Figure 3) represents a comparative between 
the described processing devices. 

 
Figure 3. Processing devices comparison. 
 
The visualization devices are responsible for providing 
the mixing of reality and virtual elements. These devices 
can be classified into two groups: video-through, and 
seethrough (see Figure 4). The video-through devices are 
not transparent and require a video camera to capture the 
images of the physical surroundings. Over these images 
the system overlays the virtual information forming an 
image composed of reality and virtual data. Generally 
these devices are used as HMD devices. The see-through 

devices include semi transparent screens through which 
the user can view the surrounding environment. These 
screens project the digital content, and the human system 
of vision integrates both real and virtual worlds of infor-
mation. 

 
Figure 4. Video-through and see-through visualization devices. 
 
Talking about the software, the most introduced mobile 
devices operating systems are Symbian[38], Windows 
Mobile and Java in this order. Visualization of the 3D 
models combined with the reality is the big challenge for 
the graphic library. Hardware peculiarities of mobile de-
vices and their graphic cards force to proprietary devel-
opments for such devices. Low level implementations 
search for the creation of the standard for the communica-
tion between graphic card and the software developments 
in this direction the OpenGL ES[26] has been defined as a 
subset of the OpenGL specification for desktop PCs. First 
implementations of OpenGL ES are PowerVR[33], Vin-
cent[41] and Rasteroid[17]. Windows Mobile 5.0 includes 
Mobile Direct3D the mobile version of the DirectX 
graphic library. High level graphic APIs offer very lim-
ited functionalities and are generally proprietary imple-
mentations which are not based on OpenGL ES. Some 
examples are: Coin3D[8], MobiX3D[24] and M3G[20]. 
 
 
4 VISION BASED MARKLESS TRACKING 

The main problem to be solved in the applications of 
augmented reality is to find the transformation between 
the system of reference of the real world and the system 
of reference of the camera, that is to say, to calculate the 
position of the camera (user) inside the real world in real 
time. The knowledge of this relation can be used to define 
a virtual camera that could insert digital information in 
the real scene (see Figure 5). 

 
Figure 5. Transformation between system of reference of the 
world and the camera. 
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The main aim in this area is to obtain a method to esti-
mate the position, orientation and the three-dimensional 
movement of a camera from the captured images, using 
for it the only calibrated camera and without the need to 
add any type of markers in the scene. The positioning 
system is based on the images captured by means of a 
camera and the recognition of those images. In this proc-
ess, there are two main tasks: 

- The initial pose estimation where the system must 
recognise the scene and compute the camera pose for 
that frame. 

- Once the initial pose has been computed, the system 
must update the camera pose according to the move-
ments of the real camera. This is the tracking phase. 

 
Figure 6. Image recognition based on the 3D representation of 
the environment. 
 
The figure above represents the image given by a camera, 
on which virtual information corresponding to the 3D 
representation of the environment has been added. For the 
3D modelling, the model represents some information of 
the scenario to be tracked so, it is not necessary a visually 
exact model, it just has to contain the enough information 
to help the tracker. The most common method is the use 
of a CAD model composed of faces and edges (see Figure 
6) [14][11]. Other systems use a set of 2D and 3D fea-
tures points tracked along the video sequence (see Figure 
7). A good tracker can get information from the motion of 
the features and compute the camera pose each frame 
[21][22][36]. 

 
Figure 7. Optical flow and 3D reconstruction of the scene. 
 
 
 
 
 
 

5 TRANSMISSION AND REPRODUCTION OF 
VIDEO/MULTIMEDIA IN MOBILE ENVIRON-
MENTS 

In the last years the concepts of mobile communications 
and reproduction of multimedia content are being incor-
porated in the everyday life of our society. The citizen 
with mobility employs with regularity and familiarity 
technical terms such as wireless networks IEEE 802.11 
(a, b, or g) and UMTS, streaming technology, and mobile 
devices such as PDA, PocketPC and smartPhone. The 
development and implementation of mobile augmented 
reality applications demands that the communication be-
tween devices and the transmission of contents of video 
and multimedia meet the requirements of these types of 
applications. 
 
5.1 Wireless communications 

The communication system must guarantee the mobility 
of the user and flexibility of use in the spatial/geographic 
environment of application. For this reason, wireless net-
works provide the required services; in particular, radio 
wireless networks provide the optimum environments for 
the requirements of mobile devices. The following table 
(see Table 1) shows a comparative analysis for the differ-
ent technologies used in radio wireless networks [44]. 
Table 1. Comparative Analysis of Radio Wireless Networks. 

 
 
The most widely know technology in wireless networks is 
Wi-Fi, published under the 802.11 standards. There are 
implementations of augmented reality developed using 
this standard which use PDA’s as assistant in guiding the 
user while in the interior of a building [29] and for the 
visualization of large 3D models [30]. 
 
5.2 Services 

The introduction of video and multimedia contents in 
mobile applications could potentially provide a number of 
services which will provide great interactivity and multi-
media base information for the user. Among these ser-
vices we find the services of video streaming on demand, 
IP video-conferencing, instant messaging and web ser-
vices. 
The streaming services provide the user access to a col-
lection of archived videos and multimedia content. 
Among the commercial platforms available, the server 
Real Helix Universal Mobile is the better suited for such 
applications since it is optimized to distribute most of the 
existing formats of multimedia over the different wireless 
network standards and over a large number of mobile 
devices [15]. The service of videoconference provides the 
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users with video and audio communication with an agent 
of the application which allows implementing requests, 
consultations and tasks related with the standard experi-
ence of the application [34]. The services of instant mes-
saging IM allow the users to exchange information 
through the use of written communication and the transfer 
of multimedia files. 
 
 
6 MOBILE AUGMENTED REALITY APPLICA-

TIONS 

In studying the state of the art of mobile augmented real-
ity we need to include as well the analysis of applications 
developed by the most relevant research groups in the 
areas of technological applications of augmented reality 
in mobile devices. The study of prototypes and applica-
tions implemented by these research groups will help 
provide a better global perspective of the field of mobile 
augmented reality.  
The project MARS (Mobile Augmented Reality System) 
(see Figure 8) [23] developed between 1996 and 1999 
represents the first important event in the evolution of 
systems of mobile augmented reality; this systems in-
cludes a portable PC equipped with a graphics accelerator 
card for 3D mounted on the back of the user, a GPS sys-
tem, a pair of visualization glasses, a tracking systems, 
and a wireless connection for the communication of the 
different components with the PC, where all the data 
processing is implemented. 

 
Figure 8. MARS Mobile Augmented Reality System. 
 
The first utilization of a PDA as a device for augmented 
reality where all the processing was implemented in the 
same device was presented in the project SignPost (see 
Figure 9) [35]. It consists of a video-through augmented 
reality system, where the image of the real world is cap-
tured by a camera and the image is augmented with the 
digital information. It uses a processing system based on 
the recognition of images using markers, which demands 
the previous configuration of the environment and light-
ing requirements to maintain constant light levels. 

 
Figure 9. SignPost project. 
 

In the construction sector the project ARARAT (see Fig-
ure 10) by VTT Technological Centre in Finland is one of 
the most complex existing at this moment. The objective 
of the project is the development of augmented reality 
solutions for Architecture, Building and Interior design 
[1]. The project focus on 4 applications: Augmented real-
ity for interior design, mobile augmented reality, aug-
mented reality for product catalogs and augmented mock-
ups. 

 
Figure 10. ARARAT project. 
 
 
7 SCENARIO IN THE CONSTRUCTION SECTOR 

Safety at work is one of the main concerns of the con-
struction sector according to the number of accidents and 
their consequences. Construction environment is very 
different from other industrial environments, mainly be-
cause it is a very changing, fast moving and also uncon-
trolled environment. Some of the benefits provided by 
mobile computing technologies, and mobile augmented 
reality in particular, in the construction industry are the 
following ones: 

- Mobility and functionality. Due to the mobility of the 
workers, mobile computing makes the technology use-
ful in many places where a PC could not be used. 

- Increase productivity, by automatically providing ac-
cess to information necessary to perform its task and 
real-time decision making on the construction site. 

- Show information according to the context, depending 
on the project phase specific information will appear. 

- Allow context detection in an uncontrolled environ-
ment, improving monitoring the status of all the ele-
ments involved in the safety at work place. 

- Low user-machine interaction, which enables users to 
keep the attention on the environment. It must not im-
ply for the user much effort of learning. 

Here we describe a scenario in which the use of mobile 
computing solutions, including mobile augmented reality, 
makes possible to increase efficiency and safety in con-
struction sites. The safety responsible (SR) person is the 
person in charge of verifying that all the prevention and 
safety requirements are fulfilled in the work place. This is 
a high responsibility job, but SR counts only with his/her 
expertise and the walking visit on-site. Actually, SR col-
lects all the information manually written on a paper by 
inspection and directly asking to the workers. The SR’s 
work requires freedom of movement as well as reaction 
capacity through the uncontrolled work place, for this 
reason heavy devices or elements, which can distract its 
attention from the environment, are not appropriate for 
this job. 
The proposed scenario shows the SR person equipped 
with wearable technology moving around the working 
place (see Figure 11). The SR enters the working place 
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wearing a PDA, at this moment the system downloads 
from the server at the work place the information relative 
to the current phase of development (safety requirements 
can vary according to the status). SR is equipped with a 
PDA, an RFID reader, a headset to record results and 
heard previous inspection status, positioning system to 
follow SR position, a camera for precision positioning 
and elements detection by image processing, an interac-
tion wristband for the user interaction with the PDA (ges-
tures recognition), and a head mounted display (HMD) 
for visual information. SR starts the inspection checking 
the identity and training skills of the workers. Thanks to 
each worker is equipped with a RFID tag, SR can identify 
each worker by means of the RFID reader connected to 
the PDA. The system provides identification information 
about the worker (including a picture for visual identifica-
tion) as well as the training skills and the work to perform 
according to the skills. Any additional information about 
the workers could be requested by the SR to the server. 
On the other hand, every worker must also be equipped 
with the corresponding safety equipment. Some elements 
of this equipment depend also on the tasks to be per-
formed by the worker. The system will show SR the re-
quired equipment to be worn by each worker and SR will 
check it visually, interacting with the system using the 
wristband or through oral commands. 
The second phase of the inspection corresponds with the 
identification of safety elements in the working place. In 
this phase, while SR is walking around the working place; 
the system will automatically detect safety elements in the 
environment and ask SR for checking that they are lo-
cated in the correct place. SR will be able to confirm the 
position or ask for help to the system. In this case, the 
system will show him through the HMD a map with the 
correct position of the element. Missing elements will be 
asked to visually inspect by SR. At the end, results and 
reports of the inspection will be recorded in electronic 
format (documents and audio notes) and transferred to the 
server. 

 
Figure 11. Safety at work in the construction sector. 
 
 
8 CONCLUSIONS 

Although augmented reality is still a novel technology it 
has an enormous potential for its application in the con-
struction sector. Augmented reality is a technology in the 
area of virtual reality that allows the user to see the real 
world augmented with additional information created by 

the computer. This novel technology complements the 
user perception and interaction with the real world. 
This technology has a high potential to achieve more sus-
tainability, profitability and security in the construction 
sector. The development of mobile computing solutions is 
crucial in construction sites. Some of the main benefits 
provided by mobile augmented reality technology in the 
construction sector are: Mobility of the user, access to 
permanently updated information on-site, context detec-
tion in an uncontrolled environment improving safety at 
work place, low user-machine interaction which do not 
disturb the user main attention, etc. 
In this paper, mobile augmented reality is presented as an 
advanced and innovative tool for the construction sector. 
Augmented reality systems consist of three main ele-
ments: processing, visualization and positioning subsys-
tems. The main requirements for the processing device 
are processing power, graphic capabilities, connectivity, 
weight and size. Current PDAs are the devices that better 
fit these requirements. There is a great variety of visuali-
zation devices in the market, light weight and small size 
are the main requirements for the device in the construc-
tion scenario. Tracking of the user position is one of the 
most critical aspects of an augmented reality system, ideal 
positioning technology does not exist and the challenge is 
to select the one that better fits each application. Vision 
based tracking are high precision and does not require 
putting any additional infrastructure in the environment. 
We choose markless vision based tracking in our sce-
nario. Mobility of the user must be guaranteed by the 
communication system, main technologies for wireless 
networks are identified. Mobile augmented reality is pro-
gressively being introduced in several areas of applica-
tion, apart from the construction sector, training of work-
ers in industrial processes, marketing tasks, interior de-
sign, multimedia museum guides, education and others. In 
this paper we describe a scenario in which the use of mo-
bile computing solutions makes possible to increase effi-
ciency and safety in construction sites. 
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LIGHTWEIGHT 3D IFC VISUALIZATION CLIENT 

Jukka Rönkkö, Jussi Markkanen 
Helsinki University of Technology & VTT Technical Research Centre of Finland, Espoo, Finland 

ABSTRACT: We describe a construction product model 3D visualization client software concept that can be used in 
advanced meeting room, virtual reality and construction site augmented reality applications. Its main target is to im-
prove construction project communication and understanding through visualization. It provides Industry Foundation 
Classes (IFC) geometry visualization capabilities to existing applications that can incorporate a Universal Plug and 
Play (UPnP) module to communicate with the visualization client at runtime. To accomplish this we present a software 
architecture based on UPnP networking standard that allows the visualization client to engage in two way runtime data 
exchange with existing construction project applications such as project management, cost estimation and quantity cal-
culation applications. The client runs on laptop, desktop and portable tablet PCs. It offers stereoscopic viewing and 
spacemouse navigation for immersive virtual reality applications and live camera source background as well as exter-
nal viewpoint control for augmented reality applications. We describe some usage scenarios of this concept, compare it 
to others and present early results as this work is part of an ongoing effort in Virtual Building Environments project. 
KEYWORDS: virtual reality, augmented reality, advanced meeting rooms, ubiquitous computing, IFC visualization. 
 
 
1 INTRODUCTION 

Construction projects are multidisciplinary undertakings. 
Forming a clear picture of what is going to happen in the 
future stages of a project is essential for a successful pro-
ject. In project meetings suitable visualization of product 
information data can help to understand the project. In 
addition to architectural aspects, visualization can be used 
for example to help to understand what structures are 
build at a particular moment in time and in which order 
and how costs distribute in a building in terms of materi-
als. Visualization can help especially project stakeholders 
that are not construction industry specialists. The need for 
communicating construction related data and understand-
ing project data arises in different settings: in project 
meetings in a meeting room, on-site while observing pro-
gress of different working phases and in project sales 
situations, which can utilize immersive, virtual reality 
style visualizations. 
Another aspect in helping to communicate project data is 
related to data synchronization between different applica-
tions used in project planning meetings. For example 
when presenting a project schedule in a project manage-
ment tool, it would be highly beneficial if the visualiza-
tion of the site at question was shown in a corresponding 
state simultaneously in the visualization tool and from a 
relevant viewpoint. This requires that the project man-
agement application and the visualization application talk 
about the same building data as well as that they commu-
nicate with each other about the current target of interest 
within the data. This type of synchronization augmented 
with data change propagation between applications less-
ens the need for paper based work, reloading document 

data to different applications and the need to navigate to 
the relevant data source in every single application. 
In project planning meetings and project sales situations 
different pieces of software ideally access data of a par-
ticular project via construction information model data 
exchange technologies such as IFC (IAI 2007). This data 
can be in a file, or in a model server, which is a comput-
ing system and a piece of software that can provide con-
struction project information as a result of database que-
ries. In the future the model servers in addition to manag-
ing versioned building data and access control to the data, 
provide consistent, synchronized project data irrespective 
of geographical location as well as emit events to listeners 
when something changes. 
CAD applications like ArchiCAD (GraphiSoft 2007) are 
currently capable of utilizing IFC for data exchange. 
However, in a communication situation with different 
project partners these tools are rarely the most suitable 
tools as they are unnecessarily complex. Therefore there 
exists a need for more lightweight viewing solutions for 
construction data that provide intuitive enough navigation 
techniques and visualization methods. An example of 
such a tool used in construction projects is JetStream 
(NavisWorks 2007) visualization software. However, it is 
typical for these tools that they do not yet provide runtime 
online linkage to other applications or further product 
model utilization technologies such as connections to 
model servers. These applications are also mainly work-
ing in standard meeting room environments and do not 
target, for example mobile, on-site users. 
We present our ongoing work with early results in the 
form of a software concept that enables separate visuali-
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zation client software to be used in various usage situa-
tions an in conjunction with existing construction soft-
ware. We outline an architecture based on UPnP that al-
lows 3D visualization client software to provide visualiza-
tion services for external applications and offers further 
possibilities to develop peer-to-peer networked construc-
tion domain “meta-applications” from existing applica-
tions. We have implemented a sample implementation of 
3D IFC visualization client software that utilizes the pre-
sented UPnP architecture. The 3D client software is tar-
geted to operate in advanced meeting room environments 
together with other applications that may require visuali-
zation capabilities. The client software also offers stereo-
scopic viewing and navigation methods for virtual reality 
(VR) IFC visualizations. Through incorporating live cam-
era source background and external camera parameter 
control it assists in developing augmented reality applica-
tions for the mobile users operating at construction sites. 
With our work we aim to provide application developers 
with a readily usable 3D IFC visualization component for 
application development. 
Several areas of work have connections to our work in the 
areas of ubiquitous computing and advanced meeting 
room concepts as well as immersive visualization and on-
site augmented visualization of construction data. We 
present briefly the most relevant related work and point 
out some of the differences in existing approaches com-
pared to ours. We also present possible usage scenarios 
for the presented technology in the domains of meeting 
room, VR and on-site visualizations. The described work 
is part of an ongoing effort in Virtual Building Environ-
ments II (VBE II) nationally funded project. 
 
 
2 RELATED WORK 

IFC is a standard for construction product model data 
exchange. Different CAD packages, such as ArchiCAD 
(GraphiSoft 2007) can operate with IFC files. The idea of 
IFC is that different domain applications can have their 
data described by IFC standard specification and they can 
communicate by identifying objects with a global IFC 
identifier (GUID) and by utilizing common structural 
mechanism to describe data. Not all of the data has any 
natural geometrical presentation; rather the data may be 
other numerical or textual information required by a con-
struction project. As CAD packages themselves are rather 
complex pieces of software to use, a set of simple IFC 
viewers have emerged. An example of this is an IFC 
viewer made by TNO Building and Construction (TNO 
2007) and a programmers’ development kit that can be 
used to implement IFC file reading to ones’ own applica-
tion. TNO’s viewer can be incorporated as part of another 
application as an OCX component. TNO viewer and its 
counterparts are not designed to operate in virtual reality 
setups, nor in augmented reality, on site applications. The 
embedding mechanism does not allow the formation of 
application networks to be applicable in advanced meet-
ing room concepts. 
Model servers are databases systems, which allow remote 
access to IFC model data over a network. This type of a 
repository that keeps a large amount of IFC model data 

consistently stored is potentially a huge step in concurrent 
design processes over file based data access. In principle 
model servers could offer efficient partial model retrieval, 
versioning and triggers that tell if some data has changed 
to event listening applications. However, according to our 
experience, for the time being, the model servers available 
are often rather primitive systems in these respects with 
relatively poor performance regarding geometry data re-
trieval. Despite this we see the utilization of more and 
more advanced product model server systems a very 
likely step in the future to handle increasing amounts of 
product data due to the growing complexity of construc-
tion projects. 
Ubiquitous computing refers to devices and systems that 
can assist human tasks in a transparent way, they can be 
embedded in the surroundings and made non-obtrusive 
(Weiser 1991). Stanford iRoom is an advanced meeting 
room concept with ubiquitous techniques that has been 
used in construction project planning (Johanson et. al. 
2002). It utilizes multiple large touch screens for simulta-
neously presenting different types of information through 
synchronized applications that communicate via iROS 
meta-operating system. The iRoom system offers meeting 
participants flexible ways to move data between their own 
personal digital assistants and laptops to a common inter-
active workspace. The iRoom also offers facilities for 
application control so that every user can access all the 
devices available. An important part of the iROS system 
is an event passing mechanism called Event Heap that 
stores and forwards messages. The messages are a collec-
tion of name-type-value fields. All applications participat-
ing in the interactive workspace can post events and read 
events from the Event Heap using either web, JAVA or 
C++ programming interfaces. iROS uses a central control 
server based structure. iRoom is a general purpose meet-
ing room system that has been extended towards con-
struction product model utilization (Schreyer et. al. 2005). 
The iRoom concept concentrates mostly on dedicated 
project room installation type environments and does not 
address needs related to on-site information nor VR visu-
alization. However, a lighter weight system for more mo-
bile meetings has evolved from dedicated iRoom installa-
tions; the system has been integrated to a portable video 
projector system (Barton et. al. 2003). 
Universal Plug and Play (UPnP, 2007) is a standard pro-
tocol that works over lower level standard protocols like 
TCP/IP. UPnP offers pervasive peer-to-peer network con-
nectivity of PCs of all form factors, intelligent appliances, 
and wireless devices via Ethernet, infra red link, Blue-
tooth or wireless local area network. UPnP is operating 
system independent and targets home networks, proximity 
networks, and networks in small businesses and commer-
cial buildings. 
The UPnP architecture supports zero-configuration net-
working and automatic discovery of services through 
Simple Service Discovery Protocol. The UPnP architec-
ture includes software units called control points, which 
can control software units called devices. In an UPnP 
network a device can dynamically join a network, obtain 
an IP address, announce its name and convey its capabili-
ties upon request through an XML description. Similarly 
control points can enter UPnP network and learn about 
UPnP devices through Simple Service Discovery Protocol 



and about their capabilities through device XML descrip-
tions. UPnP devices can have one to many services. These 
services have state information. The changes in states can 
be listened by control points through receiving events. A 
device can leave a network automatically without leaving 
any unwanted state information behind. While iRoom is 
central control server based technology, UPnP is oriented 
towards peer-to-peer type networking. A central server is 
a single point of potential failure. However, if the server 
does not fail, it maintains relevant state information in the 
networked environment. On the other hand when an 
UPnP device fails, its state information is lost, which 
makes it more difficult to re-enter the situation as it was 
before the failure. UPnP is a natural candidate for ubiqui-
tous meeting room systems with its zero-configuring net-
working and it is already supported by many operating 
systems. 
In the field of VR different types of setups have been used 
for building walkthroughs to communicate design ideas in 
the areas of architecture, acoustics, thermal design, ergo-
nomics etc. (Savioja et. al. 2003). The applicability of 
meeting room setups and immersive viewing installations 
differs; meeting room setups allow natural presentation of 
also 2D information for planning meetings – like Excel 
cost sheets – while immersive viewing can offer better 
sense of overall feeling of the observed space. This is 
especially important for project stakeholders that do not 
have construction industry background. The use of aug-
mented reality is an emerging area that can offer interest-
ing tools for on-site project progress observation and 
communication of project plan issues (Kuladinithi 2004). 
 
 
3 IFC VISUALIZATION CLIENT 

We have developed client software that provides building 
geometry and space visualization from IFC data. Its UPnP 
(Universal Plug and Play) standard based communication 
mechanism allows other applications to utilize its visuali-
zation functions. In addition to this the visualization client 
can be used in several different types of usage scenarios 
and hardware systems. For instance the client can be used 
in a construction site in portable devices equipped with a 
camera to provide augmented reality view to the site with 
IFC data combined with the live camera feed from the 
site. Another possibility is to use the client to visualize 
geometry in a virtual reality system e.g. for illustrating 
future workspaces for building users. 
As a third option it is possible to use the visualization 
client in a project meeting setting in an advanced meeting 
room environment. In this setting the visualization client 
can communicate with other project software and pro-
vides synchronized 3D views and easy navigation to the 
particular IFC model of interest. With a simple interface 
cost estimation, project planning and other IFC capable 
construction software can access the visualization meth-
ods for geometry data. 
It is possible to launch application networks, in which 
selecting an item in the 3D viewer selects corresponding 
data in a quantity calculation tool. Multiple 3D IFC view-
ers can also be linked together at runtime to provide visu-
alization for multiple large displays to an IFC model from 

a different viewpoint. The UPnP interface allows external 
applications to highlight and hide/show objects or to 
make them transparent. The message passing utilizes IFC 
global identifiers to identify items. Similar operations are 
available for a group of objects. Different interaction 
methods are provided for the user to navigate in the 
model: space mouse for intuitive and efficient 3D naviga-
tion or game like mouse and keyboard navigation. The 3D 
viewing component can be used in normal laptop or desk-
top environments as well as for stereoscopic viewing in 
virtual reality applications or advanced meeting room 
setups. 
Summary of the IFC client features:  
The following can be used via UPnP from an external 
application: 

- IFC geometry visualization from an IFC file 
- Highlighting, coloring, changing transparency, mak-

ing an IFC object/ a group of objects invisible/visible  
-  Moving user viewpoint and direction 

Navigation: 
- A game style first person keyboard movement & 

mouse for steering one’s gaze direction 
- Space mouse navigation 

Other: 
- Stereoscopic 3D viewing mode for pas-

sive/active/color stereo + head tracking 
- User controllable clipping planes to reveal hidden de-

tail 
- Receiving live USB camera input and making that a 

background for the 3D presentation 
- Augmenting 3D IFC geometry with 3D geometry 

from other file access based sources, like model files 
from 3D modeling and animation packages. 

The intention is to keep the feature set relatively limited 
and let external applications control the visualization ac-
cording to their needs. As the mobile, tablet style small 
form factor PCs are not yet as powerful as laptops or 
desktop computers, it is important to keep the client rela-
tively lean. Figure 1. presents some of the different visu-
alization modes available to other applications via the 
UPnP service interface. 

 
Figure 1. Visualization controlled from an external application 
showing IFC model a) in normal mode b) all objects transparent 
c) a group of objects selected d) some IFC objects using exter-
nally specified color.  
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3.1 Architecture for connecting applications together 

Our approach uses loose coupling between existing busi-
ness applications and the IFC viewer. All applications 
participating a session are launched separately and con-
nected together at runtime using UPnP. The same IFC 
data set is loaded into the applications. When the setup is 
ready the applications can start controlling each other. 
This approach offers flexibility, because the same IFC 
visualization client can be used together with multiple 
business applications. One business application can also 
use several 3D applications at the same time. Also one 3D 
application can be connected to many business applica-
tions at the same time. The drawback is the need to load 
exactly the same IFC data set into all the involved appli-
cations as well as the fact that the existing applications 
need to be open enough so that a UPnP module can be 
written to them. 

 
Figure 2. UPnP based connection architecture for IFC viewer 
utilization. 
 
The visualization client acts both as a UPnP device offer-
ing services to the UPnP network and as a UPnP control 
point. The UPnP device functionality provides an inter-
face from external applications to access features de-
scribed in chapter 2. The UPnP control point functionality 
is used to convey events form the user selecting IFC items 
form the 3D component window. The services of the 
UPnP device are described in an XML document, which 
is used as a service description for UPnP control points 
that want to connect to the visualization service. After a 
business application has registered to the UPnP network 
and found the visualization service, it can use commands 
like: 

- setVisibility(GUIDList, Visibility), the GUIDList is a 
list of IFC GUIDs, the visibility is either SHOW or 
HIDE. 

- setTransparency(GUIDList, Transparency), the 
GUIDList is a list of IFC GUIDs, the transparency is a 
number between zero and one. 

- setColor(GUIDList, ColorRGB), the GUIDList is a 
list of IFC GUIDs, the ColorRGB is the color in RGB 
format, e.g. red is “255,0,0”. 

The visualization client transmits to the listening UPnP 
control points: 

- select(GUIDList), the GUIDList is a list of IFC 
GUIDs. 

- unselect(GUIDList), the GUIDList is a list of IFC 
GUIDs.  

 
 

3.2 Implementation 

We have used a popular opensource C++ graphics library 
called OpenSceneGraph (OpenSceneGraph 2007) to im-
plement the 3D geometry visualization functionality. Cy-
berLink (CyberLink 2007) development tools have been 
used to implement the UPnP functionality. TNO IFC En-
gine (TNO 2007) has been used in implementing the IFC 
file loading capability. Our development and testing plat-
form has been WindowsXP and different hardware con-
figurations including laptops, desktop and tablet PCs. 
 
 
4 USAGE POSSIBILITIES 

In this chapter we describe three usage scenarios of which 
meeting room environment and immersive visualization 
cases have currently working setups. In the case of a con-
struction site scenario, which utilizes augmented reality 
techniques, we present the concept, but it is not yet at the 
status of being tested at a construction site. 
 
4.1 IFC visualization client usage in meeting room envi-

ronments 

Our IFC visualization software utilization in meeting 
rooms can take two forms: utilizing the client in a meet-
ing room with dedicated facilities and in a normal meet-
ing room environment. In the first case the room can in-
clude assistive technologies such as multiple projector 
screens, electronic pens to interact with the displays and 
local wireless networking to transmit documents from a 
participant’s computers to others or to displays. This type 
of environment offers multiple views on project data 
through simultaneously running applications showing on 
different screens. In this case the IFC component can 
work together with UPnP enabled project applications or 
there can be several IFC visualization components open 
on different screens showing different variants of the IFC 
model from a comparable viewpoint. Selecting an item 
from the visualization component causes an item to be 
selected in other applications. 
Excel Space Visualizer is an example of IFC aware appli-
cation that communicates with the visualization client in a 
meeting room environment. It has been built by the Tam-
pere University of Technology. They have constructed an 
IFC module for Excel that allows space data to be loaded 
via SABLE API from Eurostep model server (Eurostep 
2007) to their Excel program. They have also made a 
UPnP module to connect to other meeting room applica-
tions. This program can detect the existence of the IFC 
visualization client in the UPnP network and its published 
services mentioned in chapter 3. Tampere University of 
Technology has an iRoom style installation with three 
projector screens with electronic pens for interaction with 
the screens as well as a cluster of PCs to drive the setup. 
If synchronized presentations with multiple applications 
are desired with a standard meeting environment, the IFC 
component as well as the UPnP enabled project applica-
tions can be installed to a single computer and used with 
ordinary interaction devices. 
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4.2 IFC visualization client usage in immersive visualiza-
tion 

The IFC visualization client can be used in virtual reality 
systems. It supports stereoscopic viewing with head track-
ing as well as space mouse navigation. Virtual reality 
visualization can give the user a better sense of space and 
distances in a future building than ordinary desktop visu-
alization. In this type of a setting it may be necessary to 
run the viewer in standalone mode with no communica-
tion to external applications, i.e. the component simply 
loads a specified IFC model and acts as a simple VR 
viewer. 
A relatively compact, movable setup that has been used to 
run the IFC client:  

- portable, foldable canvas 
- InFocus DepthQ active stereo projector running at 

120HZ 
- a mini PC with NVidia Quadro 3450 display card  
- shutter glasses 
- emitter for syncing the shutter glasses 
- space mouse 

This setup can be erected from a packaged condition in 10 
minutes and is relatively compact to transport. It is worth 
noting though that IFC is not suitable for photorealistic 
presentations as such, it is more readily used for engineer-
ing type visualization. 
 
4.3 Using IFC visualization client for construction site 

data 

We are currently developing the visualization component 
to be used as a building block for augmented reality ap-
plications in construction sites, where it can provide e.g. 
operation sequence and timeline information (i.e. erect 
first wall A, then B). As mentioned in chapter 3. a set of 
relevant features for this purpose are already working. In 
an on-site augmented reality application a small screen 
tablet style device equipped with a camera can be carried 
around. Relevant 3D IFC model objects can be overlaid 
onto the camera image. The viewing perspective depends 
on feature tracking information from the environment. It 
is important to note that despite wireless technologies and 
portable computing power has increased rapidly during 
the recent years, efficient partial IFC model retrieval is of 
essence to mobile applications and according to our ex-
perience has not received enough attention in today’s 
model server technology. 
 
 
5 DISCUSSION 

Our work focuses on a visualization tool platform for de-
veloping applications for meeting rooms, virtual reality 
IFC product model visualizations and on-site augmented 
reality construction data presentation. We propose a peer-
to-peer UPnP based method to link existing IFC capable 
applications at runtime for the project meeting scenarios. 
We have chosen IFC as one of the technologies in this 
concept, because its utilization is gaining momentum in 
construction industry: e.g. Denmark demands IFC usage 
in construction projects by legislation. Senate Properties 

(a major property owner in Finland) demands IFC usage 
in all but small-scale projects. 
Furthermore we see that the future model server technol-
ogy is likely to adapt features from areas like process in-
dustry databases, which can handle big quantities of data 
with real-time constraints, have triggers for special events 
and so forth. In this respect our work differs from the 
iRoom approach, which is more cautious with respect to 
model server or IFC usage. However in our opinion these 
aspects need to be taken into account in current research 
as the operating environment of construction industry 
projects show signs of further IFC adaptation. Also with 
this work we aim for tools for developers, not so much for 
a full-fledged hardware and software system concept 
readily usable by software users such as iRoom. 
Our work differs in technological terms from iRoom in 
terms of peer-to-peer style UPnP networking instead of 
central server based approach. As UPnP is already sup-
ported by many operating systems, we see it from a de-
veloper’s point of view as a light weight approach for 
implementing IFC based communication services be-
tween applications. However it does not provide applica-
tion state storage in case of a crash as iRoom iROS does. 
In our concept we aim for future model serve usage. In 
this case model servers will store changes to the IFC data, 
therefore the changes are not lost to the actual data even if 
individual application crashes. 
Also compared to iRoom and TNO IFC viewer type ap-
proaches, we see that the use of product model technol-
ogy is not limited to desktop or meeting room applica-
tions, rather information and its visualization can be bene-
ficial also at a construction site. We are targeting this area 
by making our visualization component augmented reality 
capable. We also recognize that while using a VR instal-
lation is not necessary ideal for project planning meetings 
between construction industry professionals, VR tech-
niques can nevertheless provide a very illustrative means 
to demonstrate different construction options to people 
without construction industry backgrounds. The rationale 
behind our component development in this respect is that 
with today’s technology these visualization fields have 
technically very similar components and it is up to the 
final application developer to decide the most suitable 
working environment for the application. 
For the time being the most evident limiting factors in the 
usability of the presented concept are lacking model 
server technology and limited IFC functionality in various 
existing tools. Also while using existing tools as compo-
nents of a networked application concept, it is necessary 
for these tools to have an interface to which a UPnP mod-
ule can be implemented. If an existing application is to-
tally “closed” it can’t be interfaced with this type of tech-
nology. 
 
 
6 FUTURE WORK 

We are currently bringing together augmented technolo-
gies developed for other projects and our IFC viewing 
technologies. We are also interested in creating UPnP 
modules for additional relevant applications to utilize our 
visualization component. Linking several viewers to rep-
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resent different model versions and otherwise utilize 
linked viewers is an interesting development track that 
requires more investigation. An interesting aspect that can 
be gained by multiple viewer usage is simultaneous mul-
tiple version viewing of a building target. Apart from this 
technical development we intend to experiment with on-
site augmented reality aspects and to delve into the inter-
action requirements of this type of usage. We also need to 
gather user feedback from different typical project stake-
holder representatives to make further conclusions of the 
potential of this technology. 
 
 
7 CONCLUSIONS 

We presented a visualization component concept for IFC 
geometry that enables linking to existing IFC capable 
applications with UPnP technology. Our approach is 
based on the vision of the development of IFC model 
server technology towards more mature product data 
management solutions found in other industries and the 
widening acceptance of IFC among different software 
tool makers. 
The presented visualization component is suitable for use 
in applications in advanced meeting room environments, 
on-site augmented reality applications and stereoscopic 
VR systems. Our implementation is currently installed at 
Tampere University of Technology. There it works to-
gether with Excel based space tool and iROOM type envi-
ronment with three back projected screens, electronic 
pens as well as a cluster of PCs. The described application 
has also been utilized in an easily transportable VR sys-
tem. The latter uses active stereo projection, shutter 
glasses, wireless emitters, and a mini PC running Win-
dowsXP. 
The proposed approach requires existing tools to be open 
enough so that a UPnP module can be written for them. 
This module communicates with the presented 3D IFC 
viewer. The module is not required if the viewer is only 
utilized for standalone IFC viewing. Our further work 
consists of technical development in mobile, construction 
site worker domain with augmented reality technologies 
as well as gathering user input of the described solution. 
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ABSTRACT: In this article we present the findings from an extensive case study of the use of Virtual Reality (VR) mod-
els in large construction projects. The study includes two parts: The first part presents a quantitative questionnaire de-
signed to investigate how VR models are experienced and assessed by the workforce at a building site. The second part 
includes a qualitative field survey of how VR models can be applied and accepted by professionals in the design and 
planning process of a large pelletizing plant. Through mainly studying persons who had little or no experience with 
advanced IT, we hoped to reveal the attitudes of the average person working at a construction site rather than of an IT 
expert.  
In summary, the study shows that the VR models in both projects have been very useful and well accepted by the users. 
Today’s information flow is, from a general point of view, considered to be insufficient and the hypothesis is that using 
VR models in the construction process have the potential to minimize waste of resources and improve the final result. 
KEYWORDS: construction project, design stage, field survey, planning, questionnaire, virtual reality. 
 
 
1 INTRODUCTION 

The information handling in construction projects are 
often based on traditional media, such as drawings, Gantt 
schedules and written specifications, which only provide 
a limited information transfer between the stakeholders of 
the project (Kähkönen 2003). These conditions do not 
provide a solid foundation for an effective construction 
process, (e.g. Egan 1998, Koskela et al. 2003 and Kunz et 
al. 2005). Advances in Information Technology (IT), es-
pecially computer graphics and CAD systems have 
changed the way we work. However, the full potential on 
project level is yet to be reached (e.g. Woksepp et al. 
2006). VR offers a natural medium for the users provid-
ing a three-dimensional view that can be manipulated in 
real-time and used collaboratively to explore and analyze 
design options and simulations of the construction proc-
ess, (Bouchlaghem et al. 2005), It is only recently that VR 
have started to be used in construction projects and there 
has been little empirical investigation of VR technologies 
by companies in the construction sector (Whyte 2001). 
For example, the proper use of VR models in the different 
phases of a construction project is still not clear (Wester-
dahl et al. 2006). 
 
 
2 RESEARCH AIM AND OBJECTIVES 

The aim of the case studies presented is to explore and 
provide insight and knowledge of how VR models are 

apprehended and used by AEC professionals in their eve-
ryday work. The two cases included: 

- A quantitative questionnaire of how VR models was 
experienced and assessed by professionals involved in 
the construction of the large building project, and to 
what extent to VR could complement the use of tradi-
tional 2D CAD drawings. Here, the operational use of 
VR at the building site was the primary target.  

- A qualitative field survey of how VR models was ap-
plied and accepted by professionals in the design and 
planning process of the construction of a large process 
plant. 

Conclusions are drawn from these two cases. 
 
 
3 RELATED WORK 

Bouchlaghem et al (2005) studied the applications and 
benefits of visualization in construction projects covering 
collaborative working and design in the conceptual design 
stage, marketing process in the house building sector and 
modeling of design details in the construction stage. The 
study concluded that: visualization can improve commu-
nication and collaboration amongst designers during con-
ceptual design; in housing development, site layout mod-
els could be used as marketing tools or for planning con-
sultations with planners. Westerdahl et al (2006) made a 
study of how employees of a company of their yet-to-be-
built workplace apprehended a VR model of the architec-



tural design. The results indicated that the VR model 
helped the decision-making process and provided a good 
representation of the future workplace. Savioja et al 
(2003) studied the use of VR models in the construction 
of a new lecture hall in Helsinki. The process started from 
a basic VR model for presentation of the concept and lay-
out. The model was further detailed until a photorealistic 
model of the building could be presented and used for 
detailed studies of the design. The study concluded that 
VR improved the communication and the project partici-
pants were enthusiastic about the possibilities of VR. 
Messner et al (2006) studied the value of visualizing of 
design and construction information in the decision proc-
ess. The use of visualization tools for design tasks was 
found to improve collaboration and communication be-
tween involved stakeholders. Dawood et al (2005) pre-
sented a visual planning tool (VIRCON) with the objec-
tive of assisting construction planners to make accurate 
and informed planning decisions with particular emphasis 
on the allocation of work space. Especially, space plan-
ning in combination with visualization was found useful 
in tests evaluated by professionals. 
 
 
4 THE CENTRALHUSET PROJECT - CASE 1 

The first case study is a questionnaire study that aim to 
investigate how a visualized VR model was experienced 
and assessed by the workforce in the construction of a 
large hotel and office block, Centralhuset. The new 
34,000 square-meter building at the bus and rail station in 
Gothenburg was constructed between the spring of 2001 
and the autumn of 2003. Up to 230 people was employed 
at the site and the construction cost was approximately 
EUR 50 M. The building includes a hotel block, an office 
block and commercial and restaurant premises. Figure 1 
shows three screenshots from the VR model including the 
steel structure, foundations and piles and a proposal for 
office space. 

 

 
 

 
Figure 1. Screenshots from the VR model of Centralhuset. 
 
4.1  The VR system 

The VR demonstrations can be described as desktop im-
mersive. A common 2-dimensional projector visualized 
the VR model on a screen. Two PCs and the visualization 
tool Division MockUp (PTC) were used for the VR visu-
alizations and a Magellan Space mouse was used to navi-
gate in the interactive Virtual Environment. The software 
and hardware used in the study are commercial and avail-
able on the market and was chosen for its functionality, 
price, flexibility and full compatibility with the most 
common CAD formats. The investment can be described 
as reasonable, i.e. suitable not only for large but also for 
small and medium sized enterprises. 
 
4.2 The VR model 

The VR models of the Centralhuset were constructed 
from 2D CAD drawings, 3D CAD models and objects 
supplied by the architects, designers and other subcon-
tractors. Additional sources detailing the surroundings, 
such as ortophotos and photos of building exteriors, were 
purchased from the National Land Survey of Sweden 
(LMV) or produced using digital cameras. Imported into 
the VR software, the model could be structured in an as-
sembly manager with hierarchical and parent-child rela-
tions (tree-structure). This facilitated breaking down the 
VR model into modules or “sub-models” depending on 
application. This also allowed the users to create VR ob-
ject catalogues and to distribute (via LAN, Internet, CD et 
cetera) streamlined VR models for different purposes. 
Additional features and objects, such as textures, ortopho-
tos, the construction crane, site office, rail area, and exist-
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ing rail station, were subsequently added. The VR model 
of Centralhuset includes the adjacent surroundings, exca-
vations, the cast-in-place basement, piles and pile foot-
ings, prefabricated and cast-in-place supporting structure 
(steel and concrete), pre-fabricated and cast-in-place 
floors, parts of the façade, rail area (platforms, railway 
tracks, et cetera), site office, and a moving crane. The 
exact locations and angles of all 347 cohesion pilings 
were visualized. The equipment together with the VR 
model was installed at the building site. During construc-
tion, the VR model was maintained and updated with vital 
information. To facilitate the distribution of information, 
a local website was set up where the users could present 
data for downloading. This website also served as a meet-
ing place where images and animations could be 
downloaded and studied. Approximately 350 working 
hours was spent to construct the 10,000-object VR model, 
at a cost of approximately EUR 35,000 This expenditure 
was financed by the research project and the main con-
tractor, NCC Construction Sverige AB. The benefits from 
exploiting the VR model - primarily as a tool for planning 
site activities and incoming and on site logistics - were 
accrued to the construction project. 
 
4.3 Research methodology 

A questionnaire consisting of 20/21 questions or state-
ments (21 directed at the building owner representatives) 
was used to evaluate how the different type of actors per-
ceived and assessed the use of VR in the project. The first 
three questions pertained to individual characteristics - 
age, profession and computer skills. Then, statements for 
investigating participants’ attitudes towards the use of the 
VR model and the information flow at the building site 
were presented. The questionnaire closed with a section 
containing general statements concerning the use of a VR 
model in the respondents’ own profession. Although lead-
ing questions or statements should be avoided in a ques-
tionnaire - as they could reflect the position of the re-
searcher - we nevertheless decided that an approach of 
this sort was best for this study: 

1. How will the VR prototype be envisaged, experienced 
and assessed by the users? 

2. To what extent can a VR model complement the use 
of 2D CAD drawings?  

The participants were asked to express agreement or dis-
agreement on a five-point Likert scale: “Strongly agree” 
(5), “Agree” (4), “Undecided” (3), “Disagree” (2) or 
“Strongly disagree” (1). The Likert scale was used for all 
the questions in the questionnaire, with the exception of 
questions relating to personal characteristics, first contact 
with VR, information flow and the final questions di-
rected at the building owner representatives. The mean 
and the standard deviation for the participant group as a 
whole were calculated for each statement. 
 
 
 
 
 

4.4 Participants 

Altogether, 93 people participated in the study. The ma-
jority of the people involved in the construction of Cen-
tralhuset participated in the study. Tables 1 and 2 show 
the distributions of occupation and age of the 93 respon-
dents. The occupations were of the following categories 
(see columns 1-8 in table 1): 1. construction workers; 2. 
site managers; 3. constructors; 4. architects; 5. handling 
officers; 6. representatives of the building owner; 7. sub-
contractors; and 8. “others” - “others” including estima-
tors, economy assistants and external specialists. 
Table 1. Participants’ occupation. 
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Table 2. Age class distribution. 

Age

55 -

45 - 55

35 - 4525 - 35

 - 25

0

5

10

15

20

25

Age class, years

N
um

be
r o

f p
eo

pl
e

The construction workers were in majority. The age 
ranged from 20 to 62 years. Differences due to gender 
could not be investigated, since too few females partici-
pated in the study. 57 % of the participants considered 
themselves to “have good computer skills”. For 75 % this 
was the “first contact with Virtual Reality”. The majority 
of the participants that previously had experience of 3D 
modeling and/or with VR were designers. 
 
4.5 Results 

The main goal of the study was to establish whether or 
not a VR model could be used as a practical and reliable 
tool to improve communication at the building site. The 
results from the questionnaire are presented as means and 
standard deviations in Tables 3, 4 and 5. If not stated oth-
erwise, the response format was a five-point Likert scale 
(n=93).
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Table 3. Investigating how participants experience use of a VR 
model. 

 
 

Table 4. The participants’ present and desired future access to 
information. 

 
 

Table 5. Summary of the participants’ attitudes toward use of 
the VR model in work. 

 
*Two additional questions for the representatives of the building owner 
are presented last in section 4.5. All participants except the representa-
tives of the building owner answered the first statement in the “Final 
section”. 

 
The result shows that the participants got a good first im-
pression and have confidence in the VR model (1a, 1b). 
The potential of using the VR model to navigate and to 
scrutinize and explain details was also considered to be 
useful (2a, 2b, 2c). The participants also felt that a VR 
model could facilitate cooperation and understanding 
within or between occupational groups. However, some 
participants expressed doubts of being able to create VR 
models of detailed 3D CAD information in good time for 
reviewing before performing related site activities. “The 
time between detailed design and construction is often too 
short”, they said. The result was more ambiguous regard-
ing the use of VR for facilitating information handling (4a 
and 4b), although 52% stated that they would like to re-

ceive information from VR models in a future job situa-
tion (4d). The last part of the questionnaire, “To use VR 
in one’s own work” generated comments such as, “This is 
great but how do we implement it in our everyday work?” 
or “Interesting, but can we save any money by using a VR 
model at the building site? How?” Nevertheless, a major-
ity of the respondents considered VR models to be useful 
(5a) and could imagine using it in their work (5b). How-
ever, some concerns were expressed of the financial bene-
fits and management of VR. 
Most of the comments concerned level of detail, costs and 
possible benefits of VR. The highest potential was be-
lieved to be when an unfamiliar task was about to be per-
formed (planning site activities). The rest of the com-
ments related to foreseen problems associated with keep-
ing the VR model up-dated and the need for adaptation to 
the conditions on the building site. Other comments re-
lated to when the major breakthrough for VR in construc-
tion was likely to occur. Representatives of the building 
owner responded to two additional statements: 

1. I believe that using VR models can give me a more 
favorable position in relation to a client. 

2. I believe that by using VR, I can reduce the costs of 
errors sufficiently to cover the costs of the modeling 
work.  

The participants strongly agreed to the first of these two 
statements (M=4.5). The second statement received a 
slightly positive response (M=3.25). Since only four 
building owner representatives participated, the response 
is only indicative. A much larger number of participants 
are needed to ensure reliable responses. However, the 
estimated cost of the VR model in the Centralhuset pro-
ject was approximately 2 ‰ and according to Josephson 
(1990) the errors generated at the site is estimated to be 
10% of the total construction cost. 
 
 
5 THE MK3 PROJECT - CASE 2 

The second case concerned how VR models have been 
applied and accepted by the client and design and plan-
ning teams in the construction of a large palletizing plant, 
the MK3 project. Due to increased demand for upgraded 
iron ore products for steel making, the Swedish state-
owned mining company LKAB has recently increased 
their capacity by finishing the building of a new pelletiz-
ing plant (MK3) in Malmberget, northern Sweden. A 
workforce up to 250 people was employed by the con-
structors at the building site, while some 150 consultants 
and engineers were engaged in the design phase. The total 
expenditure was approximately EUR 280 M. Since time 
to market is a crucial factor for LKAB, the contractual 
agreements for co-operation in the project support col-
laborative working methods such as concurrent engineer-
ing, open information flow and introduction of innova-
tions in the design process. The complexity of the project, 
the number of actors involved and the desire to involve 
the client and the end-users, such as industrial workers 
responsible for the plant operations, in the design work 
makes VR an excellent enriched source of communica-
tions. Figure 2 shows three screenshots from the VR 
models including an overview of the plant, a typical colli-

 470



sion detected between different teams design (cable lad-
der and pipes) and a part of the machinery section repre-
senting a design review from the aspect of maintenance. 

 
 

 
 

 
Figure 2. Screenshots from the VR models of the MK3 project. 
 
The purpose of using concurrent engineering in the pro-
ject was to shorten the lead time. It was decided early in 
the project that most of the design should be in 3D and 
that the different 3D designs should be assembled in digi-
tal mock-ups (integrated VR models) for communication 
and coordination purposes. Design engineers with experi-
ence of 3D modelling were recruited to the project and the 
different design teams selected the 3D CAD tools of their 
choice. The selection of CAD tools was based on peoples 
experience not on technical demands! 
The design of the plant in the MK3 project was affected 
by the following parameters:  

1. The design of the manufacturing process.  

2. Process layout – maintenance, logistics, working envi-
ronment. 

3. The construction of the plant. 
The client was responsible for the overall design process 
while the different design teams were responsible for the 
design of the subsystems in the plant, i.e. process equip-
ment, building structure, installations, et cetera, and for 
providing correct and updated input data to the VR mod-
els. A VR consultant working for the client managed all 
the VR data and provided updated VR models accessible 
for everyone involved in the design process. The different 
design team exported updated 3D models to a FTP server 
every two weeks. Various VR models was produced and 
used in design reviews for different purposes, e.g. design 
coordination, work environment, clash detection, and 
planning. Updated VR models were available on the FTP 
server to the design teams throughout the design phase. 
 
5.1 The VR system and VR models 

The VR system used in the MK3 project is a low-cost 
approach that consists of commercial software, PC com-
puters and servers. The visualization tool Walkinside™, 
which was selected as VR platform in the project, can 
import most of the major CAD formats. All presentations 
of the VR models were interactive and done with com-
puter monitors or 2D-projectors. Most of the information 
that makes up the VR models of the plant originates from 
3D CAD models developed by different design teams. 
The only exception in the project is the electrical installa-
tions that were modeled only in 2D. However, the cabling 
was later remodeled as 3D CAD objects to show the loca-
tion of the cable ladders in the plant. The different design 
teams responsible for the development of steel, concrete, 
machinery, ventilation, et cetera; extract chosen parts of 
the 3D models to be included in the VR models. The de-
sign was carried out using a number of 3D CAD applica-
tions such as: Solidworks, Tekla Structures, AutoCAD, 
Microstation (where most of the mapping of material and 
textures was done) and Intergraph’s PDS system. Apart 
from the use in creation of VR models, most 2D CAD 
shop drawings were directly generated from the 3D mod-
els. The VR consultant converts the uploaded 3D models 
into VR format and produces different VR models for 
different purposes, e.g. design reviews, site planning, 
production, mounting, working environment for safety 
and maintenance. The VR models were also used for ocu-
lar clash detection (automatic clash detection is being 
carried out in the 3D CAD software by the design teams 
themselves), distance measuring, user positioning (XYZ 
coordinates or on an overview, updated in real-time), 
turning on/off objects layers, gravity, impenetrable ob-
jects, the use of avatars for simulation of workforce and 
trucks, et cetera. The total amount of information describ-
ing the VR models of the pelletizing plant is extensive, 
and includes the construction (prefabricated and cast in 
place concrete, and the steel structure), the installations 
(machinery, HVAC, electrical installations) and its sur-
roundings. All expenditures from creating, using and han-
dling the VR models were financed by the client. 
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5.2 Research methodology 

A qualitative research methodology was used. The study 
is based on field investigations and informal interviews 
with 12 respondents involved in the design and planning 
of the construction project. 
 
5.3 Procedure and participants 

The interviews were conducted on a one-to-one basis in 
conjunction to the participants’ everyday work. This in-
formal method helped us to map out the working process 
as well as to obtain a deeper knowledge of the experience 
of using VR in a systematic way throughout the design 
and construction process. The 12 interviewees, all men, 
represented the client and a number of subcontractors 
with responsibilities within project management and 
planning, design coordination, business management and 
development (representing the client), technical engineer-
ing and VR modeling. All but one, the VR consultant, had 
several years of experience from similar construction pro-
jects. However, the VR consultant was the only one that 
had some experience of working with VR models. Every-
one uses computers frequently and agreed that the amount 
of information in construction projects is probably enough 
but needed to be more structured and easier to communi-
cate to the different stakeholders in the project. 
 
5.4 Results 

The following section summarizes the main findings on 
the use and benefits of VR from the field study and inter-
views with the 12 respondents.  
A number of VR models were produced throughout the 
project in order to support the design and planning proc-
ess. These VR models were fully accepted and considered 
useful. According to the interviewees, the VR models 
provided well-structured and easy-to-understand design 
information throughout the project in a way that is not 
possible using traditional documents and 2D CAD draw-
ings. The users could analyze the design both from a per-
spicuous as well as detailed perspective by navigating 
freely in the VR models, which made it easier to explain 
and discuss different design solutions with a larger group 
of professionals with different knowledge and experience. 
The VR models were extensively used in the reviews 
meetings that occurred every two weeks. Here, design 
solutions were examined from the different perspectives 
and requirements on function, work environment and 
maintenance. Clashes between the different design disci-
plines was also discussed and resolved. The use of VR 
made the review work much easier and minimized the 
risk for misinterpretations. This implies that more valu-
able time could be spent on finding solutions and oppor-
tunities. However, one of the greatest advantages in de-
sign reviewing as well as in the individual design work 
was the increased understanding for the overall design. 
The design teams could, interactively, in a virtual envi-
ronment, explore different alternatives by predicting, un-
derstanding and evaluating the impact on the project as a 
whole in order to come up with the best solutions for the 
client. Besides making it easier to make crucial decisions; 
the VR models have also involved the client in the every-

day design work. The use of VR enabled the client to col-
lect opinions from a wider audience, such as the plant 
operating and maintenance staff. There are several exam-
ples in the MK3 project where the VR models have been 
used to facilitate the client’s decision-making in the de-
sign process. For example, due of the tight time schedule, 
the client and the different design teams needed to take 
quick internal decisions often without consulting the other 
design teams on a regular design review meeting. The VR 
models have helped them to better understand the multi-
disciplinary consequences of a decision. From the client's 
perspective, the impact of the decision on the manufactur-
ing processes has the highest priority. All other decisions 
regarding for example construction, HVAC, et cetera, are 
of subordinate significance. Therefore, when the client 
had chosen the plant process and the machinery to pro-
duce the required capacity, the spatial needs could be de-
fined. These needs were described to the construction 
design teams using a VR model of the plant process de-
sign. The design teams could then begin to plan the layout 
of the construction and select technical solutions to be 
discussed, followed up and evaluated in the succeeding 
design review meetings. 
The interviewees concluded that one of the major benefits 
in the design was the increased level of understanding; 
especially within areas outside the scope of their own 
profession, or to quote one of the design managers: “I was 
skeptical at first but when I realized that by studying one 
VR model instead of spending time searching through 
piles of paper drawings could save me a lot of valuable 
time thus I could focus on what is important”. To illus-
trate his point, he mentioned how much easier it was to 
design the concrete foundations of the machinery when 
you get a clear picture from the VR model of how the 
mounting frames were designed. Using VR models was 
also considered especially valuable for: providing data to 
the clients’ investment-decision; in the conceptual design 
of the plant layout; in the detailed design phase and for 
speeding up the CE-marking of the plant. 
A number of VR models were also produced that showed 
the general phases of the project during construction in 
order to support the scheduling process. These VR mod-
els, which we define as phase models, was accepted and 
considered useful by the planners. However, it was noted 
by the planners that the phase models are limited in the 
sense that they are only approximate representations of a 
certain state in the construction process, without a direct 
link to the project schedule. The following examples illus-
trate the use of VR in the planning of the work: 

- The design models are complex as they involve many 
different disciplines and complex geometries. For ex-
ample, almost all conveyor belts in the bailing section 
are sloping away in different directions, often crossing 
and connecting to parts of the plant that are designed 
by several other suppliers and designers. VR models 
could certify constructability and order of assembly. 
Moreover, VR models have been used in advance to 
identify critical areas or parts of the plant and have 
used that information in order to speed up the CE-
marking process.  

- The construction space is limited, e.g. the work often 
involves about many different suppliers and contrac-
tors at the same time, in the same area. For example, 
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assuring that the pipe-installation will not be clustered 
together in cramped spaces without space for mainte-
nance VR models was used to plan and coordinate the 
site activities and assure future access.  

- Construction time is limited and requires from all in-
volved contractors and suppliers to work with several 
crews at the same time. Using VR models have facili-
tated a concurrent approach and helped reducing lead 
time (from investment decision to start of production) 
to two years.  

- VR models were used to support planning and deci-
sion-making of prefabrication. For example, to speed 
up the production it was decided that larger parts of 
the belt conveyor system could be assembled off-site 
after it was checked in the VR model that these preas-
sembled belt conveyor parts could safely be lifted in 
the plant.  

According to the planners, the biggest value from using 
VR models was obtained from including the setting-out 
grid (created as “VR solids”) in the VR models. The set-
ting-out grid provided the planning teams reference posi-
tions from where distances to the construction parts could 
be measured. This created a common frame of reference 
and a better spatial understanding. The VR models also 
facilitated the structuring and handling of the massive 
amount of information in the planning process. This took 
some of the work load off the planners. 
 
 
6 DISCUSSIONS 

6.1 The Centralhuset case study 

The aim of the questionnaire study was to investigate the 
way work force at a large building site experienced and 
assessed the VR model as well as the intended use for 
information purposes. The VR model focused primarily 
on the supporting structure, the foundations and the pre-
fabricated floor components of the building. We expected 
that some of the occupational groups could have more use 
for the model than other groups. Therefore, we endeav-
ored to perfect the original version of the VR model to 
make it as suitable as possible for all the occupational 
groups involved.  
In the questionnaire, three objective personal characteris-
tics of the participants; age, occupation and computer 
skills, were determined. Only some relationships between 
these characteristics and the views or attitudes that the 
participants expressed in their responses could be found; 
e.g. younger respondents with higher computer skills 
were slightly more positive to VR and all architects liked 
the idea to communicate their work using VR models. 
Although the construction workers were the group whose 
computer skills were most limited, they were particularly 
positive in their assessment of the advantages of using VR 
in the construction process. The fact that they receive 
information largely from 2D CAD drawings and personal 
communication may well have contributed to the positive 
attitude to new and richer forms of communication media. 
Although we did not perform any significance tests, the 
reasonably high mean values combined with low standard 
deviations obtained for most of the test items relating to 
the participants’ attitudes and assessments, indicates a 

high degree of consensus. This gives a strong indication 
of the conclusions drawn. 
 
6.2  The MK3 case study 

According to the interviewees, the use of VR facilitated 
the concurrent design process; especially in the design 
coordination process, the design review process and the 
capturing of client requirements on the final design, and 
to some extend the planning process. By comparison to 
the traditionally-used 2D and document-based working 
methods both designers and planners states that they have 
obtained a higher degree of spatial understanding and a 
better understanding of how and when the construction is 
going to be built. As a result, they have been able to 
evaluate different solutions and better understand the fu-
ture consequences of a decision. A rough estimate based 
on previous experience from a similar project using 2D 
drawings by the design coordinator showed that the cost 
of using VR is much less compared with the savings in 
design coordination alone once the design is made in 3D. 
The staff devoted to design coordination was halved 
(from 15 to 7 designers) compared to the 2D design pro-
ject. Still, the quality of the design coordination was 
deemed to be higher in the MK3 project.  
The VR models were accepted and considered reliable 
largely because they directly origin from the different 3D 
CAD models. However, although the planners considered 
the VR models to be reliable and also well-structured 
most of the planning work was done using traditional 
methods. The two main reasons for this are believed to be 
that the traditional way of working is still firmly estab-
lished and that the “right” VR models often were inacces-
sible when much of the planning work was conducted. 
There was simply not enough time to produce and present 
production adapted VR models to the planning team.  
Neither realistic VR models (lighting, texture, et cetera) 
nor the experience of presence was considered to be es-
sential for designing and planning. Computer monitors 
and projectors (2D) were believed to be sufficient for the 
VR presentations. According to the client most value has 
been derived in the use of VR as a decision support in the 
conceptual design of the plant layout and in detecting 
collisions in the detailed design phase. 
 
 
7 CONCLUSIONS 

Focusing on two case studies – two construction projects 
– made it possible to go into depth when investigating the 
use of VR models in large construction projects. How-
ever, it should be noted that conclusions drawn should be 
interpreted in regard to this limited scope. 
The results of study 1 indicate that there is a need to im-
prove the information flow at building sites. The useful-
ness of technical aids, such as VR, appears to be obvious. 
Indications that can inhibit integration of VR into the 
building process were also found in limited technical 
knowledge and financial considerations. The present pro-
cedure of distributing information by means of 2D CAD 
drawings is ineffective. Moreover, designing in 2D rather 
than directly in 3D considerably increases the cost of pro-
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ducing a VR model. Additional comments also revealed 
that it is important to inspire and give confidence in new 
aids, such as VR models. Otherwise, there is always a risk 
for a low utilization ratio. 
The results of the study 2 indicate that client and the great 
majority of the designers and planners accepted and were 
positive about using VR models as a tool for improving 
information handling in the MK3 project. The usefulness 
in both the design and planning process was acknowl-
edged. In the beginning of the project both fascination 
and skepticism over the VR technology was noted which 
was thought to influence the acceptance and credibility of 
the VR models. However, these symptoms quickly van-
ished when the use of VR models become a natural part in 
the daily work. Also, several respondents argued that the 
use of VR will probably increase in future project and that 
more built-in intelligence in the VR model will extend its 
use in designing, planning and process simulation. 
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ENVISIONING THE FUTURE: BUILT, NATURAL AND DIGITAL ENVIRONMENTS 
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ABSTRACT: The paper will discuss how the forces and opportunities of change strongly related to the evolution of 
computer model-based design and construction are not only driving progress in Civil and Environmental Engineering 
(CEE) through a transition process but promise to advance the state of the profession through the emergence of com-
pletely new paradigms. Computer model-based design and construction will not only deal with the utilization of new 
tools to improve existing work processes, but with the emergence of completely new ways of doing things which will 
have to be designed, invented or discovered. 
The paper introduces the Digital Reality, The Digital Built Environment and The Digital World concepts and summa-
rizes how we make and use the built, natural and digital environments and how they interrelate. The paper also envi-
sions actions that shall promote the extension of current research contributions by strengthening the overlap of re-
search and teaching with computer, social and management sciences in order to address the scientific, engineering, 
economic, social and political aspects about how we design, build and operate the built, natural and digital environ-
ments and how to make their intelligent and sustainable use possible in an integrated comprehensive way. 
 
 
1 INTRODUCTION 

Construction Industry could be described as an activity 
that presents high levels of effectiveness, but low levels 
of efficiency. The built environment around us is the best 
evidence of the effectiveness of the construction industry. 
From the houses we live in and the offices and factories 
we work in, to the roads, railroads and bridges we drive 
on, and from the waterworks that keep us dry, to the gas, 
water, electricity and communication systems that com-
fort our lives, these finished construction projects testify 
every day about how through the times the different 
stakeholders participating in their conception, design and 
construction have achieved the goal of bringing the di-
verse constructed assets that form the built environment, 
satisfying the demands that communities of users place on 
them. 
The efficiency involved in the construction of the built 
environment, is however something that has been impor-
tantly questioned by several academics as well as practi-
tioners, especially in the last decades when every time 
more formal efforts to measure it have been developed. 
Taking the UK as an example, several reviews of the con-
struction industry (Latham 1995 and Egan 1998, 2002) 
over the past ten years have challenged the industry to 
improve its efficiency as well as the quality of its output. 
Similar discussions and initiatives can be found in other 
countries than the UK. In USA, for example, while pro-
ductivity continues to grow in most other sectors of the 
economy (manufacturing, finance, retail trade, and ser-
vices) between 1968 and 1978, it was falling in construc-
tion (Allen, 1985). 

This effectiveness-efficiency dilemma becomes more 
relevant as we progress into the 21st Century, and the con-
struction industry faces an increase of the complexity of 
construction projects in terms of quality, functions, devel-
opment processes and technical achievements and conse-
quently its changing perception of interests and values. 
In order to cope with this increased complexity, the con-
struction industry is adopting (or developing) new tech-
niques and technologies in the field of management, or-
ganization, collaboration, systems engineering, manufac-
turing and Information Technology. These new tech-
niques and methodologies mean that we have to carefully 
consider not only how to implement appropriate man-
agement knowledge to address these techniques and 
methodologies, but also how the industry is structured and 
operates, and how it will respond to the risks and unpre-
dictability in the new environments posed by forces of 
change. 
When referring to Information Technology in Construc-
tion, these forces of change are strongly related to the 
evolution of computer model-based design and construc-
tion. Research about these approaches deal not only with 
the utilization of new tools to improve existing work 
processes, but with the emergence of completely new 
ways of doing things that will have to be designed, in-
vented or discovered. 
This paper presents ideas mainly labeled in three concepts 
(The Digital Reality, The Digital Built Environment and 
The Digital World) presented as what could be medium to 
long term research evolution about computer model-based 
design and construction. If we think that change is impos-
sible we will not take charge of the future. This paper 



 476

                                                

tries to envision the future and the changes that will come 
so that we can be aware and take charge of the future in 
the specific area of Information Technology in the con-
struction industry. 
 
 
2 CHANGES IN THE DESIGN AND CONSTRUC-

TION PROCESSES 

Engineering firms devoted to the design of medium and 
large industrial projects lead a different way of doing 
things in design with more than two decades using digital 
product-modeling design tools and work processes. Sys-
tems like Integraph’s PDS® (Plant Design System1) or 
AVEVA’s PDMS (Plant Design Management System2) 
have led large engineering and construction contractors 
not only to change processes by putting some new tech-
nology to work, but the culture and leadership of organi-
zations have been transformed and reinvented to fit with 
the irruption of these systems. In recent years new com-
puter model-based capabilities has extended to demand 
from more sectors of the construction industry (e.g. 
Building Industry) the rising and formalization of new 
design methods and concepts, reconfiguration of supply 
chains, and the reaction of construction professionals and 
organizations to these new approaches. Building Informa-
tion Modeling (Autodesk, 2002) Virtual Design and Con-
struction (Fischer, 2006) and nD Modeling (Aouad et al, 
2007) are examples of approaches that are leading per-
formed-based design supported by product models to be-
come the state-of-the art practice in building and design 
of all types of construction projects. Construction profes-
sionals are also increasingly taking advantage and con-
tributing to the model-based design of facilities and their 
development processes and organizations (Fischer, 2006). 
In the ongoing quest to improve project planning and an-
ticipate field problems before they occur, a growing num-
ber of construction professionals are using computer 
technology to build projects digitally before actual con-
struction begins (Roe, 2002). 
These changes occurring in the construction industry are 
decreasing the prevalence of the traditional document-
based practice in many aspects of the design and con-
struction work processes of construction projects. This is 
occurring not only in the automation of how things are 
carried out, but in the emergence of new ways of doing 
things that involve changing the relationship between 
many fundamental aspects of how and when construction 
projects stakeholders participate in the different stages of 
the projects, their relationship with the space in which 
their work is carried out, and the nature of the knowledge 
they use. 
 
 
 
 
 

 
1 http://www.intergraph.com/pds/ 
2  http://www.aveva.com/products_services_aveva_plant_pdms.php 

3 THE DIGITAL REALITY 

The rapid advances in computing will allow, in the near 
future, not only the creation of virtual representations of 
construction projects, but indeed construction projects 
will ‘exist’ in computers like a Digital Reality (Risch-
moller et al, 2000). According to traditional rationalistic 
philosophy, the difference between “reality” and our un-
derstanding of that reality is not an issue, because it 
claims that there exists a rather simple mapping between 
the two. Our ability to act intelligently in the world 
around us is due to the mental images or representations 
of the real world around us that we have in our minds 
(Rischmoller, 2000). 
The Aerospace industry has succeeded in transforming 
the real world that exists in the form of paper, in engi-
neers’ minds, and in computer files into a visually avail-
able digital reality representation in a computer. The Boe-
ing 777, is for example, referred to by the Boeing Com-
pany as the first paperless aircraft in the sense that it was 
purely defined in a digital form before the start of con-
struction (Onarheim, 1999). 
Virtual Reality (VR) and CAD environments are the most 
common tools used to produce sophisticated visual infor-
mation displays of 3D Product models in a digital form 
within the construction industry. However, if prizes were 
awarded for best oxymoron, virtual reality would cer-
tainly be a winner (Negroponte, 1995). Virtual as oppo-
site to Reality states a big contradiction of both words 
together. “Walkthroughs” into a 3D CAD model produces 
a sense of “being there”, even without using electronic 
glasses and gloves, typical common devices of virtual 
reality technology. 3D Visualization as the most obvious 
advanced capability of CAD products has been identified 
by CAD vendors as the competitive edge that will provide 
more share of existing CAD market. The level of detail 
and realistic views that 3D product models that can be 
achieved by using Computer Advanced Visualization 
Tools (CAVT), and that will be achieved in the near fu-
ture, lead us to state that 3D Product models are no longer 
just a representation of what will be constructed in the 
future, but they are instead a digital form that we will call 
the Digital Reality (Rischmoller et al, 2000). 
The naming of the Digital Reality has more than seman-
tics implications. The process of design varies from trying 
to replicate the future by representing it with the use of 
computers to a transformation of a digital reality in a new 
process of refining it. This new approach is developed 
concurrently in a common, collaborative and multidisci-
plinary digital dimension, pursuing an optimum and con-
structable design. The digital reality is in this way dy-
namic, unlike a 3D product model, which is static. Wide-
spread use of CAVT allow us to envision the result of the 
design stage as not only geometric information in 3D 
models, but also in complete construction planning and 
scheduling visualization models, i.e. represented in com-
plete 4D+X (X = time, cost, etc.) Models, which may 
include scope and cost beside time (Staub and Fischer, 
1999). So digital reality spoken in two words, represents 
to the construction industry the foundation over which 
completely new paradigms for the design and construc-
tion processes could emerge, transforming the way 
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AEC/EPC projects are developed even today with the 
“widespread” use of information technologies. 
 
 
4 CONSTRUCTING DIGITAL REALITIES 

Designers will develop digital realities and contractors 
will need to construct these digital realities, both of which 
can be done digitally before going to the job site. Fur-
thermore, CAVT is evolving toward easier and faster 
simulation, as well as construction of the Digital Reality, 
within the computer, and even outside it with devices like 
the workbench response table at Stanford University (Koo 
and Fischer 1998). 
The construction industry relies on processes, of varying 
complexity to accomplish every task with which it is re-
lated. These processes are the means that allow the trans-
formation of abstract information into a physical reality, 
which is the goal of a construction project. Simulations 
have been used widely to represent construction industry 
processes. In general, simulation refers to the approxima-
tion of a system with an abstract model in order to per-
form studies which will help predict the behavior of the 
actual system (Alciatore et al, 1991). A previous model-
ing effort is essential to develop any simulation task. 
Model development efforts must invariably consider the 
general modeling technologies upon which new models 
will be based (Froese et al, 1996). 
Within the computer graphics and visualization context, 
in the last few years 3D modeling has reached a high level 
of development in the AEC/EPC industry, specially in the 
Plant Design industry where 3D and shaded models have 
become an inherent part of any design. Currently avail-
able CAVT provide the most advanced technologies to 
visually model the construction process, by allowing the 
development of 4D models. However, despite its avail-
ability, this advanced CAVT feature has not been widely 
implemented yet in AEC projects. Constructing digital 
realities digitally before, during and after construction 
projects are designed and materialized shall narrow the 
degree of uncertainty existing in the past at the job site. 
Construction management tasks shall be transformed so 
as to have no resemblance to anything we know today. 
The Digital Reality will not only alter what happens at the 
jobsite, but shall alter dramatically how we currently deal 
with construction projects. Creating a Digital Reality in-
stead of designing a project, and constructing projects 
digitally into the computer before going to the jobsite will 
redefine the current large-scale integration of design, con-
struction, and other facility lifecycle concerns which will 
not happen only largely in the minds of professionals and 
may therefore be slow, incomplete, inconsistent, and error 
prone, but will occur in new digital environments. 
Some of the changes envisioned due to the availability of 
construction projects as Digital Realities will be related 
to: (1) Stakeholder requirements and multi-disciplinary 
decision-making available at the forefront and visible; (2) 
facilitation of the recognition of life-cycle costs over 
short-term economics savings; (3) new design and con-
struction methods that will naturally go beyond functional 
needs, cost effectiveness, and life-safety protection to 
include the natural and social environment as stakeholders 

of equal importance; and (4) new design and construction 
work processes that will meet project objectives and ex-
tend methods and tools to include social and environ-
mental concerns and embrace and integrate multidiscipli-
nary, multi-stakeholder interests to make the construction 
phase more sustainable. 
 
 
5 THE DIGITAL BUILT ENVIRONMENT 

Each construction project combines concerns and infor-
mation from professional and other project stakeholders, 
lifecycle project phases, and economic, environmental, 
and social contexts in unique ways that need to be inte-
grated for its successful realization (Fischer, 2006). As we 
progress into the 21st century the increasing complexity of 
construction projects (in terms of quality, functions, de-
velopment processes and technical achievements) is being 
coped adopting (or developing) new techniques and tech-
nologies in the field of management, organization, col-
laboration, systems engineering, and Information Tech-
nology. All these efforts are mainly oriented for tackling 
every construction project individually and are far from 
trying to undertake the relationships and interactions be-
tween the different projects that form the built environ-
ment. 
While the real built environment is made of several dis-
tinct kinds of construction projects, adding or grouping 
individual Digital Realities belonging to common geo-
graphical locations can lead to the “construction” of Digi-
tal Built Environments. However problems related to 
hardware and software compatibility and standardization, 
interoperability, work processes, cultural and economic 
aspects will have to be resolved before achieving the mas-
sive emergence of Digital Built Environments.  
Working with construction projects as individual Digital 
Realities shall contribute to have a new generation of 
economically efficient, performance-based and environ-
mentally sensitive individual facilities. However, working 
with groups of construction projects existing truly in real 
life but also ‘existing’ digitally (e.g. as built) within a 
computer shall contribute to the development of unex-
pected improvement of ways to simulate the creation, 
management, maintaining, and renewal of society’s infra-
structure within a Digital Built Environment, placing as-
sessment and design of the built environment more 
squarely in its social and environmental context through 
scientific, transparent analyses. 
The built environment forms a long-lasting, slowly evolv-
ing artifact with long term impacts, usually much longer 
than the initial brief, and linked to social, cultural and 
economic change, involving social, psychological and 
physical interaction between individuals, groups and con-
structed assets. In this sense the Digital Built Environ-
ment shall also unreel itself beyond short term design and 
construction goals to include the overlap of research and 
teaching with computer, social and management sciences 
in order to address the scientific, engineering, economic, 
social and political aspects about how we design, build 
and operate the built, natural and digital environments and 
how to make their intelligent and sustainable use possible 
in an integrated comprehensive way. 



The National Engineers Week Future City Competition3 
is a sample of “primitive” Digital Built Environments 
existing today. This competition asks middle-school stu-
dents, working in teams with a teacher and a volunteer 
engineer mentor, to create cities of tomorrow, first on 
computer and then in large tabletop models. These cities 
are created assembling a Digital Built Environment using 
SimCity4, a simulation and city-building personal com-
puter game, first released in 1989 and designed by Will 
Wright. In the game you can take on the roles of Mayor 
and City Planner as you design and build an entire city. A 
map can be chosen and then zone residential, commercial, 
and industrial areas. Roads and railways, police and fire 
stations, parks, stadiums, and more can be installed. And 
it also includes crime, pollution, fires, tornadoes, and 
other features to deal with, while you manage your town, 
restricted to keep a balanced budget.  
Activities different from construction are already using in 
real life situations what started as computer games. At the 
Faculty of Medicine, University of Calgary, for example 
3D and 4D Bioinformatics is being used to elucidate the 
causes of genetic disease using visual data exploration. 
These technologies are enabling them to analyze spatio-
temporal patterns in genomic data and model this data (as 
well as the effects of change in data) in a virtual reality 
atlas of the human body or virtual reality atlases of other 
organisms. This exciting initiative uses the world's first 
Java 3DTM-enabled CAVE® (CAVE Automated Virtual 
Environment - developed at the COE) as a visualization 
tool for Bioinformatics research and development. In con-
struction the media lab at Alborg University, Stanford 
University CIFE facilities, the Think Lab at the Univer-
sity of Salford and the Computer Analysis Visualization 
Environment (CAVE) already being used by the design-
build contractor Parsons Brinckerhoff (Sawyer, 2006) are 
clues that convert the Digital Built Environment concept 
from not only merely speculative but a medium to long 
term reality in the construction industry. 

 
Figure 1. SimCity Digital Building Screenshot 
(http://simcity.ea.com/). 
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3  http://www.futurecity.org/home_intro.shtm 
4  http://simcity.ea.com/ 

6 THE DIGITAL WORLD 

It is expected that in the future age of Petabytes and Yot-
tabytes and the next new generations of computing de-
vices, not only the Built Environment will be able to be 
constructed digitally. Both the natural and built environ-
ment will ‘exist’ into a Digital World that will allow hu-
mans to improve providing the necessities for human life 
and civil societies, including energy, shelter, food, water, 
and air, and the infrastructure for commerce in more effi-
cient and renewable ways than today. The Digital World 
will help to address the scientific, engineering, economic, 
social, and political aspects in an integrated and compre-
hensive way, sustaining the environment and the natural 
cycles of which life depends. 
In a Digital World not only built but also natural envi-
ronments will be considered. With the currently available 
computing technology, not just physical structures, but 
also landscaping elements such as trees, foliage and water 
(which are still quite rudimentary and do not convey a 
real-world feel) are part of alternate virtual reality worlds 
(e.g. Second Life, www.secondlife.com) where more and 
more people have a second “life” in Internet. Objects can 
be imbued with physical properties so they respond to 
gravity, inertia, propulsion and wind from the weather 
system in second life virtual reality worlds (Khemlani, 
2007). 
Second Life, a 3-D virtual world entirely built and owned 
by its residents which was opened in 2003 and has grown 
explosively to reach a total of 6,647,675 people from 
around the globe inhabiting its digital and “natural” envi-
ronments is a sample and a trace of the advances that will 
come when construction projects stakeholders’ developers 
become interested in create or participate in these digital 
environments not only from a leisure but from a profes-
sional perspective. For example, collaborative creation, 
where the same set of objects can be constructed with 
several other users, at different times or simultaneously 
are existing functionalities in virtual reality worlds over 
the Internet that are being exploited only for leisure by 
common people around the world. These and other func-
tionalities related not only to artificial but also to natural 
environments “existing” digitally into a Digital World 
will surely alter dramatically the way humanity address 
scientific, engineering, economic, social, and political 
aspects, sustaining the environment and the natural cycles 
of which life depends. 
 
 
7 USING BUILT, NATURAL AND DIGITAL ENVI-

RONMENTS 

In construction, the ultimate ‘proof’ of the value and 
soundness of a formalized concept or method is in its ap-
plication in practice (Fischer, 2006). In this sense, con-
struction sites and project offices should be the better re-
search laboratories where new methods, concepts and 
knowledge should be proved. It is well know, however, 
that the rush and problem solving nature of the work at 
construction sites makes them hostile environments to 
carry out formal and ideal research projects where par-
ticular factors can be isolated to study their effect in pro-



ject outcomes. Digital Realities, Digital Built Environ-
ments and Digital Worlds massively available shall lead 
to overcome these limitations, impacting in how research 
in construction is carried out today.  

 
Figure 2. Second Life Online Digital World 
(www.secondlife.com). 
 
This impact could for example, finally lead to the end of 
the era of drawings as the main medium of storage and 
communication of construction industry information due 
to new ways to carry out design, build and operation of 
construction industry projects based in the interactions 
(e.g. simulations) among built, natural and digital envi-
ronments. Another impact could be related with objects 
that, in reality, are interconnected by nature making it 
difficult to manipulate them once they are placed. These 
objects could replaced by objects in digital environments 
connected in models developed by experts, where they 
could be manipulated in ways that are not common today, 
extending current research contributions. Digital envi-
ronments shall promote the development and application 
of research thinking within construction projects envi-
ronments, linking industry and academia, and transform-
ing ideas and information from research into practical 
solutions, contributing to research, education and prac-
tices that will produce new technologies, methods and 
leaders needed to create a truly sustainable, global built 
environment. 
Digital environments could lead research and practice to 
go beyond current underlying assumptions and expose 
them to broadly based critical scrutiny. The built envi-
ronment continues to be fragmented, under-resourced and 
explored from the limited perspectives of individual dis-
ciplines or interest groups within the construction / prop-
erty industry. Using built, natural and digital environ-
ments shall contribute to reverse or diminish these prob-
lems dramatically. 
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8 CONCLUSIONS 

According to Alvin Toffler (2006), much like during the 
industrial revolution, we are transforming again the way 
in which human beings work, play and think. The con-
struction industry, even lagging behind the rest of most of 
the industries, is not unaware of the forces and opportuni-
ties of change leading this transformation. The Digital 
Reality, Digital Built Environment and Digital World 
concepts introduced in this paper constitute an important 
part of the forces and opportunities of change driving 
progress in Civil and Environmental Engineering not only 
through a transition process, but that promise to advance 
the state of profession through emerging new paradigms. 
It seems that there are larger amounts of people and insti-
tutions that are grappling with the same overall concepts 
and ideas presented in this paper than in the past. Added 
to this is the existence ever increasing of power-users 
rolling ever larger amounts of data into digital design and 
construction models who are finding that getting the right 
data at the right level of detail, and presenting it well-
purposed for the task at hand is the key to gaining value 
in implementation in large and small construction projects 
(Sawyer, 2006). These trends are clues that make us envi-
sion that the digital reality, digital built environment and 
the digital world concepts presented in this paper are 
more than mere speculation, but a plausible medium to 
long term reality.  
When information becomes more than just support, the 
logic that regulates production and goods interchange 
does not apply anymore (Toffler, 2006). It is clear that the 
digital reality, digital built environment and digital world 
concepts described in this paper go beyond acting merely 
as support in construction, but promote a greater unity 
and more rapid renewal of relevant broadly based ex-
planatory frameworks related to the built environment, 
providing new insights and understanding for application 
in practice, education, and policy development. 
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IMPROVING THE PERFORMANCE AND RELIABILITY OF CONSTRUCTION SUPPLY 
CHAIN USING SIMULATION: A CASE STUDY FOR DOORSETS MANUFACTURING           
-DOORSSIM- 

Nashwan Dawood, Ammar Al-Bazi 
Centre for Construction Innovation Research, School of Science and Technology, University of Teesside, Middles-
brough, UK 

ABSTRACT: Successful supply chain management calls for robust supply chain design and evaluation tools. In adition, 
a set of performance and reliability measurement tools are strongly needed to evaluate the overall supply chain effec-
tiveness. 
Simulation is a widely used technique for modelling manufacturing and other types of complex systems. A literature 
review reveals that there are only few studies on determining the bottleneck in supply chain and in particular, product 
components like doorsets.  
The objective of this ongoing research is to determine the impact of various operating conditions on the performance of 
the doorsets manufacturing system in order to capture some Key Performance Indicators (KPI’s) and bottlenecks 
within the production cycle. A case study is implemented in the doorsets manufacturing industry.  
The ultimate objective of this research is to develop a doorsets simulation model to evaluate the production perform-
ance and reliability of the manufacturing processes.  
Process mapping methodology (IDEF0) has been used as an effective tool for process modelling purposes. A detailed 
level simulation model of the doorsets manufacturing (DOORSSIM) is developed to answer questions related to effects 
of the various operating conditions on the productivity performance of the job-shop.  
This simulation model, provide details about the dynamic of the operations and functioned as a convenient “what if” 
evaluator of proposed operational changes. 
KEYWORDS: process mapping, simulation modelling, job-shop, performance measurement. 
 
 
1 INTRODUCTION 
 

Supply chain management is a process of integrating sup-
pliers, manufacturer, warehouse, and retailers, so that 
finished products are delivered at the sufficient quantities, 
required qualities, and at the right time (on due date), 
while minimizing costs or wastages, as well as satisfying 
other customer requirements. 
One of the tools, which permit the evaluation of supply 
chain operating performance prior to the implementation 
of a supply chain, is simulation. (Yoon and Makatsoris 
2001) 
Process modelling and simulation are commonly used 
tools in manufacturing process supply chains improve-
ments and their uses as bottlenecks diagnostic and an im-
provement tools are still more important and profitable. 
Simulation provides the capability to evaluate perform-
ance of a system operating under current or proposed con-
figurations, policies, and procedures. It is very applicable 
to evaluation of strategic and operational level plans for 
supply chains. It is especially useful for exploring the 
viability of a supply chain before beginning production. 

Many examples could be found in the literature where the 
use of simulation in the manufacturing industry is re-
ported. 
The doorsets manufacturing industry is facing serious 
economic and technical problems that are limiting its 
profitability and growth and therefore was selected for 
this research. The increasing cost of doorsets components 
along with labor intensive manufacturing methods have 
pushed manufacturing costs close to unprofitable levels. 
If the industry is to survive and grow under such pressure, 
it must be able to recognise and solve some fundamental 
manufacturing problems such as satisfying delivery 
commitments on the predefined due date. 
As one of the goals of a system is to process a large num-
ber of different products effectively and efficiently in a 
given time, the throughput is of significant economic con-
cern. 
The throughput of all systems is limited by the capacity of 
the different machines and depending on the nature of the 
system; some machines may affect the overall throughput 
more than other machines. Usually, the limitations of the 
system can be traced to the limitations of one or two ma-
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chines, commonly called constraints or bottlenecks. 
(Christoph, et al 2006) 
To detect bottlenecks in the doorsets manufacturing in-
dustry, several innovative technologies could be adopted 
to investigate more alternatives and choose the best one. 
These technologies might be included, using high capac-
ity machines and other improvement techniques such as 
adopting different loading rules, which have been suc-
cessfully employed in other manufacturing industries, and 
have also been proposed in this study for improving the 
performance of the doorsets manufacturing industry. 
Computer simulation is an ideal tool for analyzing the 
manufacturing systems. Using computer simulation, al-
ternate processing technologies under different opera-
tional circumstances can be thoroughly studied before 
their costly introduction into a real manufacturing system. 
Section 1 introduces the topic and the context of the pro-
ject. Section 2 demonstrates some literatures concerning 
this field. Section 3 presents the definition of the problem 
being studied. Section 4 presents the description of the 
doorsets manufacturing system, which refers to doors as 
one of the joinery products. Section 5 addresses the ap-
proaches and techniques used for developing of the simu-
lation model and demonstrates how simulation can be 
applied to analyze doors manufacturing processes. Sec-
tion 7 presents some results obtained by running the 
DOORSSIM model with full analysis and interpretations 
for the potential improvements, followed by a conclusion 
of the paper in section 8. 
 
 
2 LITERETURE REVIEW 

There are a number of relevant research projects on the 
utilisation of simulation to improve the performance of 
wooden products manufacturing systems. Felipe and Jose 
2004, presents a discrete event simulation model of saw-
mill machines. The model was constructed in order to 
perform a bottlenecks analysis of the wood process and to 
proposed many alternatives that would yield an improve-
ment in the process productivity. 
Robert and Christopher 2000, presents an advanced simu-
lation model for the furniture manufacturing to satisfy the 
following objectives: (1) Determination of staffing level 
in a machining cell (2) Determination of batch sizes and 
perform a line-balancing act between multiple machine 
cells and (3) Determination of buffer sizes at the major 
staging areas. Many performance measures are collected 
by the ProModel output database include: Buffer Levels 
Over Time, Operator Utilisation , and Cycle Times of 
Each Unit. 
Timothy 1997 discussed two types of simulation pro-
grams in lumber processing; one type is Process Simula-
tion program, which determines the best way to manufac-
ture rough dimension parts from lumber. The other simu-
lation program is Flow Simulation, which allows the user 
to try out different plant layout scenarios as well as engi-
neer a plant prior to construction. 
These programs allow users to address the many “what-
if” questions that arise in the design and the everyday 
operation of rough mills and the performance indicators 

for these programs were (1) Yield (2) Throughput (3) 
Resource Utilisation. 
Kline, et al 1992, describes a simulation modelling proce-
dures applied to wood products manufacturing system 
(example on furniture “hardwood” roughmill system) in 
order to effectively provide timely information and assist 
in making effective management decisions for wood 
products manufacturing systems. Ultimately, the simula-
tion model was used to compare and test alternate man-
agement decisions, the outputs includes mill throughput, 
operation expense, inventory levels, processing effi-
ciency, and material flow delays due to the processing 
bottlenecks. 
Major conclusion from the theory reveals that there are 
more needs to use simulation as a tool for improving the 
performance of wooden doors manufacturing supply 
chains. 
The next section will define the faced problems in such 
industry and other related project goals.  
 
 
3 PROBLEM DEFINITION  

The doorsets manufacturing industry suffer from inability 
to satisfy customer’s demand in terms of achieving orders 
on due dates for many reasons. One of the most common 
reasons is the production flow, which might become slow 
or not ideal due to high queues in the Work In Progress 
(WIP) areas. Reasons for this can be using either low per-
formance machines, limited capacitated machines, or 
adopting not appropriate loading rules. 
The overall goal of this research is to develop a simula-
tion model that can effectively provide a Decision Sup-
port System (DSS) that could assist in making effective 
management decisions such as using better processing 
equipment technology, adopting appropriate loading rules 
and other managerial decisions for doorsets manufactur-
ing systems. 
The project goals were as follows: 

1. Design a process mapping for the doorsets manufac-
turing in order to capture the hierarchal structure of 
such industry or to understand the production flow.  

2. Design of a detailed simulation modelling procedures 
applied to doorsets products manufacturing systems.  

3. Improve the performance and reliability of the door-
sets manufacturing supply chain using the developed 
simulation model.  

4. Identification of areas that potentially limits the ability 
of the supply chain (bottlenecks).  

5. Evaluation of the proposed supply chain configura-
tions.  

 
 
4 DESCRIPTION OF THE DOORS MANUFACTUR-

ING SYSTEM 

Manufacturing of joinery product elements is essentially 
performed in a job shop environment. That is, each door 
produced may be different from all other doors depending 
on the order type. The manufacture of joinery products; 



Quality Control System (QCS) is also used at the assem-
bly area in order to refurbish the defective doors before 
assembling and dispatching them.  

parts are processed by different processing machines. 
(Five processing machines) 
The production plan deals with each of the elements of 
manufactured joinery through the seven key stages in the 
manufacturing process. (Figure 1 shows the doors manu-
facturing stages) 

Despite door types variety (possibly in the scale of hun-
dreds), we focus in our research on the production of 
some common produced types (Laminate, Painted, and 
Veneer doors) and analyze quality and productivity issues 
for that final product. 

 

The purpose of building IDEF0 functional model is to 
enable a better understanding of the complex activities 
involved in developing a doorsets manufacturing system, 
This, developed model focuses only on developing a 
doors manufacturing system as partial modelling re-
quirements. (Figure 2 depicts the top level of the general 
process plan) 
 
 
5 SIMULATION MODELLING DEVELOPMENT 

TOOLS 

Simulation modelling has been actively applied in indus-
try or performance context. In the context of the topic of 
this paper, there has been limited work in the area of us-
ing simulation to evaluate supply chains performance of 
the doorsets manufacturing industry. 
The simulation model is developed to be completely data 
driven. This allows the simulation model to be a generic 
doorsets supply chain simulator. While a number of capa-
bilities will have to be developed in the simulator to be 
truly generic, the intention was to build a basic set of ca-
pabilities that can be data driven. Figure 1. The doors manufacturing process sequences. 
We constructed a simulation model of doorsets manufac-
turing using ARENA, a simulation software tool. In order 
to have a better understanding of the complex activities 
involved in such an industry besides some modelling fa-
cilities, IDEF0 functional model has been developed as a 
tool to assist the simulation modelling process.( Figure 2 
depicts the top level of the general process plan)  

 
In figure 1, by depending on orders’ types, a number of 
processing areas might be revisited by the same order. For 
instance, veneer doors may have to visit the Lacquer ma-
chine twice to have the required layers of lacquer. 
Each type of doors has different process flow route and 
different assembly sequence. Therefore, the flow in this 
manufacturing system was extremely complex.  
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Figure 2. General Process Plan. 



This developed model focuses only on doors manufactur-
ing system as a partial modelling requirement.  
Figure 3 shows a screenshot of the developed DOORS-
SIM supply chain simulation model with it’s production 
control unit. The flow of materials is from left to right on 
the screen.  

 
Figure 3. Snapshot for the developed simulation model DOORS-
SIM. 
 
The Object-Oriented Programming (OOP) is used to 
model all the manufacturing processes. Many model as-
sumptions were assumed while constructing this model, 
some of them are:  
 

1. Each order is processed by different process areas de-
pending on the order’s type. 

2. All machines can process only one order at a time.  
3. Each machine is not reliable and subject to failure but 

we did not consider failure factor in this study by con-
sidering the ideal status of machine only.  

4. Setup time process of the machines is considered in 
this model. (see figure 4) 

 
Figure 4. Snapshot of the setup process by using OOP. 

5. Any transportation time taken up by either conveyor 
or forklift is considered as a delay time.  

6. A 24-hour working period is adopted instead of a 
working shift system.  

 
The data for simulation model 
All information which are needed in DOORSSIM model 
were gathered using databases and doing on site data col-
lection are deterministic and then analyzed for inclusion 
into the model.  
Since machine processing time and setup times are avail-
able from the historical data, no source of randomness is 
associated to machines and the system could be modeled 

in a deterministic way in order to give us a realistic 
schedule. (Mark 1997). 
Model verification and validation 
The researcher carried out verification initially by watch-
ing the animation of the entities and using trace function 
to track entities through the system, this technique made it 
possible to ensure that entities were traveling to the 
proper location in accordance with the entity flow dia-
gram. In addition, to ensure that the model accurately 
reflected the data supplied and that it generated the out-
puts required by the conceptual model. Two separate in-
terviews are done, one with the production manager and 
other with a wider group of workers, to access the impact 
of the simulation on the users during the validation step. 
We performed the validation by comparing the theoretical 
value of cycle time from the dataset and the cycle time 
obtained from simulation. From this outcome, it could be 
proven that the model reflects sufficiently accurately the 
actual cycle time of the selected processes. 
Implementation 
Key outputs from the simulated performance were tracked 
to understand the behavior of the supply chain. The bot-
tlenecks in the flow were identified and associated capaci-
ties adjusted in consultation with the supervisors. The 
initial run of the simulation experiment with 15 orders 
(800 doors) has been done and the effects of the current 
available resources on the supply chain simulator per-
formance are identified. 
 

The initial run reveals that cutting machine and the heat-
ing system are having the highest utilisation 94% and 
83% respectively. The cutting machine will cause a huge 
bottleneck for the whole system because it is the first 
manufacturing stage, which will decide the delay time for 
other orders to be entered in the manufacturing system. 
M inimisation of bottlenecks 

 

In doorsets manufacturing, more competition and ever 
changing consumer demands, manufacturers are fre-
quently realising the necessity to reengineer their facility 
to satisfy the needs of many product groups and styles.  
 

Designing facilities that recognise the need for flexibility 
to reduce costs require a clear understanding of the inter-
dependent relationships naturally occurring in complex 
cellular manufacturing environments.  
 

Discrete Event Simulation Modelling is used to analyse 
and detect the reasons behind the aforementioned bottle-
necks to improve the ability of the supply chain to run in 
a more efficient workflow without any disturbance. 
 
 
6 RUNNING EXPERIMENTAL WORK  
 

The following scenarios will be considered after detecting 
the bottlenecks occurs in the doors supply chain in order 
to come up with some improvements, which might im-
prove the performance of the supply chain. 
1. Scenario1: Using different machines capacities such as 
current capacity, double capacity and high capacity. 
2. Scenario2: Using different loading rules such as First 
Come First Served (FCFS), Last Come First Served 
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(LCFS), Shortest Processing Time (SPT), Minimum Or-
ders to be processed firstly (Min Order), Earliest Due 
Dates (EDD). 
3. Scenario3: Scenario1+Scenario2 
By running the simulation model for each scenario and 
both together, the results of the effects of different scenar-
ios can be determined for the entire throughput time, 
number of tardy jobs and utilisation of the bottlenecked 
machines, which reveals the potential improvements that, 
might have, happened after tackling the bottleneck.  
Figure 5 shows the influence of using different cutting 
machine and heating system capacities on the total 
throughput time. 

The Effects of Adopting Different Machine Capacities on the Throughput Time 
Under Different Loading Rules 
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Figure 5. The effect of adopting different machine capacities on 
the throughput time under different loading rules. 
 
Figure 5 reveals that the Min Order rule shows minimum 
throughput time besides FCFS loading rule. At high ca-
pacity, the minimum throughput time is achieved for both 
Min Order and FCFS rules, the Min Order loading rule 
shows a better minimization of throughput time than the 
FCFS loading rule. (See figure 6)  

The Effects of Adopting Different Machine Capacities on the Tardy Jobs Under 
Different Loading Rules    
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Figure 6. The effect of adopting different machine capacities on 
the number of tardy jobs under different loading rules. 
 
The minimum number of tardy jobs is achieved by using 
EDD rule at high capacity.  
The second best loading rule is Min Order rule, which 
gives an acceptable number of tardy jobs, as opposed to 
other loading rules. Evaluating of machines utilisation 
under different loading rules have also been identified in 
order to detect the bottlenecks and to discover if there is a 
necessity for using high machine capacity or not. (Figures 
7-11 depicts the utilisation rates) 
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Figure 7. The effects of adopting FCFS on machines utilisation 
under various capacities. 
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Figure 8. The effects of adopting LCFS on machines utilisation 
under various capacities. 
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Figure 9. The effects of adopting SPT on machines utilisation 
under various capacities. 
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Figure 10. The effects of adopting Min Order on machines utili-
sation under various capacities. 
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Figure 11. The effects of adopting EDD on machines utilisation 
under various capacities. 
 
By adopting Min Order loading rule, maximum utilisation 
for the bottlenecked machines could be achieved as fol-
lows: 86% for the cutting machine, 52% for the CNC ma-
chine, 81% for the heating system, and 37% for the press-
ing machine. While the worst scenario occurred when 
applying the SPT rule as follows: 25%, 51%, 49%, and 
22% for CNC, cutting, heating, and pressing machines 
respectively under high capacity. 
 
 
7 ANALYSIS AND INTERPRETATION 

Simulation using DOORSSIM model for 15 orders with 
800 of different types of doors under different scenarios 
revealed a collection of notes, which needed to be inves-
tigated and interpreted in details as follows: 
 
 

(1) Throughput time 
Using of different machines capacities under various 
loading rules have greatly effects on the performance of 
the doors manufacturing supply chain by reducing signifi-
cantly the total throughput time as in the following table:  
Table 1. The throughput time yield by adopting various ma-
chines capacities under different loading rules. 

 
By subtracting, the throughput time, yielded by adopting 
the new capacity from the throughput time yielded by the 
old capacity adoption divided by the throughput time 
yielded by the same old adoption capacity, table 2 could 
be calculated which shows the trend and the percentage of 
the throughput time changing under various capacities. 

Table 2. The effects of adopting various machines capacities 
under different loading rules on the total throughput time. (“+” 
means increasing, “-“ means decreasing). 

 
For all loading rules, the significant reduction in the 
throughput time will be achieved by using high-
capacitated machines of both cutting and heating systems.  
Min Order rule will provide a minimum throughput time 
108.71 hr. under high-capacitated machines while the 
maximum throughput time is yielded by using SPT load-
ing rule under the current machine capacity 535.94 hr.  
Adopting high-capacitated machines instead of current 
used capacity will have a highly effect on the reduction of 
the total throughput time. (See, “Current High” shaded 
column, Table 2) 
(2) Number of tardy jobs 
The second performance indicator, which has been 
adopted, is the number of tardy jobs. Obviously, the per-
formance of the doors manufacturing supply chain could 
be improved by minimizing of number of tardy jobs to 
satisfy the commitments of delivering orders by their due 
date. 
Table 3. The effects of adopting various machines capacities 
under different loading rules on the number of tardy jobs. 

 
Table 3 shows that, by experimenting with all loading 
rules under different machines capacities, the significant 
reduction in Tardy jobs is obtained on the high capacity. 
EDD loading rule is providing the minimum number of 
tardy jobs by satisfying 14 jobs on their due date with 
throughput time equal to 125.81 hr. while the application 
of Min Order loading rule will give just only 2 tardy jobs 
with minimal throughput time equal to 108.71 hr. 
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(3) Machines utilisation  
As the third performance measurement criterion, machine 
utilisation will be considered as an important criterion 
that will be used to evaluate the performance of the doors 
supply chain simulator. 
The same procedure that is applied in calculating the 
trend and the percentage of the throughput time changing 
under various capacities will be applied in machine utili-
sation in order to detect the trend and the percentage of 
the bottlenecked machines utilisation improvements.  

Table 4. The effects of adopting various machines capacities 
under different loading rules on machines utilisation. (“+” 
means increasing, “-“ means decreasing) 

 
 
For the results given in table 4, we can conclude that for 
all the loading rules under high machine capacity, the 
pressing and CNC machines utilisation will be increased 
in order to improve the performance and reliability of the 
doors manufacturing supply chain. The best increment 
was achieved by adopting EDD loading rule under high 
capacity. 
The utilisation of pressing and CNC machines is in-
creased by overcoming the bottlenecks in both cutting and 
heating systems, i.e. the increased utilisation in both 
pressing and CNC machines are highly related to the flow 
work at cutting and heating machines.  
 
 
8 CONCLUSIONS 

This study underlined the value of the simulation for 
evaluation of the performance of doors manufacturing 
supply chain. In addition, it shows the effectiveness of 
adopting the double impact of the used loading rule and 
machine capacity on the performance of the doors supply 
chain. 
The simulation model DOORSSIM identified the bottle-
necks in both cutting machine and heating system and has 
showed the effects of those two machines on the work-
flow especially the cutting processes .  

The model is used to evaluate the performance of the 
doors supply chain under different operational conditions 
such as machine capacities and various loading rules. 
Both Cutting machine and the heating system have a sig-
nificant effect on the Pressing and CNC machine utilisa-
tion and on the workflow in general.  
The results have showed that the performance of doors 
supply chain could be improved by using of high capacity 
machines (in particular cutting and heating area) and 
adopting the right loading rule (Min order or EDD) in this 
type of manufacturing industry.  
 
 
9 FUTURE WORKS 

Some intelligence will be added to the current DOORS-
SIM model by developing an evolutionary metaheuristic 
searching methodology such as “Genetic Algorithms” 
integrated with our simulation-based planning and sched-
uling system in order to improve the performance of the 
Doorsets supply chain. This development enables to test 
more combinations and discover the effects of increasing 
other manufacturing machines capacities with additional 
loading rule on the performance of the current supply 
chain. 
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ABSTRACT: Execution planning of building projects is very time-consuming. A multitude of requirements such as local, 
technical and specific project ones have to be considered. This results in a wide choice of possible schedules including 
the assignment of employees and equipment. Often these different solutions are not sufficiently analysed in building 
industry. However, an in-depth investigation of different solutions is very useful not to overrun the projected costs and 
scheduled time. This paper focuses on using a constraint-based simulation model to detail construction tasks and their 
corresponding prerequisites such as constructional dependencies between tasks, necessary resources or availability of 
working space to execute a given task. Adjustable simulation components are developed to be combined to a thorough 
simulation model. By using the composed simulation model practical schedules can be generated and evaluated in 
terms of work flow organisation, utilisation of space and worker’s efficiency as well as process costs. 
KEYWORDS: constraint-based simulation, outfitting processes, construction schedules, resource assignment. 
 
 
1 INTRODUCTION 

The estimation of a successful building realisation is often 
linked to the project criteria quality, time and costs. Often 
it is not possible to find optimum solutions for all criteria. 
For example, an exceeding quality leads to higher costs as 
normal. Thus, a well-elaborated project organisation that 
focuses on a steady work flow and an efficient capacity 
utilisation is necessary to realise a building project suc-
cessfully. Hence, high competence and extensive project 
experience are essential. 
Currently, execution planning of outfitting processes is 
not sufficiently considered. In praxis, processes proceed 
uncoordinated. Consequently, outfitting processes are 
characterized by interferences and disturbances, and are 
planned independently without feedback to the responsi-
ble companies. This affects adversely the execution. Gen-
erally, outfitting processes are characterized by a great 
dependency among each other and different surrounding 
area requirements. These circumstances require an exten-
sive planning and coordination effort. 
The quantity of possible execution solutions is limited by 
requirements. These are, for example, constructional de-
pendencies between the execution work steps, the as-
signment of employees and equipment and the availability 
of working space to execute a given work step. If suffi-
cient working space is not available, workers’ productiv-
ity will be reduced, in consequence projected execution 
time and calculated costs will rise (e.g., Akinci et al. 
2002, Mallasi 2004). Also the local and specific project 
requirements must be carefully pointed out, because they 
might also reduce the quantity of possible execution solu-

tions. The application of simulation models is a promising 
approach to support the planners. 
This paper focuses on using a constraint-based simulation 
model to detail construction tasks and their corresponding 
prerequisites. Adjustable simulation components are de-
veloped which can be combined to a thorough simulation 
model. By means of the composed simulation model prac-
tical schedules can be generated and evaluated in terms of 
work flow organisation, utilisation of space and worker’s 
efficiency as well as process costs, afterwards. This simu-
lation approach is developed within the cooperation SI-
MoFIT - Simulation of Outfitting Processes in Shipbuild-
ing and Civil Engineering. 
 
 
2 CONSTRAINT-BASED SIMULATION 

Using simulation models has several advantages. Simula-
tion models enable users, for example, to visualise mate-
rial flows, to localize manpower bottlenecks or to run 
experiments and what-if scenarios. In manufacturing in-
dustry simulation applications are often used to optimize 
production processes. The applications provide the oppor-
tunity to model global production facilities, local plants or 
specific lines. Modelling of construction sites is quite 
different from modelling of production plants. The con-
struction site layout, for instance, changes during the 
processing, following transport ways and material flows 
have to be adapted. Due to the fact that simulation appli-
cations in manufacturing industry only support static lay-
outs, another simulation approach to describe construction 
processes has to be used. 
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The constraint-based simulation approach guarantees a 
high flexibility of modelling processes. Attributes of 
simulation objects and their relations are described by 
constraints. If additions or new prerequisites occur, an 
adaptation can be achieved easily by defining or remov-
ing certain constraints. If only a few constraints are de-
fined, the solution space will be huge. The more con-
straints are specified the more the solution space is re-
stricted (e.g., Fox and Smith 1984, van Hentenryck et al. 
1996). Thus, the planning problem is to find a practical 
work flow schedule, where all constraints are fulfilled. 
According to Sriprasert and Dawood (2002) three differ-
ent types of constraints are classified to describe the exe-
cution of building projects. These types and some impor-
tant constraints are shown in table 1.  

Table 1. Important Constraints in Construction (according to 
Sriprasert and Dawood 2002). 

Physical 
Constraints 

Contract 
Constraints 

Enabler 
Constraints 

- Technological  - Time - Resources  
 dependencies - Cost  - Requirement 
- Space - Quality  - Availability 
- Safety - Special agreement  - Capacity 
- Environment   - Perfection 
   - Continuity  
  - Information  
   - Requirement  
   - Availability  
   - Perfection  

 
Some of these constraints are binding. Others may be 
bypassed for the sake of an increase in cost, time or risk 
(Sriprasert and Dawood 2002, Sriprasert and Dawood 
2003). Within this approach only physical and enabler 
constraints like technological dependencies, space and 
resource requirements are considered.  
Using constraint-based simulation to solve job-shop 
scheduling problems has been analyzed by Sauer (1998), 
Fox and Smith (1984) and Beck and Fox (1998). It is 
shown, that two types of constraints should be distin-
guished, so-called hard constraints and soft constraints. 
Hard constraints define stringent conditions in construc-
tion processes and have to be fulfilled before a work step 
can be started. Essential technological dependencies and 
resource capacities are defined as hard constraints. Soft 
constraints characterize appropriate dependencies (Sauer 
1998). A complete fulfilment is not necessary. Uncertain 
planning parameters, for example, an indefinite starting 
time of work steps can be described by soft constraints. 
Soft constraints can be relaxed on a limited scale to find 
variable configurations, which solve all constraints (Fox 
and Smith 1984, Beck and Fox 1994). They might be 
helpful, if no solution is detectable. However, soft con-
straints make the modelling of systems more realistic. 
 
 
3 OUTFITTING PROCESS CONSTRAINTS 

For every outfitting work step different hard and soft con-
straints are defined (table 2). The beginning of a work 
step is bound to some global hard constraints (Sauer 

1998). The work step has to be executed without any in-
terruption. Each work step has to be realized by its re-
quired amount of employees, which cannot be deducted 
before finishing the work step. Furthermore, each work 
step will be executed without a change of the working 
position of employees or equipments. 
 
Technological dependencies 

Technological dependencies specify definite sequences 
between processes, outfitting tasks or work steps. Both 
constructional aspects and formal aspects are considered. 
Constructional aspects have to be respected. Otherwise 
bearing capacity might be influenced and cannot be guar-
anteed respectively. Formal aspects describe a practical 
performance of processes, tasks and work steps. For ex-
ample, it is a common practice to first lay the corner-
stones before building the intermediate wall sections to 
achieve dimensional accuracy of a brick wall. 

Table 2. Implemented Outfitting Process Constraints. 

Constraint Examples 
Complete execution of a work step 
without interruption 
Work steps have to be executed at 
least by the defined amount of 
employees  

Global con-
straints 

Work steps have to be executed 
without changes of the positions of 
employee and equipment 

Technological 
dependencies 

Attending stringent rules at execu-
tion - constructional and formal 
aspects are implemented 

Strategies 
Attending predefined execution 
rules - proven formal aspects are 
implemented 

Capacity 
Appointing the amount, qualifica-
tion and productivity of employees 
and equipment  

Availability Limitation of material 

Hard 
Constraints 

Safety Crite-
ria 

Criteria of employment and equip-
ment protection 

Soft 
Constraints Productivity 

Functional bench mark: relations 
between workers productivity and 
offered working space 

 
Strategies  

Strategies are predefined execution rules, which extend 
the technological dependencies. Established process se-
quences can be simulated and analysed. For example, 
assembling strategies of partition walls can be modelled 
to assist the user on deciding which assembling order is 
most useful. The best execution solution can be found by 
means of a closer inspection of the construction site lay-
out (e.g., Riley and Sanvido 1995). For instance, based on 
the current layout the following work order strategies can 
be beneficial to realize an undisturbed execution (figure 
1): 

- in vertical or horizontal ascending order 
- in vertical or horizontal descending order 
- according to the length of walls (a) 
- the shortest walls first 
- longest distance between the working groups (b) 
- using cyclic work patterns 

  



 
Figure 1. Outfitting Work Order Strategies. 

 
Capacity  

Resource capacity describes the amount of serviceable 
employees and equipment. Their quantity is finite. If the 
capacity is exhausted, no more work step can be started. 
The capacity specifies for example skills, productivity of 
employees and equipments output. For different work 
steps various skilled employees can be required. 
 
Availability 

The availability of material is a constraint to control mate-
rial flows. Close to a working place the space to store 
required material often is limited. Thus, storage areas near 
by the working place have to be found. Otherwise in-time 
delivery has to be disposed. The unavailability of material 
corresponds to the possibility of supply bottlenecks in 
production. 
 
Safety criteria 

To protect employees and to assure the right exposure to 
the equipment, safety criteria have to be considered. If 
prescribed safety criteria cannot be obeyed, work steps 
cannot start. Typical safety criteria are distances between 
persons and machines, maximum working time for 
equipment and personnel or essential needed working 
space (e.g., Akinci et al. 2002). 
 
Productivity 

As explained it is possible to relax soft constraints within 
a limited scale. A fulfilment is expedient and for that rea-
son to aspire. Currently, within this approach, one soft 
constraint is implemented: worker’s productivity (Beck 
and Fox 1994, Mallasi 2004). An employee only achieves 
100 percent productivity, if required work space is of-
fered. Productiveness will rapidly fall, if this operating 
range cannot be guaranteed. The complex coherence be-
tween free working space and productivity of employees 
needs to be simplified. Currently, the worker’s productiv-
ity value is described by a linear function. 
 
 
4 CONSTRAINT-BASED SIMULATION OF OUT-

FITTING PROCESSES 

Outfitting processes of building projects consist in several 
construction tasks. Each outfitting task, like erecting a 
partition wall, is decomposed into work steps like plaster-
ing or installing a stub. This simulation approach focuses 
on simulating each single work step. Each work step has a 
current state – not started, started and finished – and re-
quires a certain execution time. Before a simulation run 

can start, all work steps, hard and soft constraints, mate-
rial elements, the construction site and resources like em-
ployees and equipment have to be defined.  
The following procedure describes the detection of work 
steps that can be started at the current simulation time:  

1. A work step can be executed, if all associated hard 
constraints are fulfilled. All not started work steps are 
checked up on satisfying these criteria. These work 
steps are stored in a special set of executable work 
steps. 

2. Further, the fulfilment of soft constraints has to be 
checked for all executable work steps. Executable 
work steps have to be ordered by the percentage of 
their soft constraints fulfilment. Only the first work 
step of this list can be started. If several work steps 
fulfil their constraints in equal measure one of them is 
chosen randomly. 

3. After starting a work step, its state changes from “not 
started” to “started”. Work steps’ presupposed objects 
like certain material, resources, equipment and work-
ing space are locked during its execution. Following 
locked objects cannot be used by other work steps. 
Subsequently, all “not started” work steps have to be 
checked up again on fulfilment of their hard and soft 
constraints by going to step one.  

The simulation time is continuously checked during a 
simulation run. Every started work step has a certain re-
maining time. If the remaining time of a work step is ex-
pired, the work step has to be stopped by the following 
sequence: 

1. The state of a stopped work step has to be set to “fin-
ished”. 

2. All locked material, resources, equipments and work-
ing spaces have to be unlocked and therefore can be 
used by other work steps. 

The simulation will be repeated until all work steps are 
finished. Starting and finishing a work step as well as 
locking and unlocking material, resources, equipment and 
working space are documented. In result one simulation 
run calculates one practical execution schedule, one mate-
rial flow as well as utilisation of employees and equip-
ment. A quantifying of simulated solutions is not intended 
by the simulation itself. The overall goal is to simulate 
different practical solutions for execution, which can be 
analysed regarding principal guidelines such as time, cost 
and quality afterwards. 
 
 
5 DISCRETE-EVENT SIMULATION FRAMEWORK 

The presented constraint-based simulation approach was 
implemented by using the discrete-event simulation pro-
gram Plant Simulation from Tecnomatix Technologies 
Ltd. Within a simulation run a discrete-event simulation 
program only inspects points in time, at which events 
occur. Typical events are, for example, a work step is 
starting or a material element is entering a certain storage 
area. The time between two succeeding events is not con-
sidered. A discrete-event simulation program calculates 
the time from starting a work step until it is finished. The 
calculated end of term is stored as an event into a list of 
scheduled events. Thus, the simulation time leaps from 
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event to event. To build up a constraint-based simulation 
model for outfitting processes in building engineering, a 
simulation framework was developed. The simulation 
framework consists of different re-usable components, for 
example, to generate data, to check constraints, to lock 
work spaces, to manage resources or material and to con-
trol work steps. The simulation toolkit for shipbuilding of 
the “Simulation Cooperation in the Maritime Industries” 
community (SimCoMar) is used to implement this 
framework for outfitting processes. 
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Data generation 

The manual definition of all required data for a special 
construction project is very time-consuming. Therefore, 
some components and interfaces to support the data gen-
eration were implemented. For each outfitting process a 
separate data generator has to be defined using a special 
data generator interface. This interface provides methods 
to create material sheets, work steps and work step con-
straints for a certain outfitting component (figure 2). Be-
fore the defined data generators can be used, they have to 
be registered to a central data generation component. Cur-
rently, a drywall data generator is implemented. 

 
Figure 2. Data Generation Concept. 

 
Work step container 

Generated work steps are stored in a work step container. 
Each work step has a unique identifier, associated outfit-
ting components and a current state. The work step con-
tainer records every modification of a work step state. 
Thus, an associated work schedule can be created. 
 
Material administration 

The material administration component defines several 
material elements belonging to a work step based on its 
generated material sheet. Using the material administra-
tion all required material elements of an active work step 
can be requested. Furthermore, some statistical evalua-
tions of material availability and material storage are sup-
ported by the material administration. 
 
Resource administration 

The resource administration component was implemented 
to assign and to release required resources of a work step. 
Resources are, as per description, employees or work 
equipment. All these resources have to be specified by the 
user manually. To analyze the resources workloads, each 
access to an employee or work equipment is recorded. 

Currently, only employees and their technical skills are 
implemented. 
 
Constraint management 

The constraint management component consists of differ-
ent sub-components. For each constraint type a separate 
component was implemented (figure 3). The generated 
constraints are assigned to their corresponding constraint 
type components. Each sub-component provides a method 
to check the related constraints of a denoted work step. 
The constraint management component tests all work 
steps to get the next executable work steps. 

 
Figure 3. Constraint Management Concept. 

 
Space management 

An important objective of this simulation approach is the 
consideration of required work spaces as constraints. A 
special grid component was developed to lock and unlock 
work areas. 
 
Workflow control 

Every outfitting simulation model contains a workflow 
component to control different work steps and to generate 
their events. An essential function of the workflow con-
trol is to start the next executable work steps randomly. 
Appropriate methods were implemented to inquire neces-
sary material elements or resources from the material or 
resource administration. Furthermore, methods to lock or 
unlock work spaces to provide safety criteria were added. 
 
 
6 EXAMPLE: ASSEMBLING DRYWALLS  

Within this research activity assembling drywalls of a 
building storey is the first implemented outfitting process. 
In this example thirteen drywalls have to be installed (fig-
ure 4). The material sheet of these drywalls includes the 
number of intumescent strip rolls, U-channels, C-studs, 
plasterboards, loft insulating rolls and plaster bags. De-
pending on drywall lengths and a desired distance be-
tween the C-studs, material sheets can be generated by 
using the implemented drywall data generator. 



 
Figure 4. Building Storey with thirteen Drywalls. 

6.1 Drywall work steps 

The assembling process of a drywall consists of eight 
work step types: calibrating the wall, sticking intumescent 
strips and U-channels together, fixing U-channels at ceil-
ing or floor, installing C-studs, fixing plasterboards first 
side, filling loft insulation material, fixing plasterboards 
second side and plastering drywall. Currently, work steps 
like cutting material and mixing plaster are not consid-
ered. For each material element, separate work steps and 
their execution positions have to be calculated based on 
these eight work step types. For example assembling a 
drywall of length 4 m and distance of 0.625 m between 
the C-studs consists of seven work steps installing C-
studs and eight work steps fixing plasterboards. Each 
work step was generated and passed to the workflow con-
trol. The execution time of each work step was calculated 
based on well-known working time standard values (e.g., 
IZB 2002). For example, generally a worker needs about 
0.1 h/m2 to fill insulation material. 
 
6.2 Drywall constraints 

In the next generation step constraints for assembling a 
drywall have to be specified. Within the drywall generator 
the technological dependencies are defined, as shown in 
figure 5. Sticking an intumescent strip and a U-channel 
together, for example, needs as finishing work step a cali-
bration of the drywall. Another example, before a worker 
can fix a plasterboard element at a certain position, all C-
studs in the range have to be installed. 

Generally, certain material and resources are required to 
execute a drywall work step. For example, to execute the 
work step “sticking strip and U-channel together”, an em-
ployee with the skill “drywall constructing”, an intumes-
cent strip roll and a U-channel element is needed. For 
each drywall work step type a procedure to generate the 
constraints was implemented. 
Due to safety at work aspects it is reasonable to ensure a 
minimum of work space to execute a work step. For this 
example, at least a free operating range of one meter is 
necessary to execute a work step. This requirement can be 
described by a safety criteria constraint. Furthermore, 
labor productivity constraints are defined to consider dif-
ferent worker’s productivity levels depending on the 
available operating range. It will be set to 100 percent if 
an operating range of three meter is available. The calcu-
lation between one and three meter available operating 
range is simplified as a linear function. 
 
6.3 Resource definition 

For each simulation run resources have to be defined 
manually. In the presented example only technical skills 
and workers are specified. To execute all drywall work 
steps the following skills are required: calibrating, dry-
wall constructing, filling insulation material and plaster-
ing. Based on these skills different types of employees are 
defined:  

- foreman: all skills 
- drywall worker: drywall constructing, filling insula-

tion material and plastering 
- laborer: filling insulation material and plastering skill 

 

 
Figure 5. Technological Dependencies between Drywall Work Steps. 
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6.4 Simulation and evaluation 

Simulation results of the visualized drywall example are 
as follows. Four possible employee variations were de-
termined. The different employee variations of foremen, 
drywall workers and laborers are shown in table 3. 
Table 3. Employee variations in 4 experiments. 

 
For each employee variation 1000 simulation runs have 
been performed randomly. Within these simulation runs 
the same drywall work steps, constraints and material 
sheets are generated. For each simulation run the work 
step schedule and the workload of employees was re-
corded and can be evaluated afterwards. Furthermore, 
every simulation run can be animated using the discrete-
event simulation program and be used for visual control 
of the simulation progress. The implemented simulation 
model and a snapshot of a simulation step are shown in 
figure 6. 
At this stage only results of net working time are evalu-
ated. Minimum and maximum net working time as well 
as average and standard deviation are shown in table 4. In 
this example the shortest net working time is given for the 
assignment of two foremen, four drywall workers and 
four laborers (experiment 4). 
Not only net working times are important but also costs 
and workloads have to be observed. In this case, the fol-
lowing wages per hour are assumed: foreman 28 
EURO/h, drywall worker 21 EURO/h and laborer 11 
EURO/h. Workers costs and average workloads of the 
defined employee types are shown in table 5. Costs and 
workloads are calculated based on the shortest simulation 
run of each experiment. 
 
 

Table 4. Working Time Results from experiments. 

 
 

Table 5. Costs and Workload Results from experiments. 

 
 
Table 5 shows the calculated results. In experiment 4 the 
shortest net working time was attained. This experiment 
proves to be at the same time inappropriate in considera-
tion of costs and workers’ workload. Workers, especially 
laborers, but also the foremen and drywall workers are 
not used to full capacity, which causes additional costs for 
idleness. An advanced utilization to lower costs is shown 
in experiment 3. The needed execution time is about 20 
percent higher. Considering principal guidelines, the pro-
ject planners have to appoint a number of employees, 
which solves the project management criteria for a steady 
work flow and an efficient capacity utilisation. The appli-
cation of Monte-Carlo Simulation cannot guarantee to 
find the optimum solution. However, this approach gener-
ates a multitude of practical schedules that can be ana-
lyzed and visualized to define an optimized solution 
manually.  
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Figure 6. Animation Snapshot of a Simulation Step. 
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7 CONCLUSIONS 

Execution processes of building projects are very com-
plex. Thus, in execution planning a multitude of require-
ments like technological dependencies and safety criteria 
have to be considered as well as principal guidelines, such 
as time, cost and quality. A high competence is demanded 
by the planners to take all these different influences into 
account. This paper introduces simulation as an appropri-
ate instrument to support the planning process. Con-
straint-based simulation models are highlighted since they 
allow modelling dynamic structures. Requirements can be 
easily defined or adapted by adding or removing con-
straints.  
Currently, in order to model outfitting processes, the fol-
lowing constraints have been considered: global hard con-
straints, technological dependencies, strategies, capacity, 
availability, safety criteria and productivity. To imple-
ment this approach, a discrete-event simulation frame-
work has been chosen and a lab tested research is pre-
sented. The result is, that practical schedules can be gen-
erated to evaluate worker’s efficiency, utilisation of space 
as well as process costs by using a constraint based simu-
lation model (e. g., Zhang et al. 2005, Mallasi 2004). 
In future work, the defined drywall data generator com-
ponent has to be enhanced and completed respectively. 
Constraints like assembling or production control strate-
gies have to be added to offer the opportunity to analyze 
certain scenarios. A further component is projected and 
has to be implemented to broaden the models’ realistic 
behaviour: a storage area control component. The pro-
jected component estimates the storey area regarding exe-
cution processing in order to find certain storage areas. 
The area is divided into sub-areas, which are valued re-
garding their suitability for storage. Adequate storage 
areas are important to guarantee an undisturbed execution 
flow. If sufficient storage area cannot be offered, further 
attention should be paid to supply of material and equip-
ments’ disposability in the planning process. Further im-
plementation of fuzzy-techniques to describe soft con-
straints is on the research agenda. Actually, the complex 
coherence between free working space and productivity 
of employees is described by a linear function, which is a 
simplified representation. By implementing fuzzy-
techniques, the relaxing character of soft constraints could 
be better delineated.  
In addition, further components, like transport processes, 
have to be modelled and implemented. These components 
can be combined to a thorough simulation model. There-
fore, special global constraints have to be considered, for 
example, to connect outfitting and transport processes. 
Besides supporting the planning process, another applica-
tion for this composed simulation model is to draw prog-
noses. Based on the actual execution status, the further 
execution can be simulated. Thus, the simulation model 
enables a steady control of fulfilment of the execution and 
planning guidelines. 
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DEVELOPMENT OF INNOVATIVE VISUALISATION MODEL IN ROAD CONSTRUCTION 

Raj Kapur Shah, Nashwan Dawood 
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Middlesbrough, UK 

ABSTRACT: Visualisation models have the potential to improve the management process of construction operations 
through a better understanding of what is needed to be built and when. In that context and in the drive for innovation in 
construction management, a framework aimed at the development of visualisation models of ground profiles for con-
struction process has been conceived, designed and developed using road design data, construction site information 
and a RoadSim simulator. The sectional quantity of earthwork activity, which is generated by road design data, is the 
key input to the framework. The RoadSim simulator has been integrated with the framework to determine productivity 
and required equipment of a road activity where as the construction site information has been integrated to establish 
precedence relationships of tasks in order to develop a detailed schedule and visualisation models. In this paper, an 
innovative methodology is presented based on the derivation of a mathematical model for the automatic generation of 
ground profiles throughout the construction process. The developed models that is defined as Innovative Visualisation 
Models (IVM) will assist in communicating the construction scheduling information to project managers/planners 
through visual evaluation of road construction process in order to facilitate a logical schedule development and effi-
cient decision-making process. The paper outlines and discusses the framework and demonstrates a small case study in 
a road construction project.  
KEYWORDS: innovative methodology, visualisation models, detail schedules, road profiles, roadsim. 
 
 
1 INTRODUCTION 

Constructing a civil engineering infrastructure project of 
any magnitude has become more challenging due to the 
highly competitive environment and complexity of tech-
nology. Current practices in the construction industry 
suggested that road construction projects often overrun in 
budget and time due to change order of works, meteoro-
logical and environmental factors, and potential conflicts 
with stakeholders, social activities and a large number of 
unpredictable factors. In addition to these influencing 
factors, the continuously evolving construction methods 
and techniques stipulate the need for innovative tools that 
can assist project managers/planners to plan and manage 
construction projects more efficiently.  
Construction scheduling is an important part of the pro-
ject management process in a project and it has served as 
the fundamental basis for monitoring and controlling pro-
ject activities. Although the use of the process has en-
hanced the performance of the construction team and 
helped them in executing projects more efficiently, stud-
ies have proven that a considerable amount of eight-hour 
day is non-productive time, especially due to “waiting” 
time (Adrian 1994). This “waiting” time is characterized 
by two types of events: work waiting for resources (la-
bour, materials or equipment) or resources waiting for 
work. The majority of the non-productive time related to 
“waiting” can be associated with a lack of detailed con-
struction planning and scheduling. The master scheduler 

need to develop into a detailed schedule with a certain 
level of details depending on the complexity of the project 
and the intended user of schedule. Personnel involved in 
the execution stage of work needs a breakdown of master 
schedule into a detailed schedule that includes detailed 
information of daily production quantity and required 
resources to be performed, thereby enabling more effec-
tive planning and managing the day-to-day work tasks at 
the construction site. With visualisation model available, 
project planners can plan construction schedule more ef-
fectively by reducing non-productive time related to wait-
ing.  
The development of a visualisation model of road con-
struction schedules is the main objective of the research 
undertaken, which is the second stage of the RoadSim 
simulator Project (Castro and Dawood, 2005). The Road-
Sim is a construction site knowledge-base driven con-
struction simulation system used to develop a master 
schedule of road construction. RoadSim is based on the 
definition of the atomic models of construction activities 
and the respective inputs are Bill of Quantity (BOQ), re-
quired resources, haulage distance, and condition of ac-
cess roads, soil characteristics, working conditions, and 
other relevant factors that are important to determine the 
major outputs: productivity and unit cost of road activity.  
Various research studies have been conducted in building 
projects, in the area of construction scheduling and visu-
alisation. Dawood and Mallasi (2006) formulated an in-



novative 4D space planning and visualisation tool that 
assist in critical space analysis and quantify the volume of 
components, materials/plant items being stored and used 
at construction site in relation to the space available , in 
order to identify the space congestion at work face using 
visualisation/simulation tools. Also, Mallasi and Dawood 
(2001) concluded that a congested workspace was a factor 
in decreasing the productivity at the workforce by 30 %. 
Retik et. al. (1990) has explored the potential application 
of computer graphics to construction scheduling to repre-
sent the schedule of construction progress in terms of 
graphical images at any date. Kamat and Martinez (2001) 
have described a general purpose of visualisation system 
that is simulation and CAD software independent. This 
system enables spatially and chronologically accurate 3D 
visualization of modelled construction operations and the 
resulting products. 
Visualisation models have been researched and utilized at 
the design stage but its use in construction planning is still 
limited, especially in infrastructure projects. Despite vari-
ous research studies, it is clear that there is a big gap in 
road construction simulation and visualisation literature 
and this research study is expected to fill this gap. Studies 
related to road construction visualisation have been done 
in the past. Andrej, T., Branko, K. and Danijel, R. (1999) 
have introduced a new level of support to engineers 
throughout the product life cycle to producing an inde-
pendent platform to deal with 3D visualisation and prod-
uct modelling using roads as an example. Liapi (2003) 
has focused on the use of visualisation during construc-
tion of highway projects to facilitate collaborative deci-
sion making on construction scheduling and traffic plan-
ning, however, this research neglected the visualisation of 
the construction schedule for intermediate stage of con-
struction process. Kang et. al. (2006) suggested an ap-
proach to simulate 4D models for the earthwork move-
ment activity for the intermediate stage of the construc-
tion process in civil engineering projects using morphing 
techniques and the realisation of construction progress in 
graphical images. However the authors didn’t address 
particularly detailed schedules of construction process.  
In this paper, the research study focuses on innovative 
methodologies to automatically generate ground profiles 
for visual evaluation of construction schedule information 
including resources utilisation, location of activities that 
are under execution and construction methods throughout 
the construction process in order to facilitate a logical 
decision-making process in the construction scheduling 
and resources planning processes. The following section 
details the component of the framework. 
 
 
2 METHODOLOGY 

2.1 Framework of visualisation model 
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The framework for visualisation model is outlined in fig-
ure 1. The framework focuses on identifying innovative 
methodologies for the development of a visualisation 
model for automatic generation of road profiles. There are 
two key parts in the processing stage for development of 
the model: development of detailed schedules, develop-
ment of visualisation model. At later stage of research 

study, the framework will be optimised considering the 
key factors such as access points or location of site offices 
using search algorithms such as genetic algorithms. 

 
Figure 1. Framework specification of Innovative Visualisation 
Model (IVM). 
 
2.2 Input 

The main component of the framework is BOQ (bill of 
quantity) of selected activity of road projects. The road 
design data such as L-section & X-section, which helps to 
generate the sectional quantity at required interval of 
chainage and access points that dictate the start point of 
work, are other key inputs of the framework defined as 
the Innovative Visualisation Model (IVM). These inputs 
are incorporated with productivity produced by RoadSim 
Simulator in order to determine the duration of the road 
activities and the required resources. BOQ quantity and 
road design data assist in determining the sectional quan-
tity of the road activities at each section of the required 
interval. Site survey information assists to identify the 
possible site access points where the construction opera-
tion starts and a possible route for transporting materials. 
The soil characteristic of the road section that controls the 
productivity was already incorporated within the Road-
Sim simulator. The site operational knowledge-base as-
sists to establish sequences for the listed activities. The 
following section describes and indicates the process of a 
detailed schedule development including information 
flow. 
 
2.3 Process 

The flow chart of detailed schedule development pre-
sented in figure 2 shows the main activities and their logi-
cal interaction for the development of the model. The 
detailed description of schedule development and visuali-
sation model for automatic generation of road profiles 
throughout construction process is given below:  
2.3.1 Schedule development: 
The list of locations along the road profile of the L-
section is identified using the BOQ activity list. At this 
stage, site survey information and road design data of L-
section & X-section have been used to identify the list of 
locations as per required interval and required accuracy. 
Similarly, possible start points and access routes for 
transportation of mass quantity from borrow pit or to 
spoil/dumping site have been identified using site survey 
information. The location of access points is a key factor 
that affects construction planning and visualisation mod-
els. The mass quantity is calculated  



 
Figure 2. Information flow chart of detailed schedule develop-
ment.
 
at each and every list of locations of the road project us-
ing civil 3D. The RoadSim is used to identify productivity 
information and required resources at selected locations 
and activities of the road building process. The productiv-
ity is used to determine the duration of the activity in 
BOQ. Similarly, the process will be repeated for other 
activities of road projects and the precedence relationship 
is established based on the construction operation knowl-
edge-base.  
2.3.2 Coordinate data calculation: 
A mathematical formula has derived to determine pro-
gress of height for mass earthwork bases on assumption 
made below in this study. The mathematical model assists 
to determine the progress of work in terms of sectional 
height and the corresponding surfaces are displayed at the 
selected period of time. During the calculation of mass 
earthwork progress, firstly the remaining volume/per unit 
length at the selected location is determined in order to 
find the remaining height using a mathematical formula. 
In road construction, the typical cross-sectional as shown 
in figures 3 & 4 are applied and thus considered to formu-
late the mathematical model for that shapes as shown in 
case (a) & (b). There are other typical sections that are 
rarely used and are not considered in this paper. Follow-
ing section describes about the development of the 
mathematical formula. 
Case (a) Common typical road cross-section which is 
mostly used in road project has presented here for 
mathematical model analysis: 
 

 
Figure 3. Typical cross-section for cutting and filling of road 
surfaces. 
 
During the derivation of mathematical formula, following 
assumptions are made: 

- Road cross-section is considered as trapezoidal shape 
having side slope S: 1. 

- Ai = Cross-sectional area of trapezoidal at section i. = 
Bhi + Shi

2 
- i = number of section varies from (i = 1……..n) along 

the road. 
- S: 1 = Horizontal: Vertical 
- B = Design Width of Road  
- h = Height between exiting ground level and design 

level at a road section. 
- Vi = Volume of earthwork for Cut/Fill at section i  
- L= length between two sections. 
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Since, this equation no 1 is a quadratic equation the height 
of the cross-section shown in figure 3 can be determined 
by equation no 2 as follows: 
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Case (b): Another type of typical road cross-section, 
which is often used in uneven terrain surface. 
After the derivation of mathematical equation of area and 
volume for the section shown in figure 4 and comparison 
with quadratic equation, height of cross-section is calcu-
lated by the equation no 3 shows below: 
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Where: 
- hi = height of cross-section at section i 
- i = number of section varies from (i = 1……..n) along 

the road. 
- N = Transverse slope of existing ground Horizontal: 

Vertical (N: 1) 
- S = Side slope of cross-section Horizontal: Vertical 

(S: 1) 
- b = half width of road section. 
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- Vi = volume of mass earthwork Cut/Fill at cross-
section i 

- L = Length between two section. 
 

 
Figure 4. Typical section of road cross-section for irregular cut-
ting terrain surface. 
 
Illustration of example for calculation of height as Z-
coordinate: 
Data for illustration is selected from lot no 3 of road pro-
ject in Portugal.  
Assume at section (i) between chainage 0+025 ~0+050,  
Volume (Vi) = - 2834.70 m3 ( sign show the cutting and 
filling volume} 
Side slopes S: 1 = 1.5:1 
Width of Road (B) = 26.1 m 
Chainage interval (L) = 25 m 
 
As per equation no 3 

( )
S2

L
SV4

BB
hHeight

i2

i

+±−
=  

In above equation, only positive sign is considered for 
most feasible value in this case. 

( )
5.12

70.28345.141.261.26h 2
i ⋅

⋅⋅
++−=  

39.8hi −=   

Here the negative value of height shows the height of 
filling quantity and positive value of height shows cutting 
quantity. The following section describes an initial case 
study for demonstration of the developed innovative visu-
alisation model. 
2.3.3 Development of visualisation model: 
In order to generate the visualisation models of a con-
struction operation in a road project, a typical earthwork 
activity including cut to fill / or spoil is proposed to de-
velop the model and visualise the automatic generated 
road profiles. The quantity of selected activity has deter-
mined at every locations of the required interval. The du-

ration required to compete is calculated by using the pro-
duction rate provided by the RoadSim simulator under 
assign set of equipment and characteristic of soil. The 
visualisation model is based on 3D (2D plus height) of 
terrain surface in order to develop the rendered visualisa-
tion model. The flow diagram of visualisation model and 
height calculation for different layer/weeks is shown in 
figure 5. 

 
Figure 5. Flow diagram of visualisation model. 
 
The visualisation engine has been developed using the 
programming language; visual C++ and Direct X. The 
input of the visualisation engine is coordinate data that is 
developed in excel sheet and saved as a text file based on 
innovative methodologies using mathematical model as 
described above. The x & y coordinate is considered as 
road length and width of road and origin considered at (0, 
0). Z-coordinate of the model is considered as height of 
the road profile at required interval of road sections. The 
changes in height of progress that linked with productiv-
ity of the activities show the realisation of surface 
changes in a graphical image of the ground profiles of the 
road. The visualisation model has a capability to render 
the surface in both solid and mesh format. The model has 
developed assuming origin and side slopes constant ac-
cording to geometrical design data of road.  
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2.4 Output 

The output of this visualisation model will be a decision 
support tool that assists the project planners/managers to 
develop an efficient construction plan of earthwork activ-
ity in road construction and reduce the communication 
gap among project stakeholder by building consensus to 
enable construction managers to improve the productivity 
and reduce resources waste using the Innovative Visuali-
sation Model. 
 
 
3 CASE STUDY  

A demonstration case study involving, a 1.5 km of road 
section of lot no. 3 road project in Portugal was selected 
for site data generation and to test the developed model in 
order to generate automatic graphical images of road pro-
file for mass earthwork activity. For this purpose, actual 
road design parameters and geometric data of L - section 
and X-section is considered and sectional quantity of 
earthwork is calculated assuming the typical trapezoidal 
sections at 25 m interval along the selected length of road 
section. The max cut/fill section is identified where con-
struction operations start first as per existing practice and 
the construction site knowledge. The height is calculated 
using the equation no 2.  
In this case study, height is presented as Z- coordinate 
where as X direction is along the road and Y direction is 
cross section. The road surface is presented in terms of 
height in mesh form. Productivity of the selected activity 
is the key variable to identify the next surface/layer dur-
ing the construction progress. In this case productivity 
rate is considered on weekly basis. The next surface/road 
profile was developed based on remaining sectional quan-
tity after progress of earthwork equivalent to the weekly 
productivity. Similarly road profiles have been generated 
till the sectional quantity is achieved to the final design 
level on a weekly basis for selected road length. Simi-
larly, operations are repeated for next economical stretch 
of length where the cutting and filling operation take 
places and profiles can be generated automatically as 
mentioned above for rest of the road length. The eco-
nomical haulage distance is determined using DynaRoad 
software and integrated into the visualisation model to 
visualise the optimum haulage of mass earthwork along 
the road to reduce the wastage of resources and improve 
productivity.  
In this case, only design data is validated and actual pro-
gress and profile is not included in this paper. The com-
parison of actual profiles with automatic generated pro-
files will be performed in later stage. The result of case 
study is presented in the graphical images as shown be-
low. The graphical images generated of road profiles dur-
ing construction operation on weekly basis are presented 
in figures 6, 7, 8 and 9.  
Figure 6 shows the images of road profile generated at 
week 3 & 4 and location of transformation cutting and 
filling mass earthwork during construction operations at 
the end of week 4. Similarly, figure 7 shows a snap shot 
of the graphical image of the road profile that was gener-
ated by the model at the end of week 4. 

 
Figure 6. Graphical images of Road profile generated during 
construction operation at week 3 and week 4. 
 

 
Figure 7. Snap shot of generated graphical image of road profile 
by IVM at week 4. 
 
Figure 8 show the image of the road profile generated at 
week 9 & 10 and location of movement of cutting and 
filling mass earthwork during construction operations at 
the end of week 10. Figure 9 shows a snap shot of the 
graphical image of the road profile that was generated by 
the model at the end of week 10. 

 
Figure 8. Graphical image of Road profile generated during 
construction operations at week 9 and week 10. 
 

 
Figure 9. Snap shot of generated graphical image of road profile 
by IVM at week 10. 
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Similarly, the road profiles have been generated through-
out the construction period. In this case study, the road 
profiles has been generated on a weekly basis throughout 
the construction period that has taken 22 weeks to com-
plete the earthwork activity of the road project. 
 
 
4 FURTHER STUDY 

In this paper, earthwork activities of a road project have 
been considered for the development of an innovative 
visualisation model of ground profiles in a road project. 
In future, other activities involved in road projects will be 
included to develop the whole model of construction 
process.  
Additionally, the innovative visualisation model for 
ground profiles of road project will be optimised for the 
key influencing factors such as access points using some 
search engines including genetic algorithms.  
 
 
5 CONCLUSION 

An innovative methodology has been formulated through 
the derivation of mathematical formula in order to deter-
mine the coordinate data for automatic generation of road 
profiles and a framework for a visualisation model of 
ground profiles has been developed using the road design 
data, productivity of activity generated by RoadSim simu-
lator and construction site knowledge base. 
It is concluded that the developed innovative visualisation 
model of ground profiles assists project manag-
ers/planners to communicate construction scheduling in-
formation through graphical simulation and visual evalua-
tion of automatically generated road profiles that facili-
tates a logical decision-making process on construction 
scheduling and resources planning. 
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ABSTRACT: The discipline of architecture is concerned with finding a balance between both the functional and the 
subjective aspects of a building environment. This involves managing contradictory requirements that are often difficult 
to resolve through purely numerical analysis; an example of this is an electrical lighting installation designed to evoke 
a desired subjective impression or ‘atmosphere’, which may conflict with the visual requirements for accurate or safe 
task performance. Despite this, few software tools exist that directly support an architect when dealing with information 
relating to the non-visual effects of lighting. A fundamental limitation in standard software tools is the reliance on nu-
merical approaches for representing and reasoning about lighting and construction related information. In particular, 
when information is uncertain or completely unavailable, numerical formulae can be awkward or impossible to use in a 
reliable way. Work in the field of qualitative reasoning has attempted to address these issues, and in this paper we pre-
sent a prototype decision support software tool that reports on the subjective impressions of a lighting scheme, based 
on a qualitative spatial reasoning engine. Research in subjective response to lighting is reviewed and interpreted in the 
context of qualitative reasoning, and the prototype system is compared to studies on subjective impressions. 
 
 
1 INTRODUCTION 

The discipline of architecture is concerned with more than 
simply meeting practical criteria, such as: Can the build-
ing support the required load? Does the noise level, tem-
perature, or airflow meet the appropriate health and safety 
standards? Architecture involves the study of how to di-
rect a person’s perception of their environment, for exam-
ple, to evoke a mood, or to convey an abstract concept. 
This involves managing possibly contradictory require-
ments that are often difficult to resolve through purely 
numerical analysis; an example of this is the subjective 
impression, or atmosphere of a space that can be evoked 
by lighting but which may or may not coincide with the 
visual requirements for safe and effective task perform-
ance. 
Despite the need to work with the subjective impressions 
that people experience, few software tools exist that di-
rectly support an architect when dealing with information 
relating to the non-visual effects of lighting. A fundamen-
tal limitation in standard software tools is the reliance on 
numerical approaches for representing and reasoning 
about lighting and construction related information. For 
example, the focus of many tools has been on providing 
computationally expensive simulations such as ray tracing 
to render or visualise an environment or to calculate lu-
minance distributions across a space (e.g. Ward (1994)). 
One problem is that the level of detail at which processing 
is being performed is often inappropriate, particularly for 
early stages of design. Furthermore, when information is 

uncertain or completely unavailable, numerical formulae 
can be awkward or impossible to use in a reliable way. 
For example, a lighting designer may be given prelimi-
nary building sketches where materials used and dimen-
sions are only loosely described, and be required to pro-
duce a number of different lighting schemes that satisfy 
subjective and practical requirements. 
Other issues relate to usability. For example, computer 
simulations often result in a large amount of numerical 
data, involving a variety of units. The architect must then 
manually determine whether the desired aesthetic and 
functional requirements are being met, along with health 
and safety standards. A software tool is required that al-
lows an architect to explore various lighting designs by 
quickly giving feedback on the non-visual effects of a 
lighting installation. 
Formalisms in the field of qualitative reasoning (a branch 
of artificial intelligence) have been developed that address 
the limitations raised by purely numerical systems (Bo-
brow 1984; Weld and de Kleer 1990; Kuipers 1994; For-
bus 1996). The aim of qualitative reasoning is to identify 
and reason about coarse, qualitatively significant distinc-
tions between object relations. It offers a more human-
intuitive approach to working with information by relying 
on concepts such as causality, the nature of interaction, 
and by involving everyday terms that capture imprecision 
and vagueness automatically (such as very bright, fairly 
dim, compared to 356 lux). Qualitative spatial reasoning 
is a subfield that reasons about qualitative distinctions 



between spatial entities and relationships (Freksa 1991; 
Cohn and Hazarika 2001). 
In this paper we present a qualitative spatial reasoning 
engine that analyses an electrical lighting installation and 
reports on the subjective impressions that will be evoked. 
This prototype system is intended to assist an architect 
during the early stages of design by providing fast qualita-
tive feedback on the subjective impact of a lighting instal-
lation. A framework for capturing qualitative relation-
ships between subjective impressions and physical light-
ing configurations is presented that allows the compila-
tion of a knowledge base used by the reasoning engine. 
 
 
2 BRIEF REVIEW OF LIGHTING THEORY 

In standard lighting theory (Egan 1983; Sanders and 
McCormick 1993; CIBSE 1994; IESNA 2000; Bridger 
2003) luminous flux is a measure of the light energy emit-
ted by a light source, adjusted according to the eye’s re-
sponse to certain wavelengths (for example wavelengths 
outside of the visible range are excluded). The units for 
luminous flux are lumens (lm) and can be calculated as: 

η⋅= PF  
where P is a light source’s power measured in watts and η 
is the luminous efficacy representing the portion of total 
radiant flux emitted that is usable for human vision. Illu-
minance is a quantity for measuring the incident visible 
light energy (luminous flux) on a surface per unit area, 
that is, the luminous flux density. The units for illumi-
nance are lux (lx) and for surface s the direct illuminance 
E  can be calculated as: d
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s
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where F  is the luminous flux on surface s and A  is the 
area of s. Luminous exitance is the density of luminous 
flux emitted from a surface. The units of luminous exi-
tance are lumens per unit area (lm/m ) and luminous exi-
tance M  of surface s can be calculated as: 

s s

2

s
 

sss EM ρ⋅=  
 

where E  is the surface illuminance and ρ  is the surface 
reflectance factor which takes a value between 0 and 1. 
Mean room surface exitance M  is an approximation of 
the average illuminance within a room, calculated using 
the first-bounce lumens, called the first reflected flux 
(FRF), and the capacity of the surfaces within a room to 
absorb light, called the room absorption Aα (Cuttle 
2003): 

s s
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For a room with n surfaces, first reflected flux and room 
absorption can be calculated as the sum of reflected sur-
face flux and the sum of surface absorption respectively 
(Cuttle 2003): 
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Mean room surface exitance is taken as the average eye 
illuminance in a room and makes the assumption that the 
lumens are uniformly distributed. In cases where room 
illuminance irregularity is an issue, the room can be di-
vided into sections to which the above Mrs formula can 
be applied. A qualitative approach is suggested for sce-
narios where this is obviously a concern (Cuttle 2003). 
The sum of the mean room surface exitance and a sur-
face’s direct illuminance component can be used to ap-
proximate the surface’s total indirect illuminance, E  
(Cuttle 2003): 

s

 

( ) rsss MdEE +=  
 

Three categories for describing luminaires are direct, indi-
rect, and diffuse, depending on the amount of light that is 
emitted above and below the horizontal (Sanders and 
McCormick 1993). Direct sources emit almost all lumi-
nous flux downwards directly illuminating work surfaces 
in a person’s field of view, indirect sources reversely emit 
almost all luminous flux upwards which directly illumi-
nates the ceiling rather than work surfaces resulting in 
more distributed ambient light, and generally, diffuse 
sources emit equal amounts of light in all directions (Egan 
1983). 
Correlated Colour temperature (CCT) is a measure of the 
hue of light, expressed in Kelvins (K), based on the tem-
perature that a theoretical blackbody radiator needs to be 
raised to emit the most closely matching hue (Cuttle 
2003). For example standard incandescent lamps have a 
CCT between 2700K and 2800K; white fluorescent lamps 
have a CCT of approximately 3500K. 
 
 
3 BRIEF INTRODUCTION TO QUALITATIVE REA-

SONING 

Reasoning about the physical properties of a lighting 
scheme in a building is used to determine how the light 
from the luminaires will interact with the objects and sur-
faces. One numerical approach is simulation where the 
software system computes the exact distance that a ray of 
light will travel from a light source before striking a par-
ticular surface (e.g. Ward (1994)). The precise angle of 
incidence is then calculated, and together this information 
is used to determine the angle and intensity for the re-
flected ray. The process is then repeated for a large num-
ber of rays, until each ray’s energy is dissipated beyond a 
threshold. While providing very precise results, such a 
process is very computationally expensive and requires 
the characteristics of the surfaces and sources to be pro-
vided without ambiguity or uncertainty, and is thus inap-
propriate in the early stages of an architectural lighting 
design where detailed information is unavailable. Fur-
thermore vague notions such as harsh shadows and the 
reasoning that uses this type of information (e.g. “crisp 
harsh shadows can promote tension and drama”) cannot 
be captured solely by numerical quantities. 
On the other hand people use this type of qualitative in-
formation to reason about spatial phenomena without re-
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sorting to any numerical analysis. This has led to the de-
velopment of a field called qualitative reasoning (Forbus 
1996), which aims at providing methods for reasoning 
about coarse and uncertain information relating to physi-
cal phenomena. More specialised qualitative approaches 
have focused on reasoning about time, resulting in a sub-
field called qualitative temporal reasoning, designed to 
allow software applications to manage coarse-grained 
causality, action, and change (e.g. Allen and Koomen’s 
(1983) action planning application). A notable and highly 
influential example is Allen’s elegant and efficient inter-
val calculus (Allen 1983), in which a set of thirteen 
atomic relations between time intervals is defined, a sub-
set of which is shown in Figure 1. A composition table is 
provided which gives the possible temporal relations be-
tween the intervals t1 and t3 given relations for (t1, t2) and 
relations for (t2, t3), along with an algorithm for reasoning 
about networks of relations. For example, if: 

- A cargo shipment arrives (t1) before the cargo can be 
inspected (t2), and 

- The cargo is inspected (t2) before the distributors can 
be contacted (t3), then 

- A cargo shipment (t1) must also arrive before the dis-
tributors can be contacted (t3). 

 
Figure 1. An extract of Allen’s (1983) qualitative relations be-
tween temporal intervals (left) and an extract of the one-
dimensional qualitative spatial relations between two objects 
presented in Guesgen (1989). 

 
Allen’s interval calculus has motivated a number of 
methods for reasoning about spatial objects and relation-
ships in the area of qualitative spatial reasoning (QSR). 
Guesgen (1989) introduces a cognitively motivated one-
dimensional spatial logic directly based on Allen’s origi-
nal temporal logic. The central idea is to represent relative 
spatial relationships between objects rather than using 
absolute object positions. Figure 1 illustrates an extract of 
the basic atomic relationships that are defined. 
A transitivity table and constraint satisfaction algorithm 
are presented for constructing locally consistent networks 
of spatial relationships. The approach is extended for rea-
soning about higher dimensions by using an n-tuple of 
spatial relationships between each pair of objects, where 
each component of the tuple represents a different dimen-
sion of the modeled scene. For example, the three dimen-
sional scene illustrated in Figure 2 can be described with 
the spatial relations below, if each component of the tuple 
represents the x, y, and z axes respectively: 
O1 < “inside”, “attached to”, “inside” > O2
O2 < “left of”, “inside”, “overlapping” > O3

The possible relationships that can hold between objects 
O1 and O3 are then inferred by applying the transitivity 
table to the relation components. 

 
Figure 2. Illustration of a three-dimensional scene of blocks. The 
relative orientations of the blocks can be expressed in our spatial 
reasoning method by assessing each dimension independently, 
and then combining the results (reproduced from Guesgen 
(1989)). 
 
This method is very appropriate in the context of architec-
ture, as the boundaries of a room are often orthogonally 
aligned, and surfaces within a room can be approximated 
by axis-aligned rectangles (the limitations of these surface 
approximations, in terms of the system’s accuracy in de-
termining the subjective impressions of a room, are still 
being explored). 
In the present study, QSR is used to make generalisations 
about the qualities and behaviour of light and its interac-
tion with surfaces in a room. These lower level qualitative 
inferences can be combined to reason about intermediate 
level qualitative characteristics such as crisp shadows and 
strong flow of light. High level subjective impressions 
such as a spacious, relaxing atmosphere can be inferred 
by reasoning about the lower level qualitative measures. 
 
 
4 QUALITATIVE LIGHTING 

In this section we review the research on the subjective 
impressions of electrical lighting schemes and then for-
malise the qualitative rationale proposed by this research 
for software automation.  
 
4.1 Subjective impressions of lighting 

In the lighting research community it is generally recog-
nised (Sanders and McCormick 1993; CIBSE 1994; 
IESNA 2000; Bridger 2003) that important factors in 
lighting an environment include luminance, luminance 
distribution, uniformity, and spectral power distribution, 
however a definition of lighting quality is still being de-
bated (Veitch and Newsham 1996). Lighting has both a 
functional component concerned with the ease and accu-
racy of visual perception and a subjective component (Jay 
2002). It is now clear that a broad range of subjective 
impressions, such as relaxation, excitement, intimacy, and 
spaciousness can be achieved by varying aspects of the 
lighting installation while remaining within the practical 
health and safety guidelines established according to the 
task requirements (Cuttle 2003).  
Steffy has performed studies on the relationships between 
luminances, luminous patterns and subjective response 
(Steffy 2002). The aim was to establish basic guidelines 
on how to influence a range of non-visual effects with a 
lighting scheme, resulting in the identification of the fol-
lowing five key impressions (Steffy 2002): (i) visual clar-
ity, referring to a person’s subjective impression of how 
clearly or distinctly interior details, objects, and other 
people’s features appear, ranging from clear to hazy, (ii) 
spaciousness, referring to the apparent volume of a space, 
ranging from spacious to cramped, (iii) preference or 
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pleasantness, referring to the subjective evaluation of the 
lighting environment, ranging from like to dislike, (iv) 
relaxation, referring to the apparent work intensity, rang-
ing from relaxed to tense, and (v) intimacy, referring to 
the feeling of privacy in a space, ranging from private to 
public. The above subjective responses are elicited by a 
number of intermediate qualitative lighting conditions; 
these relationships are shown in Table 1. For example, to 
create a sense of relaxation indirect luminaires could be 
selectively placed around the periphery (e.g. wall sconces 
or accent lighting on wall art decorations), complemented 
with direct low intensity incandescent lamps placed over 
the area of occupancy (Steffy 2002). 
Table 1. The lighting conditions (rows) required to elicit the 
desired subjective impression (columns). Based on research by 
Steffy (2002) and Flynn (1977), and adapted from (Egan 1983) 
(pp. 118-119). 

 
 
Cuttle (2003) proposes six central factors that influence a 
person’s subjective impression of a lighting environment 
with the aim of supporting architectural design objectives 
in the creation of a lighting scheme: (i) the ambient illu-
mination in a space, ranging from bright to dim, (ii) the 
illumination hierarchy that structures a space with varying 
degrees of emphasis, taking into account the subjective 
illuminance differences ranging from emphatic to none, 
(iii) the flow of light through a space, which strongly im-
pacts on the object modelling quality, ranging from dra-
matic to very weak, (iv) the sharpness of light affecting 
surface highlights and shadowing, (v) the visible presence 
of luminous elements, involving glare or sparkle, and (vi) 
provision for visual performance, defined as the adequate 
discrimination of colour and detail. We primarily base our 
work on that of Cuttle and Steffy. 
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4.2 Intermediate qualitative inferences 

In this section the qualitative rationale proposed by Cuttle 
(2003) and Steffy (2002) is formalised in a suitable man-
ner for software automation. The task is to provide an 
analysis of the subjective reaction that a person will have 
to a given lighting installation. The interpretation of quali-
tative lighting concepts such as “bright uniform light 
across centrally located work surfaces, with some perime-
ter emphasis” requires the explanation of each qualitative 
component, for example: What reasoning process is re-
quired to determine whether a room has some perimeter 
emphasis? What is the threshold between uniform and 
non-uniform lighting across a surface? What reasoning 
process is needed to distinguish between a central and a 
perimeter surface? 
A summary of the different qualitative measures is given 
in Table 2. Measures 1, 2, 3, 4, 5, and 11 have been se-
lected and derived by the authors, and measures 6, 7, 8, 9, 
and 10 have been taken from the literature. Each measure 

is either a property of a model component or a relation-
ship between a pair of components. 
Table 2. Summary of the intermediate qualitative measures used 
by Cuttle (2003) and Steffy (2002) to infer higher level subjec-
tive impressions. 

Measure Type Applicability Values 
1. Source 
direction Relation between source 

and surface at, away 

2.Beam inter-
section geome-
try 

Relation between source 
and surface a 3D shape 

3.Source cov-
erage Relation between source 

and surface none, partial, full 

4.Occlusion Relation between source 
and surface 

none, partial, full, 
n/a 

5.Layout Property of sources and 
surfaces central, perimeter 

6.Perceived 
illuminance 
difference 

Relation between two 
illuminances 

none, noticeable, 
distinct, strong, 
emphatic 

7.Colour tem-
perature Property of sources and 

rooms 
cool, intermedi-
ate, warm 

8.Approx. 
surface illumi-
nance 

Property of a surface a positive real 

9.Illuminance 
pattern Property of surfaces and 

rooms 
uniform, non-
uniform 

10.Ambient 
illumination Property of a room 

none, very dim, 
dim, acceptably 
bright, bright, 
distinctly bright 

11.Perimeter 
emphasis Property of a room none, some, lots 

 
Source direction is a relationship between a light source 
and a surface, indicating whether the source is directed 
towards or away from the surface, based on the geometry 
and other basic properties of the model. 
The qualitative beam intersection shape is an approxima-
tion describing the shape of the projected beam on a sur-
face ignoring any occlusion that may occur.  
Source coverage is a relationship between a light source 
and a surface that indicates whether the projected beam 
area is significantly smaller than the area of the surface. 
This is easily determined by considering the qualitative 
source direction and beam intersection shape. 
Occlusion indicates whether a beam of light is obstructed 
from striking a surface. It is a relationship between a light 
source and a surface, and can take the qualitative values 
of not occluded, possibly occluded where more informa-
tion is required, occluded, or not applicable for cases 
where the source is not directed towards a surface. 
Layout is a property of sources and surfaces that indicates 
the region of the room that the component lies in. A quali-
tative distinction is made between centrally located and 
perimeter objects by partitioning a room into central and 
perimeter volumes.  
Perceived illuminance difference is concerned with the 
amount of variation in illuminance across a space that is 
needed before a person will perceive a significant change. 
This can be formalised as a qualitative relationship be-
tween two illuminance values indicating the subjective 
difference that a person will experience. Cuttle (2003) 
informally suggests illuminance ratios required to achieve 
qualitatively significant categories of perceived illumi-



nance difference, based on exercises conducted with stu-
dents. These are shown in Table 3.  

Table 3. Illuminance ratios required to achieve the qualitative 
perceived difference, informally presented in (Cuttle 2003) and 
based on exercises conducted with students. 

Perceived difference Illuminance ratio 
Noticeable 1.5 : 1 
Distinct 3 : 1 
Strong 10 : 1 
Emphatic 40 : 1 
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The qualitative appearance of different colour tempera-
tures given in Table 4 is widely agreed upon (Egan 1983; 
Sanders and McCormick 1993; Bridger 2003; Cuttle 
2003). Furthermore, studies have been conducted (Steffy 
2002) (pp. 59) suggesting that the colour temperature can 
influence a person’s subjective thermal sense according to 
the qualitative value descriptions. For example, warm 
light can raise the perceived room temperature by ap-
proximately 1.4ºC (Steffy 2002). To determine the ap-
pearance of a room’s colour temperature, a model that 
combines the colour temperatures of the light sources is 
required. 
Table 4. Correlated colour temperatures required to achieve the 
qualitative, thermally described impression (Cuttle 2003). 

Colour appearance CCT 
cool (bluish white) ≥ 5000 K 
intermediate (white) < 5000 K; ≥ 3300 K 
warm (yellowish white) < 3300 K 

 
The illuminance pattern distinguishes between uniform 
and non-uniform illuminance across a surface and a room. 
Non-uniform illuminance, for example, can be caused by 
a localised region on a surface having significantly higher 
illuminance over other regions. Uniformity can be calcu-
lated by taking the ratio between the minimum and aver-
age illuminances on a surface and comparing it to a uni-
formity threshold. For example in CIBSE Code (L05 (3). 
Lighting Legislation II ) (CIBSE 1994) a uniformity 
threshold is given as 1:1.25.  
A numerical approximation for the direct illuminance on 
a surface has been described in Section 2.0. The flux inci-
dent on a surface is the sum of the flux from all sources 
qualitatively directed at the surface that are not occluded. 
The ambient illumination is the perceived brightness of a 
space. Research by (Loe et al. 2000) has led to the results 
presented in Table 5, where threshold illuminance values 
have been found to satisfactorily correlate with the sub-
jective assessment that people gave for the appearance of 
a room (Cuttle 2003). 
 
 
 
 
 
 
 

Table 5. Threshold eye illuminance values for qualitative ambi-
ent illumination appearance (Cuttle 2003). 

Ambient illumination Eye Illuminance 
Lowest level for reasonable colour 
discrimination 10 lx 

Dim appearance 30 lx 
Lowest level for ‘acceptably bright’ 
appearance 100 lx 

Bright appearance 300 lx 
Distinctly bright appearance 1000 lx 

 
Perimeter emphasis is enhanced by any lighting configu-
ration that provides visual clarity or draws attention to the 
edges of a room, such as wall wash lighting, accent light-
ing on art decorations, ornate wall mounted sconces, or 
well lit side tables. Qualitative perimeter emphasis is a 
property of a room and can take the values none, some 
(perimeter illuminance is approximately equal to central 
surfaces), or lots (perimeter illuminance is significantly 
greater than central surfaces). 
 
 
5 FRAMEWORK FOR THE APPLICATION OF QSR 

We have developed a prototype which applies qualitative 
spatial reasoning in qualitative lighting design to deter-
mine the subjective reaction that an electrical lighting 
installation will evoke. Figure 3 illustrates the flow of 
information in the application. The building and lighting 
installation model is internally represented as surfaces and 
light sources with various properties such as dimensions, 
position, and reflectance for surfaces and beam intensity 
and beam angle for sources. These can be directly taken 
from a building specification file in a format such as the 
Industry Foundation Classes (IFC) (IAI 2006) model 
specification. The qualitative relations and properties 
about model components, as described in the previous 
section, are then derived by the reasoning engine. The 
lower level qualitative measures are used to determine the 
high level subjective impressions of the lighting scheme 
such as clarity or intimacy. A summary report of the 
analysis is then produced, specifying the inferred subjec-
tive responses along with the rationale behind the reason-
ing process. Figure 4 illustrates a mockup screenshot of a 
potential graphical interface for the decision support tool. 

 
Figure 3. Diagram indicating the flow of information (arrows) 
between the components (solid and dotted boxes) required to 
apply QSR to architectural lighting. 



 
Figure 4. Mockup screenshot of a user interface for the subjec-
tive impressions analysis engine. 
 
5.1 Experiments and results 

Experiment results conducted by Steffy (2002) (pp. 61-
70) have been used to validate the reasoning engine’s 
applicability to lighting design. Steffy presents six differ-
ent lighting conditions for a meeting room, along with a 
summary of the qualitative impressions reported by par-
ticipants of the study. Four different light sources are used 
in various combinations, which are overhead direct (in-
candescent), overhead indirect (fluorescent), and periph-
eral indirect (fluorescent on one wall, incandescent on 
another). These conditions are presented in Table 6 along 
with the derived subjective impressions from the QSR 
reasoning engine. 
The reasoning engine correctly determines subjective 
impressions when strong responses are reported, that is (i) 
the clarity rating for conditions three, five, and six, (ii) the 
spaciousness rating for conditions one, two, and six, and 
(iii) the relaxation rating for conditions three and four. 
When the response is only moderate the engine still de-
termines the correct qualitative value (e.g. clarity in con-
dition one is generally hazy, which is qualitatively classed 
as simply hazy). When the response is neutral the engine 
does not respond in a consistent manner between different 
impressions (e.g. in condition two the neutral clarity rat-
ing is assessed as clear, whereas in condition three the 
neutral spaciousness rating is assessed as cramped). The 
engine requires a further qualitative value neutral to cap-
ture this intermediate case, or a fuzzy logic approach 
where membership functions are provided to determine 
the degree to which a scene is considered clear or hazy. It 
must be noted that the results are completely determinis-
tic, that is, identical scenarios will always result in an 
identical qualitative assessment by the QSR engine. An 
important future task is to improve the accuracy and ro-
bustness of the engine by working closely with experts in 
the subjective lighting research field. Another future task 
is to incorporate machine learning techniques where the 
system will automatically refine the associations between 
lighting configurations and subjective impressions by 
analysing a number of examples. 
 
 
 
 

Table 6. Six lighting conditions used in experiments by Steffy 
(2002), the qualitative assessments that people gave during the 
study, and the qualitative assessment given by the prototype 
QSR reasoning engine. 

 
 
 
6 CONCLUSIONS 

Architectural lighting design requires balancing both 
functional and subjective requirements. Architectural 
software tools currently available are not suitable for rea-
soning about subjectivity, due to the sole reliance on nu-
merical methods for processing information. It is shown 
here that qualitative spatial reasoning approaches address 
the key issues raised when using numerical methods, in 
particular, managing vague and uncertain data, and ad-
dressing the usability difficulties of complex numerical 
tools at an early stage of design. The rationale described 
by leading researchers in the subjective influence of light-
ing is formulated in the context of qualitative spatial rea-
soning in a manner suitable for implementation in soft-
ware. A prototype system for reasoning about the subjec-
tive impressions of an electrical lighting scheme has been 
presented, and the results of experiments performed by 
Steffy (2002) have been used to validate the approach. 
The preliminary prototype results are promising and dem-
onstrate the applicability of qualitative spatial reasoning 
to architectural lighting. Future directions include build-
ing more sophisticated and robust qualitative inference 
functions and incorporating fuzzy logic to allow the sys-
tem to reason about the degree to which qualitative crite-
ria have been met. 
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POSITIONING FEM IN THE TRANSFORMATION OF SPATIAL DESIGN TO STRUCTURAL 
DESIGN 

H. Hofmeyer, M. C. M. Bakker 
Structural Design Group (SDCT), Technische Universiteit Eindhoven, Eindhoven, the Netherlands 

ABSTRACT: In the field of architecture, structural topology is the set of locations, types (i.e. beams, columns), and ar-
rangements of structural elements. To help the architect in understanding the structural topology for his spatial design, 
research exists that studies the process of the transformation of a spatial design into a structural design. If the Finite 
Element Method (FEM) is applied in this research, two problems can occur: (1) how to transform a topology in a me-
chanical system and FEM-input and (2) how can FEM support qualitative design decisions. In this paper, it is tried to 
define these two problems more clearly by developing data(EXPRESS)- and process(IDEF0)-models for three trans-
formations: From structural topology to mechanical system, from mechanical system to finite element model, and from 
finite element model to design recommendations. A six-level apartment building is used as a case study to test and sup-
plement the data- and process-models for all three transformations. It can be concluded that the data- and process 
models are useful at their abstract level, but that many problems at lower abstraction levels remain to be solved. 
KEYWORDS: FEM, structural design, spatial design, data model, process model. 
 
 
1 INTRODUCTION 

In the field of Architecture, Engineering, en Construction 
(AEC), most design processes are multi-disciplinary and 
many research projects are carried out to investigate these 
design processes and to develop (computer aided) tools to 
support the processes in order to make them more effi-
cient (Haymaker et al 2004, Fenves et al 1994, Fenves et 
al 2002, Mora et al 2006, Khemlani et al 1998, Matthews 
et al 1998, Rosenman et al 2005, Hofmeyer and Kerstens 
2006, Hofmeyer 2007). Furthermore, researchers assume 
that by improving the design processes, the quality of the 
designed product (the building) improves as well. In this 
paper, within the multi-disciplinary design process, only 
the disciplines of spatial design and structural design will 
be considered. 
Research on the computational aspects of spatial design 
and structural design can be divided in two groups: space-
allocation (i.e. Kotsopoulos 2005, Reffat 2006, Keatru-

angkamala and Nilkaew 2006, Oxman 1997) and struc-
tural optimization & grammars (Maher 1985, Mullins et 
al 2005, Bletzinger and Ramm 2001). Within these 
groups, often the basic underlying idea on the design 
process is that a more or less one-way path runs from spa-
tial to structural design (figure 1a). 
However, the building design process can also be mod-
elled with a more cyclic approach. A start is made by the 
transformation of a spatial design into a structural design, 
which is carried out often by a structural designer. The 
resulting structural design will be subject for improve-
ment, for example by expert views of other structural de-
signers or by optimization techniques. This optimised 
structural design will be given to the architect and he will 
then adjust the spatial design to fit the structural design 
(step 3, from structural design 2 to spatial design 2) or to 
fulfil other requirements from the building plan (step 4, 
from spatial design 2 to spatial design 3).  

(a) Building design
process
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(b) Interaction of
spatial and structural

design
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design 1
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Other parts
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process

Spatial
design 3Spatial

design 1
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Figure 1. (a) the building design process and (b) interaction of spatial and structural design. 



The resulting design spiral -as shown in figure 1b- is de-
fined as "interaction between spatial and structural de-
sign" and the use of this model of the design process is 
justified by many research projects on the support of 
multi-disciplinary design processes, for example (Hay-
maker et al 2004) who show that a building design project 
can be seen as a sequence of views and dependencies 
from several disciplines. 
Recently, it was shown that a procedure for cyclic trans-
formations between spatial and structural designs with the 
use of a scale to evaluate design characteristics yields 
fundamental knowledge on both interaction between spa-
tial and structural design, and the underlying design proc-
ess (Hofmeyer 2007). The research was driven by the idea 
of a research engine as shown in figure 2. By applying 
selected transformations and evaluating the degree of in-
ter-disciplinary design by using a scale, the fundamental 
relationship between spatial and structural design can be 
investigated. 
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Figure 2. Research engine. 
 
In both research groups previously mentioned (space-
allocation and structural optimization & grammars) and in 
the last mentioned research on cyclic transformations, the 
transformation of a spatial design into a structural design 
is an important aspect. Often, the finite element method is 

applied for parts of this transformation and then the fol-
lowing two problems can occur (1) how to transform a 
topology (the set of locations, types (i.e. beams, columns), 
and arrangements of structural elements) into a mechani-
cal system and FEM input and (2) how can FEM support 
qualitative design decisions. In this paper, the two prob-
lems mentioned are defined in a more clear way by defin-
ing specific data- and process-models, based partly on 
general data-models for spatial and structural design 
(Mora et al 2006) and general process-models for spatial 
and structural design (Sause et al 1992, Sacks and War-
szawski 1997). Three stages are considered. In section 2 
the process from structural topology to mechanical sys-
tem, in section 3 from mechanical system to finite ele-
ment model, and in section 4 from finite element results 
to design recommendations. Then in section 5, these data- 
and process-models are used for the design process of a 
six-level apartment building and problems found here will 
be reported in terms of the data- and process-models. 
Throughout the paper, only linear elastic behaviour is 
considered, thus buckling and other stability problems are 
not taken into account. 
 
 
2 FROM STRUCTURAL TOPOLOGY TO ME-

CHANICAL SYSTEM 

To define the structural topology of a design, several 
models exist. In this paper, the StAr data-model of Mora 
et al 2006 will be used, because this is the most extended 
and useful model at the moment. In this paper, the StAr's 
architectural model serves as structural topology. This 
topology, a number of spatial elements Abeams, Acol-
umns, Aslabs, Awalls, and their position and properties, is 
not suitable for structural calculations. This because the 
architectural elements often will not form a kinematically 
determined and fixed "mechanical system". A mechanical 
system consists of mechanical elements, their properties, 
dynamic boundary conditions, and kinematic boundary 
conditions, figure 3. 
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Figure 3. Data-model for the transformation of a structural topology into a mechanical system, using the EXPRESS (Schenk and 
Wilson 1994) representation. 
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The mechanical elements are of type truss (a line element 
only able to resist normal forces), beam (a truss that also 
resists bending and torsional moments), and flat shell. A 
flat shell has both diaphragm action (resisting in-plane 
loading by membrane forces) and plate action (resisting 
out-of-plane loading by bending and torsional moments). 
Note that normally in a mechanical system, depending on 
the load type and orientation, diaphragms and plates exist 
as separate elements, but to reduce complexity in this 
paper they are combined. The same is valid for volume 
elements, these are omitted here. Every mechanical ele-
ment should be connected to at least one other element 
such that it cannot displace or rotate freely relative to this 
element. For this, two types of connections can be used, 
displacement and rotation couplings. Furthermore, the 
mechanical system itself, containing all connected me-
chanical elements, should not displace or rotate relative to 
the earth. Therefore kinematic boundary conditions are 
needed, the most frequently used types are a (zero) pre-
scribed displacement or rotation for a point and a (zero) 
prescribed line displacement. Loading the mechanical 
system will be carried out by dynamic boundary condi-
tions, such as a point load, bending moment, and distrib-
uted line or surface load.  
Given the data of structural topology and mechanical sys-
tem in figure 3, the process to transform a topology into a 
mechanical system should be developed. To start with, it 
seems logical to generate a corresponding mechanical 
element for every architectural element, corresponding 
sets can be found in figure 3. The most difficult task is 
then to generate additional mechanical elements or con-
nections, such that the set of mechanical elements be-
comes a mechanical system. For this, first it will be de-
fined when a mechanical element is fixed in space, given 
the following assumptions: 

- A mechanical element can only have kinematic 
boundary conditions at its element points. Element 
points are defined as the ends (truss or beam) or the 
corners (flat shell). 

- Only translational kinematic boundary conditions will 
be taken into account. This means that the system can 
only become kinematically determined by shear walls 
(flat shells) or bracings.  

- Only designs are regarded that have a more or less 
rectangular setting. This does not mean that only box-
like buildings can be used, but for instance so-called 
blobs and tensegrity-structures are out of scope here. 

Given these assumptions, figures 4 (a) and (b) show the 
minimal conditions for mechanical elements to be fixed in 
space, using a local coordinate system for the element. 
The procedure to develop a mechanical system could now 
be as follows. Given a global coordinate system, the set of 
element points having the same and lowest y-value (in 
other words are at ground/foundation level) are con-
strained for displacement along the x-, y-, and z-axis, step 
1 in figure 4 (c). If this set consists of only points along a 
single line, than additional elements should be generated 
such that the points do not lie along a single line. Then 
one of the involved elements is investigated for the mini-
mal conditions. If not all conditions are met, additional 
conditions are found by connecting the element points to 
other element points of elements already fixed or to truss 
or beam elements fixed at least in their normal direction. 
In this case of the example in figure 4(c), flat shell 1 
needs an additional constraint for the z-displacement, and 
this can be found by adding a truss, step 2 in figure 4(c). 
This procedure is then followed for all mechanical ele-
ments. For the example, flat shell 1 (diaphragm action) 
can now be regarded as fixed in space and the adjacent 
part flat shell 2 is checked for the minimal conditions. For 
flat shell 2 an additional y-constraint is necessary. Be-
cause it is connected to a truss in y-direction and this truss 
is already fixed in y-direction, the flat shell (plate action) 
is also fixed. Then the already placed truss is fixed too, 
step 3. In the last part of the example, the truss on top is 
fixed by two additional truss elements, step 4. These 
processes are modelled using IDEF0 as shown in figure 5 
and 6. Hereafter, the properties of the mechanical ele-
ments have to be defined, i.e. material properties and 
cross-sectional parameters. For the material properties, it 
is assumed that the architectural model already defines the 
material and that these properties are inherited by the me-
chanical element. Assuming linear elastic behaviour, only 
Young's modulus E, Poison's constant ν, and the density ρ 
are used. For cross-sectional parameters, conceptual struc-
tural design rules are used (e.g. Lin and Stotesbury 1981). 
This is acceptable, as (cross-sectional) properties are only 
used for a rough estimation of the strains and stresses in 
order to move, remove, or add elements (section 4) and 
not specifically to optimize the elements themselves. The 
process of loading the mechanical system consists of 
three parts, namely applying the gravitational load, lateral 
load, and live load, as also follows indirectly from the 
StAr-representation (Mora et al 2006).  
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Figure 4. (a) and (b) conditions for elements to be fixed, (c) example. 
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Given the fact that the mechanical model is to be trans-
formed into a finite element model, the gravitational load 
is the most easy to apply. This because in the finite ele-
ment model, if the material and thus density of a me-
chanical element are known, gravitational loading can 
simply be switched on. Live load can be applied in the 
mechanical model by finding all horizontal flat shells and 
applying a distributed load of 2.0 kN/m2. Lateral loading 
is applied by first generating side views of the building, 
and then applying vertical distributed loads of 1.0 kN/m2 
on all flat shells in line of sight. 

 
Figure 5. Process-model for topology into mechanical system 
using IDEF0 (Knowledge Based Systems 2007). 
 
Although these data and process models make sense at 
their level of abstraction, it should be noted that for many 
processes on a lower abstraction level no solutions can be 
found in literature and solutions may be very hard to find. 
For instance, if process A12 (Fix points of elements, fig-
ure 6) is carried out, at least two problems occur: A me-
chanical system is developed that may have unpractical 
connections between mechanical elements, for instance a 
beam may cross a corridor. Or, the connections that are 
added to the system to make it kinematically determined 
are not logically from a structural point of view regarding 
stiffness or strength. It should be investigated whether a 
cyclic application of transformations, having spatial con-
siderations, and presented in the introduction and figure 2, 
could filter out this sort of problems. 

 
Figure 6. Process-model for fixing of element points using 
IDEF0 (Knowledge Based Systems 2007). 
 
 
 
 
 

3 FROM MECHANICAL SYSTEM INTO FINITE 
ELEMENT MODEL 

The developed mechanical system still is not a finite ele-
ment model and in general many problems may occur if a 
finite element model has to be developed (Bakker and 
Pekoz, 2003). Figure 7 shows a proposed data model of 
the mechanical system and a finite element model. In the 
transformation of a mechanical system into a finite ele-
ment model, the most difficult part is that a mechanical 
element is normally not directly modelled by a finite ele-
ment, but is seen as a geometrical entity (keypoint, line, 
or surface) and that a geometrical entity is modelled by 
finite elements. "Line element division" is used to deter-
mine how many finite elements are used for one geomet-
rical entity. Depending on the stress gradient in a specific 
part of the mechanical system, a minimal number of ele-
ments is needed for good results, the use of too many 
elements is regarded as inefficient. Another aspect that 
complicates the choice for the number of elements is that 
this number influences a structural optimisation process in 
which low-stress elements are removed from the finite 
element model (Hofmeyer, 2007). For the process from 
mechanical system into finite element model, it is pro-
posed to start with generating one geometrical entity for 
each mechanical element. Then each line of the geometri-
cal entity is divided by "Line element division" in a num-
ber of elements that corresponds with the expected stress 
gradients. For FE Truss and Beam elements, one element 
is used for each line. For flat shells, 3 * 3 4-node elements 
will be used. Dynamic and kinematic boundary conditions 
are modelled by loads like displacements, force or mo-
ments, and pressures. In general, connections need not to 
be modelled as finite elements couple their degrees of 
freedom (DOF) at coincident nodes. However, also rota-
tional DOF's will be coupled by the Finite Element 
Method (FEM) which is not congruent with the approach 
in section 2 where only translational DOF's were consid-
ered. Because it is quite difficult to set up the Finite Ele-
ment model such that only translational DOF's are ap-
plied, for now the method in section 2 is used as a mini-
mal condition for a kinematically determined design, 
whereas the additional DOF's applied by FEM are re-
garded as providing additional stiffness. It should also be 
noted here that the finite element method may provide an 
alternative for the procedures in section 2 to make the 
mechanical system structurally kinematically determined. 
As long as the system is not kinematically determined, a 
finite element model will not work (regrettably some fi-
nite elements programs use a work-around that prohibits 
the user to see this problem) and thus it may be possible 
to add mechanical elements in an iterative method until 
the program does work (and the system is kinematically 
determined). 
 
 
4 FROM FINITE ELEMENT MODEL TO DESIGN 

RECOMMENDATIONS 

Once a finite element model is developed, it can be used 
for, in this paper, a linear elastic calculation. In fact, the 
only direct output of the finite element model is a set of 
reaction forces and displacements of the element nodes, 
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figure 8. Using the nodal displacements then, strains and 
stresses in the finite elements can be predicted. In this 
paper, the finite element results are not used for precise 
design of section properties or exact prediction of the 
strength of elements or systems, but are merely meant for 
design recommendations in the conceptual design phase.  
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Figure 7. Data-model for the transformation of a mechanical 
structure into finite element model using the EXPRESS (Schenk 
and Wilson 1994) representation. 
 
These design recommendations could be: 

- A mechanical element should be supported by an ad-
ditional element to increase the strength and/or stiff-
ness of the mechanical system. 

- A mechanical element can be removed without affect-
ing the strength and/or stability of the mechanical sys-
tem. 

- A mechanical element should be moved (position) or 
added to optimise the strength and/or stiffness of the 
mechanical system. 

- The mechanical element's properties (material proper-
ties or cross-section parameters) should be changed to 
optimise the strength and/or stiffness of the mechani-
cal system. Although the element's properties are 
needed for carrying out a useful finite element calcula-
tion, this fourth design recommendation is not used in 
the paper, because as discussed the recommendations 
are merely meant for the conceptual design phase.  

Finite Element 
Model

Finite element

 [1:?]

 [1:?] Load

 [1:?]

Geometrical entity 
(keypoint, line, etc)

Node Displacement 
function/stiffness

 [1:?]  [1:1]

Linear set of 
equations

 [1:?]

 [1:?]

 [1:?]

Displacement

Strain/stress

 [1:?]

 [1:?]

Design 
recommendation

Remove 
geometrical entity

Add geometrical 
entity

Move geometrical 
entity

 [0:?]

 [0:?]

 [0:?]

results [0:?]

results [0:?]adds [0:?]

removes [0:?]

moves [0:?]

 
Figure 8. Data-model for the transformation of finite element 
results into design recommendations, using the EXPRESS 
(Schenk and Wilson 1994) representation. 
For stiffness considerations, table 1 shows for each ele-
ment for which finite element output ("displacement" 
and/or "strain/stress" in figure 8) a design recommenda-
tion would be appropriate. Note that a similar table could 
be made for strength considerations, but in this paper, 
only stiffness will be considered. It is assumed that every 
element is fixed in space (by the procedures as presented 
in figure 5), thus large (rigid body) displacements are no 
valid argument to give a design recommendation. 
 
 
5 CASE STUDY 

The developed strategies to transform a structural topol-
ogy into a finite element model (with a mechanical sys-
tem) and to interpret the finite element results to optimize 
the structural design have been tested for the spatial de-
sign of a six-level apartment building as shown in figure 
9. All three processes (in section 2, 3 and 4) were carried 
out manually, whereas the FE simulations were, of 
course, carried out automated. Conclusions of this case 
study can be used to refine the data- and process-models 
and these can then be automated, including the design 
recommendations (section 4). 

Table 1. Conditions distilled from finite element output for design recommendations. 
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Figure 9. Spatial design (Sturm Architects, Roosendaal, The 
Netherlands) of a six-level apartment building. 
 
Regarding the design, the ground floor is mainly used for 
parking and provides the entrance and lobby. From the 
second floor on apartments are planned. The third to fifth 
floor form a single architectural block as seen from the 
outside (see the artist impression in figure 9 at the top). 
This block seems -in the architects opinion- to be sup-
ported by six columns visible at the outside over the first 
two levels. The deviant structure of the upper deck (the 
sixth floor) is out of the scope of this paper. As a first 
step, the structural designer involved in this project was 
interviewed. This interview can be used to verify the pro-
posed strategy to transform a structural topology into a 
mechanical system: After the structural designer received 
the architectural drawings, he first selected vertical posi-
tioned elements (such as walls and columns) that could be 
used as elements in a mechanical system. He carried out 
this selection by choosing all columns shown in the draw-
ing (this because "a column is always a structural ele-
ment") and selecting walls that were cavity walls. Follow-
ing this selection process, he investigated whether the 
floors were sufficiently supported and whether forces 
could flow from the top of the building to the basement 
following a more or less straight vertical line. Table 2 
shows the differences between the proposed method and 

the findings in the interview. In general, it can be stated 
that the (automated) proposed method is more error-
prove, but possibly does not recognise optimal or intuitive 
acceptable solutions. 
Table 2. From topology into mechanical system, proposed 
method vs. case study. 

 
 
The structural designer selects architectural elements 
whereas the proposed method uses all architectural ele-
ments. Thus the mechanical system by the structural de-
signer is a subset of the system by the proposed method. 
Because a subset may be more demanding in finding a 
structural system, this subset is chosen for the following 
step "from mechanical system into a finite element 
model". Figure 10 shows the finite element model with 
the stress-distribution due to lateral and live load. The 
following items are subject to improvement: 

 
Figure 10. Finite simulation of six level apartment building. At 
the right a cross-section has been made by removing elements. 

 
If mechanical elements do not end at but do join other 
mechanical elements, node connectivity is not guaranteed. 
This problem occurs for instance if the Awall at gridline 1 
(figure 9) is defined as positioned from gridline A to C. If 
three finite elements are used along the length (as sug-
gested in this paper) the element nodes are not coincident 
with the element nodes of the perpendicular walls. Thus 
the mechanical elements have to be divided into smaller 
elements that make node connectivity possible. For floors, 
it became clear  
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Table 3. Design recommendations case study. 

 

that mechanical elements both beneath and above the 
floor have to be considered for divisions of Afloor. 

1. If side views of the building are used to apply lateral 
loads, Awalls that were not taken into account as me-
chanical elements, such as a glass facade or a frame 
with cladding, do not show up. This means they are 
not loaded, and thus it may be a significant amount of 
load that is not applied. The same is valid for dead 
load of architectural elements not taken into account 
within the mechanical system. 

2. The amount and location of architectural elements was 
such, that the derived mechanical system was kine-
matically determined without further addition of ele-
ments. This suggests again that architects uncon-
sciously take structural design aspects into account 
(Hofmeyer 2007). 

3. For floors it is needed to know their span direction. 
Now in the finite element simulation, a floor was used 
that spans in both directions, but this is often far from 
realistic. 

For the last step table 1 was used to provide recommenda-
tion on an optimised structural design, table 3. This would 
lead to a new structural design as is shown in figure 2 
(structural design 2). 
 
 
6 CONCLUSIONS 

The transformation from spatial design into structural 
design has been split up into three parts: (1) from spatial 
topology into mechanical system, (2) from system into 
finite element model, and (3) from finite element model 
to design recommendations.  
For all three parts, data-models have been developed us-
ing EXPRESS. For the first part, also a process-model 
was made using IDEF0 (for the other two parts, processes 
were only described in text). This modelling was not pos-
sible without limiting the types and number of boundary 
conditions, and the exclusion of freeform structures like 
blobs and tensegrity structures. 
The data- and process-models have been verified with the 
design of a six-level apartment building as case study. 
This verification shows that mechanical elements have to 
be split to guarantee node compatibility, that architectural 
elements not included into the mechanical model cause 
lateral- and live-load errors, and that span directions of 
floors should be investigated. Furthermore, also rotational 

DOF's are coupled by the Finite Element Method (FEM), 
which is not congruent with the approach in section 2 
where only translational DOF's were considered. The as-
sumption has been made that (cross-sectional) properties 
are only used for a rough estimation of the strains and 
stresses in order to move, remove, or add elements, not 
specifically to optimize the elements themselves. And 
finally, only stiffness, not strength, was considered in the 
design recommendations. 
Although many assumptions and limitations were taken, 
the application of the data- and process models showed 
that they are useful at their abstract level. However, many 
problems at the lower abstraction levels remain to be 
solved. For instance, in section 2 it was shown that un-
practical new mechanical elements between existing ones 
can be generated or connections cannot positioned logi-
cally from a structural point of view. It should be investi-
gated whether a cyclic application of transformations, as 
presented in the introduction and figure 2, could filter out 
this sort of problems. 
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ABSTRACT: The concepts underlying ‘scenario-based’ design are introduced. From the analysis of a number of struc-
tured interviews with practicing designers, key design scenarios are identified. These scenarios are then generalised 
and outline guidelines developed for structuring early stage design. 
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1 INTRODUCTION 

Architects have, traditionally, made extensive use of 
sketching in early-stage design development. One of the 
key functions of hand drawing is to actively explore the 
translation of descriptive design ideas into depictive rep-
resentations (and vice versa) as ideas and mental images 
are represented in different components of our working 
memory. Sketches act as a form of “aide memoir” or 
“holding structure” for design ideas and design images. 
Given that CAD systems lack the immediacy and quality 
of hand sketching in this context, there is a growing inter-
est in “scenario” techniques as a way of providing compu-
tational support for this design exploration. This method-
ology simulates possible future environments and then 
concentrates on developing paths from the present situa-
tion towards various possible futures. In following the 
different paths the complexity of the design problem is 
explored and any inter-relationship between alternative 
outcomes discovered. In this way many of the same key 
mental processes engaged in sketching are utilised al-
though the representation is radically different. 
 
 
2 WHAT IS DESIGN? 

Design may be defined as the activity of specifying an 
artefact, given requirements that indicate one or more 
functions to be fulfilled and/or objectives to be satisfied 
by that artefact. The activity of design consists of trans-
forming representations, beginning with an initial outline 
representation and then developing more detailed repre-
sentations. The initial representations can be very diverse 
- composed of elements at various levels, from different 
sources, made up of contradictory and/or incomplete con-
straints, or implying such elements. The final representa-
tion has to be very precise and detailed - composed of 
elements that are all at the same level of abstraction and 
sufficiently specific to enable the artefact to be con-
structed from that representation. 

Schön (1988) was one of the first to question the then 
pervasive “Problem Solving” view of design, saying that, 
“in this paper, [he] will treat designing not primarily as a 
form of ‘problem solving’, ‘information processing’, or 
‘search’, but as a kind of making. In this view, design 
knowledge and reasoning are expressed in designers’ 
transactions with materials, artefacts made, conditions 
under which they are made, and manner of making”. De-
signing is “a kind of making…. What designers make… 
are representations of things to be built” (ibid). Schön 
emphasises that “problem solving” is generally consid-
ered as handling problems as “given”, whereas the proc-
ess of “problem setting” is neglected. “Problems of choice 
or decision are solved through the selection, from avail-
able means, of the one best suited to established ends. But 
with this emphasis on problem solving, we ignore prob-
lem setting, the process by which we define the decision 
to be made, the ends to be achieved, and the means that 
may be chosen. In real-world practice, problems do not 
present themselves to the practitioner as givens. They 
must be constructed from the materials of problematic 
situations which are puzzling, troubling, and uncertain” 
(Schön, 1983). 
It is now accepted that the “Rational Problem Solving” 
and “Reflective Practice” paradigms developed in the 
1960’s and 1970’s do not adequately explain the design 
process. Current theories build upon the “situatedness” of 
the problem solving activity (Winograd and Flores 1986, 
Suchman 1987, Varela 1991). This has been comprehen-
sively elaborated by Gero (1990) into his “situated func-
tion-behaviour-structure framework” (Gero 2004). 
Designing is an activity during which the designers per-
form actions in order to change the environment. By ob-
serving and interpreting the results of their actions, they 
then decide on new actions to be executed on the envi-
ronment. This means that the designers’ concepts may 
change according to what they are “seeing”, which itself 
is a function of what they have done. We may speak of a 
recursive process, an “interaction of making and seeing” 
(Schön and Wiggins 1992). This interaction between the 



designer and the environment strongly determines the 
course of designing. In experimental studies of designers, 
some phenomena related to the use of sketches, which 
support this idea, have been reported. Schön and Wiggins 
found that designers use their sketches not only as an ex-
ternal memory, but also as a means to reinterpret what 
they have drawn, thus leading the design in a new direc-
tion. 
Adopting situated problem solving implies approaching 
design problems through the eyes of the designer in a 
particular design situation. This means confronting the 
vagueness and subjectivity that is involved in local design 
actions and decisions. However, inasmuch as a design 
project is a problem solving process for the outside world, 
it needs to be controlled and the design decisions justified 
to the stakeholders. In that case there is a need to objec-
tify the goals and decisions in the design project, to effec-
tively eliminate the implicitness and elements of “subjec-
tive interpretation” from the design activities. Any per-
ception and problem interpretation must then be made 
explicit and becomes a subject of negotiation between the 
designer and the stakeholders. Through this process of 
negotiating, design becomes a more or less “objective” 
process, in which problem statements, programmes of 
requirements, ideas and design concepts are still made 
“subjectively” and implicitly, but in the end are presented 
explicitly and evaluated in order to settle them and thus 
make them real objects in the world. The “objectivity” of 
the steps in a design process and of the terms used to de-
scribe it can thus be considered an artificial construction 
by the designer(s) for special purposes. This may be 
achieved through the use of “scenario” techniques. This 
methodology simulates possible future environments and 
then concentrates on developing paths from the present 
situation towards various possible futures. In following 
the different paths the complexity of the design problem 
is explored and any inter-relationship between alternative 
outcomes discovered. 
 
 
3 INDETERMINANCY IN DESIGN 

The major cause of the indeterminancy is that design has 
no special subject matter of its own apart from what the 
designer conceives it to be. The subject matter of design 
is potentially universal in scope (design thinking may be 
applied to any area of human experience) but, in the proc-
ess of application, the designer must discover or invent a 
particular subject out of the problems and issues of the 
specific circumstances. 
An architect begins with what might be called quasi-
subject matter (Buchanan, 1992), tenuously existing 
within the problems and issues of specific circumstances. 
Out of the specific possibilities of a concrete situation, the 
architect must conceive a design that will lead to this or 
that particular building. A quasi-subject matter is not an 
undetermined subject waiting to be made determinate. It 
is an indeterminate subject waiting to be made specific 
and concrete. For example, a client’s brief does not pre-
sent a definition of the subject matter of a particular de-
sign. It presents a problem and a set of issues to be con-
sidered in resolving that problem. 

This is where scenarios take on a special significance as 
tools of design thinking. They allow the architect to posi-
tion and reposition the problems and issues at hand. Sce-
narios are the tools by which an architect intuitively or 
deliberately shapes a design situation, identifying the 
views of all participants, the issues which will concern 
them, and the intervention that will serve as a working 
hypothesis for exploration and development They are the 
quasi-subject matter of design thinking, from which the 
architect fashions a working hypothesis suited to particu-
lar circumstances. 
This helps to explain how design functions as an integra-
tive discipline. By using scenarios to discover or invent a 
working hypothesis, the architect establishes a principle 
of relevance for knowledge from both the arts and sci-
ences, determining how such knowledge may be useful to 
design thinking in a particular circumstance without im-
mediately reducing design to one or another of those dis-
ciplines. In effect, the working hypothesis that will lead to 
a particular design solution is the principle of relevance, 
guiding the efforts of the architect to gather all available 
knowledge bearing on how the building is finally planned. 
But does the architect’s working hypothesis or principle 
of relevance suggest that the building itself is a determi-
nate subject matter? The answer involves a critical dis-
tinction between design thinking and the activity of pro-
duction or making. Once a building is conceived, planned 
and built, it may, indeed, become an object for study by 
any of the arts and sciences, but in such studies, the ac-
tivities of design are easily forgotten. The problem for 
designers is to conceive and plan what does not yet exist. 
 
 
4 DESIGNERS APPROACHES 

Scenarios, as a process, work in a similar way, moving 
the design team away from their existing schemas to ex-
plore new territory. The scenario process enables design-
ers to visit and experience the future ahead of time and to 
create “memories” of the future. This is a form of experi-
ential learning which develops purposeful learning skills 
(Kolb 1984). 

 
Figure 1. Experiential Knowledge (after Kolb (1984)). 
 
To determine some of the characteristic processes, ten 
practicing architects were interviewed in a series of struc-
tured interviews which were recorded, subsequently tran-
scribed and then analysed. The questions were open-
ended in order to encourage discussion without leading to 
(or implying) particular answers. The discussion was 
structured as a mixture of general and specific questions, 
beginning by asking how the designers go about the con-
ceptual design of a new project. For example, do they use 
generic volumetric forms or do they develop specific 
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forms from, say, site influences. They are then asked 
about design constraints – are they self-imposed or de-
rived from regulatory frameworks; do they support or 
limit the design development? How do they decide to 
adopt one particular idea in preference to another - for 
example, from previous experience, design precedents, or 
site/regulatory constraints. Is the approach the same for 
different building types or large or small scale projects? 
In conclusion they are asked to illustrate their approach 
by reference to one of their design projects. 
The preliminary findings show a number of distinct ap-
proaches: 
- A01 and A06 begin with technological issues and de-

velop particular design details which then lead to spe-
cific forms 

- A02, A07 and A08 use pure forms to develop a ‘ge-
ometry’ in response to the site. A09 works in a similar 
way but with physical models 

- A03 tries to distil the essence of the site, taking inspi-
ration from artefacts found on the site 

- A04 relates client requirements to specific functional 
architectural standards 

- A05 derives visual axes from the site 
- A10 works from design precedents 

These general approaches are summarised in Table 1. 

Table 1. General Design Approaches. 
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A01 ●   ● ● ● ●   
A02    ● ●   ●  
A03    ●    ● ● 
A04  ● ●    ●   
A05    ● ●   ●  
A06 ● ● ●       
A07    ● ●   ●  
A08    ●    ●  
A09    ● ● ●  ●  
A10    ●    ●  

 
Further generalizing the detailed findings, two pairs of 
key axes emerged which structure the sample architects’ 
approach to early stage design. One was on a ‘structural – 
spatial’ approach to layout and the other on a site – build-
ing typology/technology approach to constraints. 
 
 
5 FRAMEWORKS FOR UNDERSTANDING CON-

CEPTUAL DESIGN 

Macmillan et al. (2001), argue that conceptual design is 
too disorganized, with the result that collaboration suffers 
as team members become frustrated. As a remedy, they 
propose a “generic model” for supporting conceptual de-
sign that would be expressed as a series of steps for inter-
action to give all participants a road map. Their research 
approaches design as a profession, and reports on obser-
vations of nine case studies of team interactions during 
the early phase of design. From these observations, they 
note several problem areas common to all the projects: 
confusion regarding direction or progress, team members 

rushing ahead of one another, expectations that all re-
quirements can be equally satisfied, little user involve-
ment during conceptual design, and wrong people in-
volved in the initial briefing sessions (Macmillan et al., 
2001). To address these problems, they propose a series 
of twelve sequential steps to enhance collaboration be-
tween members. The authors make clear the framework is 
meant as a toolkit to enhance collaboration, not a pre-
scription for how to make buildings. Continuing with 
their focus on practicing architects, they fine-tuned their 
model based on verification meetings with each of the 
teams to make sure the model reflected their experience. 

Table 2. Framework for conceptual design (after Macmillan et 
al, 2001). 

Conceptual Design Framework Tasks 
Specify the need 

Assess the requirements 
Identify essential problems 
Develop the requirements 

Set key requirements 
Determine project characteristics 

Search for solutions 
Transform and combine solutions 

Select suitable combinations 
Firm into concept variants 

Evaluate and develop a choice of alternatives 
Improve details and cost options 

 
 
6 SCENARIO DEVELOPMENT 

Scenarios provide a powerful technique for analysing, 
communicating and organising requirements. Following 
Macmillan et al one of its main strengths is in communi-
cating key ideas so that stakeholders share a sufficiently 
broad view to avoid missing vital aspects of the process. 
Scenarios are based on the idea of a sequence of actions 
carried out by intelligent agents. In the architectural de-
sign context this intelligent agent may be the human de-
signer or some computing support. It provides the focus 
for all modelling, design and communication, making use 
of narrative, sequence of events over time and for guess-
ing and reasoning about alternative outcomes. 
Three main techniques are used: 

- Prototypes: these provide an interactive artefact that 
clients and design team members can react to. 

- Scenarios: the designed artefact is situated in a con-
text. 

- Design rationale: the designers’ reasoning is exposed 
to the rest of the team and the clients, thus encourag-
ing participation in the design development. 

The main objective of scenario building is to determine 
possible, probable or preferable futures (or futures to be 
avoided). Process of designing attempts to reduce uncer-
tainty at different levels: individual/organisational/social. 
The methodology shifts the focus from the design object 
to the process of communication and interaction. Design 
decisions define possibilities; eliminate alternatives; ab-
sorb uncertainty; create novelty. 



 
Figure 2. Cycle of analyse, propose and test. 
 
The key stages of scenario development are summarised 
in Table 3 and Figure 3. 

Table 3. Stages in scenario development. 

Task Analysis 
- Identify Design Problems 
- User situations/evaluation structures 
- Review present situation; define goals; discuss strategies  
- Analyse strengths and weaknesses of alternatives 
- Incorporate into scenario descriptions 

Influence Analysis and Problem Description 
- Define problem domain and identify key elements 
- Context in which project is set  
- Decompose complex situations into chunks 
- Structure chunks 
- Represent interconnections as aspect models  
- Network relationships between influence areas  
- Recognise trade-offs and dependencies 

Future prediction 
- Work out and justify alternative paths towards possible 

design goals as a way of dealing with uncertainties 
Concept generation 

- Determine which alternatives are a good match for the 
desired future and evaluate compatibility between alter-
natives 

 526

 

 
Figure 3. Scenario Development. 
 
Scenarios need evaluation mechanisms. It is necessary to 
test potential solutions. In the past design evaluation 
tended to be summative – positioning a solution relative 
to other alternatives on various scales (cost, energy use). 
More usefully, scenario evaluation attempts to be forma-
tive – seeking to identify aspects of the design which 
might be improved. Feedback cycles are one way of 
achieving this, utilising theory (backward feedback) and 
practice (forward looking). 
 
 
 
 
 

7. CONCLUSION 

Scenarios provide a realistic new approach to constructing 
early-stage design support systems. Our application of 
these ideas at Strathclyde is in two areas. The main focus 
is on agent-based design evaluation. The second is peda-
gogical: if experienced designers’ scenarios can be de-
fined then, we believe, these could become valuable 
mechanisms in the teaching of design. 
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CASE DIGITALO – A RANGE OF VIRTUAL AND AUGMENTED REALITY SOLUTIONS IN 
CONSTRUCTION APPLICATION 
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Rainio1, Sanni Siltanen1, Jouko Hyväkkä1
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ABSTRACT: We describe a range of Virtual and Augmented Reality (VR/AR) solutions applied during the planning and 
construction of VTT’s new head offices, the Digitalo (“Digital House”) in Espoo, Finland. During the building phase 
as well as in later evaluations 2003-2006, the various approaches used for Digitalo’s visualisation included: radiosity 
rendering by still images; immersive virtual reality visualisation; mobile outdoors augmenting; augmented scale 
model; augmented web camera; 3D landscapes; and interior design by means of virtual and augmented reality. We 
employed various display devices ranging from HMD video glasses to CAVE screens, and from PDA’s to varying kinds 
of PC solutions. Some of our solutions, for example the augmented web camera and scale model systems, have not been 
previously presented and they appear here for the first time. Also, we describe the current status of the applied methods, 
as well as directions for future research. Altogether, we believe this case study to be among the most comprehensive 
ones in the world to include such a wide variety VR/AR techniques applied in a single building project. 
KEYWORDS: virtual reality, augmented reality, CAVE, HMD, web cameras, mobile computing, feature detection, 
markers, tracking, tangible user interfaces. 
 
 
1 INTRODUCTION 

Architecture and construction is generally recognised as 
one of the most applicable fields for Virtual and Aug-
mented Reality (VR/AR) technology. The planning of 
new buildings involves important decision making on 
expensive matters, as well as communication and collabo-
ration between various interest groups, which all in dif-
ferent ways signify the importance of having the future 
plans realistically presented to the stakeholders. 
In the early 2000’s it was decided that VTT would start 
building its new head offices Digitalo (i.e. “Digital 
House”) on the neighboring parking lot site. As VTT’s 
Virtual and Augmented Reality teams would also be mov-
ing into the building, it was natural to start applying the 
VR/AR methods for the 3D visualisation of Digitalo’s 
architectural plans.  
Different VR/AR visualisations were applied as presenta-
tions for the Digitalo planning committee, as well as for 
wider audiences such as the future occupants of the build-
ing. Some of the visualisations (LumePortti applications, 
ARonPDA and ARWebCam) were commissioned by 
Digitalo’s proprietor Senate Properties, while others were 
developed during the construction work in projects jointly 
funded by various construction related Finnish companies 
and TEKES (Finnish Funding Agency for Technology 
and Innovation). 
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Figure 1. Still image visualisation of Digitalo. 
 
As starting point, the 3D Studio Max model of the build-
ing was created by the architect visualisation company 
Adactive Ltd., which also created the first still image 
visualisations of the building (see Figure 1). Next, the 
model was transported to VTT’s proprietary CAVE sys-
tem “LumePortti” (i.e. “VirtualGate”) for immersive VR 
visualisation, using data gloves and space mouse for 
navigation and other user interaction. LumePortti walk 
through visualisations were also shown real time on audi-
torium projector screens, allowing wider audiences get 
familiar to and comment about their new offices. 
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Also before the construction started in 2003, we devel-
oped a mobile PDA augmenting system “ARonPDA” to 
display the virtual Digitalo building outdoors at the actual 
construction site. The system was based on marker detec-
tion and a client/server architecture, with a laptop PC 
handling the tracking and 3D graphics, and the PDA dis-
playing the augmented view video streamed from the 
server. The primary use of the augmented mobile visuali-
sations was for demonstrations to the Digitalo planning 
committee. 
Further during year 2003, just when the construction work 
was starting, we implemented an augmented web camera 
“ARWebCam”, enabling anyone using the Internet to see 
the virtual Digitalo augmented in the web camera’s real 
time view of the construction site. Using the PTZ camera 
and clipping planes enabled by the system, people could 
also get to see close up views of their future office spaces. 
Getting closer to the completion of Digitalo in 2005, we 
implemented an augmented scale model system “AR-
ScaleModel” for viewing the virtual building on a confer-
ence table with data glasses. As a collaborative multi-user 
solution, the system enables people to interact with the 
virtual model each from their own view point, with a va-
riety of interaction methods and functionality available. 
Digitalo visualisations embedded in 3D geographic maps 
were performed with our “3DTerrain” system, also in-
cluding other buildings and vegetation of the surrounding 
Otaniemi campus area. Final decisions of Digitalo’s furni-
ture and decoration were done using LumePortti visuali-
sations of a detailed room model. Further interior design 
experiments were conducted with our “ARInteriors” sys-
tem, augmenting virtual furniture into digital camera im-
ages of the existing environment. 
Today, we are operating mobile AR with powerful tablet 
PCs capable to do all the processing without any servers, 
while tracking is done markerless with our proprietary 
feature detection algorithms (“ARMobile”). For outdoors 
visualisation we are now using GPS positioning and geo-
graphic map information from Google Earth for the 
model’s placement, making the operation of the mobile 
AR system almost automatic, whenever and where-ever 
(“AROnSite”). Our most recent research involves imple-
menting mobile augmenting also on camera phones 
(“ARPhone”). 
The organisation of the paper is as follows. First we 
briefly explain how our work relates to previous work and 
alterative solutions implemented. The next three sections 
contain discussions of the application of 3D CAD model-
ing and still image visualisation; Virtual Reality; and 
Augmented Reality respectively. The Augmented Reality 
section is further organised in subchapters, each devoted 
to a separate application. Digitalo’s embedding in 3D 
maps, as well as furnishing by VR/AR visualisation, is 
briefly discussed in two separate sections Some general 
remarks are finally provided in sections Discussion and 
Future Work; and Conclusions. 
 
 
 
 
 

2 RELATED WORK 

Considering the broad range of technology addressed, a 
comprehensive review on related work is beyond the 
scope of this case study article. Instead, the following 
sections include references to related work that corre-
sponds most closely to our work. More detailed treatment 
of related work can be found in the articles by the authors 
of this paper, cf. References. Among other literature, we 
recommend e.g. the review articles by Azuma (1997) and 
Azuma et al. (2001) for a good introduction to Aug-
mented Reality. 
In the domain of Virtual Reality visualisation, different 
types of large screen stereoscopic systems have been used 
for architectural visualisation. An overview of VR tech-
nology utilisation in UK and USA based construction 
industry is presented by Whyte (2003). CAVE-like sys-
tems (Cruz-Neira 1993) represent the most immersive 
type of projector systems as they form a multi wall room 
with up to six sided systems, in which users see imagery 
surrounding them. When head tracking is included, a 
quite convincing feeling can be achieved of a space that 
exists only as CAD models before actually building it. 
These systems have evolved from expensive custom 
hardware to relatively inexpensive off-the-shelf PC based 
systems, which is the case also with our LumePortti sys-
tem (Rönkkö 2004). 
The first to implement client/server AR solutions with a 
PDA device were Geiger et al. (2001). In our implementa-
tion (Pasman and Woodward 2003), one of the main dif-
ferences was that we used video coding rather than JPEG 
images. Also, the applications (close range vs. outdoors) 
were very different from each other (see Pasman et al. 
2004). Outdoors AR in general has been implemented by 
various research groups, most often by other means than 
markers, e.g. beacons, sky line silhouette, 3D GIS infor-
mation etc. & hybrid solutions; see e.g. (Behringer 1999, 
Azuma et al. 2006, Reitmayr and Drummond 2006). To-
day, we too are operating outdoors AR without markers, 
instead employing GPS, Google Earth map information 
and feature based motion tracking for the camera position 
registration (Honkamaa et al. 2007). Our special goal in 
this development is to keep the hardware as simple as 
possible (i.e. things you can expect to find in an ordinary 
camera phone), and to avoid any additional components 
such as gyroscope, compass, altimeter etc. 
Our implementation of the augmented web camera in 
2003 was probably the first of its kind to have been ap-
plied in a real construction project. Previously also Mac-
Intyre (1999) had done experimental work with aug-
mented web cameras. The augmented telescope (Fraun-
hofer 2005) bears some resemblance to our system, in the 
sense that the augmenting is based on interpreting PTZ 
parameters of a camera (telescope) on a fixed podium. For 
further reading, see e.g. (Columbia University 2007) for a 
range of outdoors AR applications, and (Klinker 2001) 
and for an in-depth discussion of calibration and other 
associated issues. 
The most ambitious effort in the field of collaborative 
augmented scale models to date is presented with the 
ARTHUR system (Broll et al. 2004). Our ARScaleModel 
system takes a more lightweight approach, inspired by the 



City Planning system by Kato et al. (2003). Compared 
with Kato’s work, we include lot of similar features such 
as moving of lights, adding and transforming of compo-
nents, virtual reality mode etc. Among the main differ-
ences, we perform the interaction by tangible and eye 
cursors vs. Kato’s “magic cup”, our VR mode relies just 
on visual tracking vs. gyrometer, while we also provide 
support for multiple users, pre-recorded walk throughs 
and hyperlinks. 
In principle our ARScaleModel solution also enables col-
laboration over the Internet. Similar work in this direction 
is now commercially available by the company Metaio 
(2007). Metaio also develops still image augmenting 
software similar to our ARInteriors solution (Siltanen and 
Woodward 2006); the development of these two systems 
has been independent of each other, with the first proto-
type of ARInteriors demonstrated already 2003. 
 
 
3 CAD MODELING AND STILL IMAGE VISUALI-

SATION  

Adactive Ltd. produces high quality 3D visualisations to 
help communication during design process. For Adactive, 
the case Digitalo was a pioneer project in the sense that 
the commission included both production of a 3D model 
suitable for real time applications and production of 3D 
still images. Keeping these somewhat contradictory needs 
in mind and knowing from previous projects that architec-
tural design is in constant change until final drawings are 
produced, we decided to make all the 3D modeling with 
the AutoCAD program. The same program was used in 
the production of 2D architectural drawings. The ability 
to use the architects drawings as external reference draw-
ings in our AutoCAD 3D model files, and furthermore, 
the ability to use these AutoCAD 3D models as linked 
files in 3D Studio Max provided a very flexible modeling 
pipeline and gave us the possibility to react quickly to 
design changes. Linking instead of importing the CAD 
geometry into 3D Studio Max gave us the ability to up-
date geometry changes without the need of re-defining 
lights, material settings etc. 
All 3D modeling was done using basic 3D objects in 
AutoCAD. Solid geometry and surface modeling was 
combined to produce as few polygons as possible without 
sacrificing the level of detail too much. The model of the 
building was divided into logical parts (wings, floor levels 
etc.) which were then referenced as AutoCAD blocks 
(instances) to minimise the amount of modeling needed. 
Material and texture settings were applied to the 3D 
model in 3D Studio Max. At this point, 3D still images 
were produced using radiosity rendering (Figure 2). 
In order to make the real time 3D model spatially and 
visually more interesting and realistic we decided to bake 
the radiosity calculation solution into surface textures. 
Texture baking in 3D Studio Max takes the colors (or 
light intensities) stored in vertices during radiosity mesh-
ing and stores the combination of vertex colors and tex-
tures into new textures. At the same time, it also simpli-
fies the radiosity mesh back to the original geometry. As 
the production pipeline defined by VTT required export-
ing to VRML format where only one texture channel was 

available, only diffuse textures containing all color and 
light information were used. This resulted in some prob-
lems with texture sizes. Even though the 3D model was 
divided into parts the limitations of texture sizes are visi-
ble in some parts of the model. This could have been 
avoided if multiple texture channels would have been 
available and multitexturing could have been used to store 
color information into tiling texture files and light infor-
mation into separate light maps.  

 
Figure 2. Radiosity rendering of Digitalo interior. 
 
 
4 VIRTUAL REALITY VISUALISATION 

LumePortti (Rönkkö 2004) is VTT’s scalable virtual-
environment platform which we had developed already to 
quite a mature level at the time of application with Digi-
talo in 2003. LumePortti runs on ordinary Windows PCs 
equipped with graphics cards suitable for 3D game play. 
The LumePortti platform supports various input tech-
nologies, including position and orientation tracking, 
data-glove input with basic gesture recognition, six de-
grees-of-freedom space mouse input and speech recogni-
tion. Feedback to the user is provided via stereoscopic 
real-time graphics, and audio. The system utilises passive 
stereo, that is, two projectors project the image for each 
wall. The image is separated for each eye by using polari-
sation filters in front of the projector lenses and by polari-
sation glasses for the users. In the case of Digitalo we 
used two rear-projection screens in an L-shape with two 
projectors each. Thus, four PCs were used to drive the 
graphics to the projectors; additionally the hardware in-
cluded one input computer with an InterSense 600 ultra-
sonic/infrared tracker connected to it for head tracking, 
and one master PC to control the whole application. 
LumePortti utilises in-house developed VR software to 
produce the visuals as well as to receive user input. The 
system also allows the usage of game engines as plug and 
play modules for the visualisation purpose. In this appli-
cation we used the Cipher (2007) game engine in the im-
plementation of the rendering component of our virtual 
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reality system. The system consisted of rendering clients 
and a master that controlled user input module as well the 
rendering clients. Cipher provided basic exporters for 3D 
Studio Max geometry, material and lighting data. How-
ever, we extended the graphics content production pipe-
line with our own 3DS Max scripts so that we were able 
to get texture baked radiosity textures more easily for the 
final architecture presentation. Cipher itself supports fea-
tures like real-time hard edged shadows and skeletally 
animated characters that were used to make the presenta-
tion of the architecture livelier as well as to give some 
additional visual feedback of relative sizes of spaces. 
A video is available at (VTT Demos 2007) showing a 
navigation sequence inside the virtual Digitalo. Figure 3 
below shows a snapshot of the video. Live presentations 
were exhibited to the designer and architect audience in-
volved, as well as to a relatively large number of the fu-
ture users of the building. The audience was able to try 
interactively navigating within the building with the space 
mouse, as well as view guided walk-throughs in larger 
auditoriums. The audience felt that the visualisations gave 
good insight what the building would be like. The future 
users of the building were very interested in commenting 
the building on the basis of the presentation. Some archi-
tects, on the other hand, also expressed views that they 
can visualise their plans in their head without such a visu-
alisation. Overall, it is important to note that when trying 
to reach high visual realism, the dynamic range of display 
devices is not on par with what we can observe in reality. 

 
Figure 3. LumePortti visualisation of Digitalo interior. 
 
Currently, we have updated our system setup to two sepa-
rate systems. One is a mobile setup “MobiTrix” using a 
rear projected foldable canvas and a miniPC with a gam-
ing graphics card, together with two small projectors for 
stereoscopic viewing experience. This mobile system is 
commercially available today from the company Sense-
Trix (2007). The other system is a permanent meeting 
room installation at Digitalo with three vertical screens, as 
well as floor or roof projection to complement the vertical 
screens. The system incorporates VR viewing options 
directly to a meeting room and it provides also possibili-
ties to observe 3D models and 2D project data simultane-
ously on separate back projected screens.  
 

5 AUGMENTED REALITY VISUALISATIONS 

5.1 Hardware issues 

Altogether, our Augmented Reality development has been 
based solely on off-the shelf hardware devices. With the 
mobile PDA based system in 2003 we used the Compaq 
iPAQ H3800, equipped with FlyJacket iCAM camera and 
a D-Link WLAN Card, together with an ordinary 1,8 GHz 
laptop PC as the server. Today, the client-server solution 
has less importance, as hand-held tablet PCs are capable 
to take care of all the processing (incl. tracking, 3D graph-
ics etc.) stand-alone. Our currently preferred choice for a 
hand held PC is the Sony Vaio VGN UX 90S tablet PC 
which runs with Windows XP and Vista, and it has an 
integrated camera and wireless network access (WiFi, 
Bluetooth). 
Note however, that managing complex 3D building mod-
els on hand-held PCs requires typically some prepara-
tions, for example it may be useful to remove the internal 
parts of the building before application in outdoors visu-
alisation. Also, a particular problem in outdoors aug-
mented visualisation is presented by the reflections on the 
mobile device’s screen, at worst the users sees just the 
mirror image of his/her face when trying to view the 
augmented building. Actually, the previous model Sony 
Vaio VGN-U8G had a brighter screen than UX 90S, so 
we still use it for outdoors augmented visualisation espe-
cially in bright daylight. Also an external display device, 
e.g. video glasses, can be attached to the Sony via Sony 
Spare Port Replicator or via a small adaptor. In general, 
however, our experience is that the hand held devices are 
easier to use while moving around outdoors, and video 
glass solutions being better acceptable in indoors applica-
tions where the users are located e.g. safe inside their of-
fices. 
For video see through glasses we started with an iVisor 
model from 2002, inexpensive enough but having too 
narrow (below 30 degree) field-of-view for serious AR 
applications. Our next choice was to purchase the TriVi-
sio ARVision-S video glasses in 2004.TheTriVisio 
glasses have a camera integrated and they offer a suffi-
cient 40 field-of-view, however as a drawback we found 
they provided too little control for adjusting the eye dis-
tance. In 2005 we found the eMagin Z800 3Dvisor 
glasses, made a pre-order already before their production 
started, and have been happy with them ever since. In our 
opinion, eMagin provides better image quality than some 
much more expensive alternatives we’ve tested, and it is 
also easy to attach a superior quality camera to them. Ac-
tually, the eMagin glasses also have a gyrometer inte-
grated, but we use our vision based tracking instead to 
track the user’s head movement. One of our future plans 
is to place the camera in the gyroscope’s case, this way 
getting rid also of some eye offset that remains with the 
current solution. 
Generally, we have been observing with satisfaction how 
fast the hardware has developed, up to the point that many 
things that were difficult when we started our work with 
Digitalo and required clever software solutions at the time 
have today been solved by hardware development alone. 
Today we have powerful processors and 3D graphics 
cards on hand held devices, miniaturisation of hand held 
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PCs, great improvement in camera image quality, good 
inexpensive video see through data glasses, and constant 
decrease of prices overall. The next improvement we 
would like to witness would be wireless data glass sys-
tems, because having to wear all the cables around one’s 
head raises still quite strong resistance among (non-
technical) users. Battery life of mobile devices is another 
general problem still waiting to be solved. However, this 
is not so important in the building/construction applica-
tions where the use of the devices takes place typically in 
just short periods at a time. 
 
5.2 General software components 

We started our Augmented Reality development in the 
early 2000’s using the ARToolKit version 2.52 to provide 
the basic solutions for marker detection and VRML ren-
dering (cf. ARToolKit 2003). Since 2004 we have used 
the commercially licensed version v. 4.0 of ARToolKit, 
available by ARToolWorks (2007). Over the course of 
time, we have developed the system with various new 
features and functionality, also integrating image process-
ing functionality of the OpenCV computer vision library 
(OpenCV 2007), all of which is now used throughout our 
AR applications. The integrated functionality is summa-
rized in the following paragraphs. 
We have implemented a hybrid solution using markers 
and feature based tracking to stabilise our system, e.g. 
when a marker is not detected and to allow for camera 
movement away from the markers. We use the feature 
detection method by Shi and Tomasi (1994) and our own 
light weight statistical tracking method (Honkamaa et al. 
2007) for real time mobile implementations.  
Kalman and median filters are used to further stabilise 
camera/marker movement in the video stream. In our ap-
plications, we have found the simple median filter works 
almost as well as the more sophisticated Kalman, and 
with much less computational effort of course. Addition-
ally, we use a special prefilter to take care of larger nor-
mal variations that typically occur when viewing the 
markers straight ahead. 
Marker detection is actually done from thresholded b/w 
images, and to detect the markers even in difficult and 
alternating lighting conditions the thresholding method 
must be adapted accordingly. We use an adaptive thresh-
olding method based on the algorithms by Ridler and 
Calvard (1978) and Pintaric (2002). 
The accuracy and range of many applications can be sig-
nificantly improved/extended using several markers in-
stead of just one; see for example the applications in Fig-
ures 4 and 7. Our so-called marker field implementation 
(Siltanen et al. 2007) enables the most easy to use and set 
up (calibration) of several markers, with the relative posi-
tions between the markers calculated automatically by the 
system. 
Marker erasure is a novel idea developed by VTT, to hide 
the markers from the video stream shown to the user. This 
allows us to use even large and/or numerous markers in 
the application without the user having to see them in the 
augmented view, cf. (Siltanen and Woodward 2006). Our 
latest marker erasure implementation works in real time 

and also over textured backgrounds (Siltanen 2006); see 
video at (VTT Demos 2007). 
We use our soft shadow algorithm (Honkamaa and 
Woodward 2005) to cast soft shadows to a reference 
plane, e.g. the floor, table or wall defined by the marker. 
The implementation is software-only, with the shadows 
mapped as semi-transparent alpha textures to the refer-
ence plane. Thus, the shadows become part of the virtual 
object description, needing to be updated only with 
changes to the layout between the objects and virtual light 
sources. 
For 3D rendering in the Digitalo applications, we used the 
OpenVRML library integrated with ARToolKit (2003). 
Currently, we have ported our applications to use the 
OpenSceneGraph 3D graphics toolkit (OpenSceneGraph 
2007), providing support to quite a wide variety of file 
formats, e.g. 3D Studio Max (3ds) and Collada (dae). 
 
5.3 Outdoors augmenting 

In 2003, we developed a mobile augmenting system to 
display the Digitalo building at the actual construction 
site on a PDA device. The hand held devices at the time 
were not capable of handling complex 3D models and all 
the other computation, so we implemented a client/server 
approach with a laptop PC to handle the 3D computations 
and tracking, with the PDA grabbing the camera image 
and displaying the augmented view. Video and thresh-
olded images were streamed both ways between the client 
and server using WLAN connection and our in-house 
developed MVQ video codec (Valli 2002).  
After a lot of work and tuning, we reached a reasonable 
display speed up to 2 frames per second. We actually im-
plemented the system also over GPRS, with 5 seconds per 
frame. As we did not have any markerless tracking solu-
tions developed at that time, we used relatively large size 
markers to position the building. This obviously limited 
the mobility of the user, but it was sufficient for the ex-
perimental work we were aiming at, i.e. to prove the va-
lidity of the technical solution and to gain use experiences 
on site. Digitalo is shown augmented in its current place 
in Figure 4b (poor image quality due to strong daylight). 
A video clip of the same setting is available at (VTT 
Demos 2007). 
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b 

Figure 4. Digitalo augmented at the construction site: (a) marker 
setting; (b) PDA view. 
 
A detailed description of the system, field tests and use 
experiences with Digitalo is given in (Pasman et al. 
2004). Later on we have developed the mobile augment-
ing system considerably, calling it now “ARMobile”. The 
modern miniature PCs like the Sony Vaio enable all the 
computation to be performed locally on the hand held 
device, so we obtain much better speed, accuracy and 
image quality than before. Our markerless tracking meth-
ods now enable the user to view around the scene even 
when no markers are visible in the camera view. We pro-
vide a dedicated stylus operated user interface designed to 
fit in the small screen, with interactions to add and trans-
form the 3D models and lights on the fly, storing all the 
scene settings in a project file, as well as storing the video 
while viewing. 
Our most recent research aims to implement completely 
markerless outdoors augmenting. The AROnSite system 
(Honkamaa et al. 2007) is based on determining the build-
ing’s intended location by placing the 3D model in 
Google Earth and saving the information into a separate 
KML file, meanwhile the user’s location is determined by 
GPS, linked wireless to the hand held device (Sony Vaio). 
Thus the size, perspective and orientation of the building 
are updated dynamically while the user moves around. In 
the current implementation, the user is left the task of 
placing the building to the right spot when stopping to 
view it; the building is then kept in place using vision 
based feature tracking of the environment. Figure 5 shows 
Digitalo placed in Google Earth and augmented with 
AROnSite. See further Honkamaa et al. (2007) for some 
future plans for making the system fully automatic. 

 
a 
 

 
b 
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Figure 5. Digitalo (a) placed in Google Earth; (b) augmented on 
site; (c) screen shot of mobile device. 
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5.4 Augmented web camera 

Later in 2003, just about when the construction work was 
starting, we implemented an augmented reality web cam-
era running in the Internet, where anyone could then ob-
serve the construction site with the virtual model of Digi-
talo superimposed in the web camera view. The applica-
tions for the ARWebCam served for presentation for fu-
ture users of building and other interest groups, as well as 
for follow-up and comparison with original plans. 
The web camera was placed on the roof of the neighbor-
ing Helsinki University of Technology (HUT) building 
inside a weather proof heated camera dome. The video 
cable was connected to the server computer inside the 
office, where the server had an internet connection pro-
vided by HUT. For software development and updating 
we used a remote FTP connection from our offices to 
HUT. 
The setup procedure for the system required the placing 
of the model in the right position compared to the camera 
view and the PTZ values. For this we implemented a sim-
ple application to transform the 3D model in the web 
camera view, for placing it visually in the right position 
using some known landmarks. After the model was cor-
rectly aligned, the application created the initialisation file 
for the ARWebcam server. 
We used Apache as the web server. The client software 
was implemented as a Java Applet, so the client software 
was automatically downloaded to the client side with the 
web page. This solution allowed the client to see AR-
WebCam video stream without any extra installation in 
the client side. In some cases though the client side fire-
walls rejected the TCP/IP connection to the required 
TCP/IP port so for these clients we implemented an alter-
native Tomcat servlet version.  
The ARWebCam server captured the video stream from 
the camera as well as the camera PTZ values. The server 
then augmented the Digitalo virtual model to the video 
stream using the camera parameters, i.e. always updating 
the image of the virtual building to match the camera’s 
view of the construction site. After augmenting the 
model, the server encoded the video stream with our pro-
prietary MVQ video codec (Valli 2002). This video was 
delivered to the all the clients in the video pool. For han-
dling several users at a time, we implemented a queuing 
system so that each user could interact with the system for 
a period of one minute at a time, before the control was 
given to the next user in the queue. 
The ARWebCam features included an option whether to 
display the virtual building or not, panning and zooming 
with the PTZ camera, and clipping planes to display only 
part of the building e.g. first floor. The commands were 
operated either by arrow icons or by pointing in the cam-
era image. Figure 6 shows some screenshots of the AR-
WebCam in operation 2003. Unfortunately, the Digitalo 
model in these (historical) images is not the final one pro-
vided by Adactive; also it should be noted that video cod-
ing degraded the image of the virtual model quite a lot, 
and a more lossless video coding scheme would probably 
have served our purposes better. 
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d 

Figure 6. (a) Web camera view of the construction site; (b) with 
Digitalo augmented; (c) top floors removed; (d) close-up zoom. 
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The ARWebCam was in operation throughout the con-
struction work till the end of 2005, but now removed as 
we had to dismantle the setup at the HUT offices. Today 
we are working with an improved version of the AR-
WebCam, featuring e.g. improved calibration routines and 
more automatic placement of the building in the webcam 
view. Also, instead of having all the computations done at 
the server side, we are working with a “professional” ver-
sion having the 3D visualisation carried out at the client 
side, thus providing better image quality and design flexi-
bility. Among further new features in the planning we 
have automatic lighting of the virtual building based on 
the intensity of the image (indicating light or dark, cloudy 
or sunny day) and the time of day (providing sun light 
direction), to adjust it to the actual conditions in the real 
world. 
 
5.5 Augmented scale model 

Getting closer to the completion of Digitalo in 2005, we 
implemented an augmented scale model system for view-
ing the virtual building on a meeting room table with data 
glasses. The intended use of the system would be to 1) 
provide an alternative to physical scale models offering 
much wider interaction possibilities, and 2) support col-
laborative work between different interest parties in the 
building’s planning phase. Thus, we were somewhat late 
with the system for real application with Digitalo. How-
ever, we describe the application here for general interest, 
and also as Digitalo was used as the primary example 
model during the development of the system. 
Basically, the augmenting of the building is accomplished 
using ARToolKit’s multimarker method with an array of 
markers on the table. Having several markers present en-
ables the users to move their gaze freely around the table, 
it suffices that just one marker is visible at a time. Inte-
grating our feature based markerless tracking solution to 
the system enables the user to lift his/her gaze from the 
table without losing the augmented building from sight. In 
fact, today we could generalise this even further in order 
to eliminate the marker array altogether, tracking just 
some general features on the table. 

 
Figure 7. Digitalo scale model augmented on a table. 
 
Instead of the mouse/menu user interface which would be 
quite awkward with data glasses on, we tried a few alter-
nate user interaction approaches with the ARScaleModel. 
First, we implemented a simple “mouse”-driven menu 
interface with dynamically changing popup menus for 

different program states. Naturally, instead of the normal 
restricting mouse one can use it also with a wireless 
mouse or trackball. In addition, we implemented support 
for the so-called “tangible cursor” as a “mouse”. The tan-
gible cursor is a marker with a cursor image which the 
user holds in his/her hand, and lifting it to the camera 
view (user’s sight) brings a pop-up menu to the screen. As 
the marker is moved, the menu stays in place, while selec-
tions from the menu are done by holding the cursor still at 
an icon for one second; see Figure 8.  

 
a 
 

 
b 

Figure 8. Tangible cursor: (a) external view; (b) user’s view. 
 
While testing the user interface we further noticed that 
when using the system with a headset it is often easier to 
make the required mouse movement (e.g. while drag-and-
dropping) by turning one’s head with a cursor fixed in the 
middle of the view, i.e., the “eye cursor” instead of using 
any of the physical “mouse” devices. One of the future 
research tasks is to evaluate in more detail the user ex-
perience and efficiency of applying the various interaction 
methods in different interaction tasks; cf. (Thomas 2006) 
for some related work already done in this field. 
The functionality of the ARScaleModel system includes 
moving, scaling and rotating, adding and deleting parts, 
moving light points around, clipping planes to look inside 
to the model, pre-recorded walk through paths, and hyper-
links e.g. to display more detailed parts of the model, 
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rooms or any other information associated to the model. 
Furthermore, we implemented an augmented catalogue, 
cf. “Magic Book” by Billinghurst et al. (2002), to display 
additional construction elements and furniture, and enable 
drag/dropping them into the scale model. 
Yet as a further feature with the ARScaleModel, we im-
plemented a Virtual Reality mode using feature based 
tracking. This enables the user to “jump into” the building 
and see around there simply by turning around in the real 
room. Moving forward, sideways and vertically is accom-
plished again with the tangible cursor and a dedicated 
pop-up menu in the user’s view. Among other benefits, 
the method offers stereo depth effect virtual reality with 
any existing computer e.g. laptop PC, with minimal extra 
costs (currently some €500 for the eMagin video glasses 
and the camera altogether). 
We also tested a networked solution where programs run-
ning in separate computers are kept in synch by sharing 
the commands. The system enables several users observe 
the augmented model at the same time, each seeing the 
model from his/her viewpoint while sharing the interac-
tions e.g. moving of parts performed by others. In princi-
ple, this allows the same session to have not only several 
simultaneous users around the same table, but also several 
users at separate physical locations. Sharing the interac-
tions is achieved by a simple web server which takes care 
of sharing all the commands between the users. The net-
working test was quite preliminary and we did not solve 
completely all the conflict problems. For example, when 
using the tangible cursor we should use different markers 
for different users to prevent unintentional launching of 
the commands for bystanders who happen to see the same 
tangible cursor. 
 
 
6 DIGITALO EMBEDDED IN 3D MAPS 

Among further work during Digitalo’s construction, the 
3DTerrain system was implemented with the purpose of 
automatically generating 3D visualisation models of built 
and unbuilt environments from aerial and satellite images 
(Parmes and Rainio 2007). Other types of data, e.g. archi-
tectural and CAD models, can also be imported to the 
3DTerrain visualisation system. Thus, various data 
sources can be combined into an interactive 3D map, and 
large amounts of data can be easily understood. Potential 
application areas for the system are found in e.g. architec-
tural and city planning, leading to significant cost savings 
by automising large amounts of tedious manual work cur-
rently related to 3D content creation. 
Figure 9 shows a visualisation the Espoo/Otaniemi cam-
pus area with 3DTerrrain, including the 3D Digitalo 
model. Except for the trees in Digitalo’s front yard which 
were manually 3D modelled, all the other trees – conifer 
and leaf trees classified – have been automatically gener-
ated based on satellite image data. Other parts of the 
demonstration, e.g. terrain colours and basic geometry, 
have been extracted from aerial images and laser scanning 
data using traditional methods of remote sensing. 
 

 
Figure 9. Digitalo visualised with 3DTerrain. 
 
 
7 INTERIOR DESIGN 

Today, the whole Digitalo is furnished in a uniform style. 
The selection of furniture was done based on Virtual Re-
ality visualisations of a model room in summer 2005. For 
this purpose, Adactive created a detailed room model, 
which was afterwards slightly retouched by VTT accord-
ing to the architect’s instructions. The 3D furniture mod-
els were provided by the furniture manufacturer Martela 
Ltd., and different alternatives were then tried out by 
LumePortti visualisation. Figure 10 shows an image from 
LumePortti and the real room side by side.  
Later on, after having already moved into Digitalo, we 
also made some furnishing experiments with ARInteriors, 
our solution for augmenting furniture in still images of 
existing environments (Siltanen and Woodward 2006). A 
video of one of the experiments is available at (VTT 
Demos 2007). Obviously it was not possible to use the 
augmenting approach for interior design while the con-
struction was still under way; however for future renova-
tion needs the Augmented Reality methods (ARInteriors, 
ARMobile) would provide a most viable approach. 
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Figure 10. (a) Virtual Digitalo room; (b) real room. 
 
 
8 DISCUSSION AND FUTURE WORK 

Figure 11 shows an interior photograph of the completed 
building. Comparing with Figures 2 and 3, we see how 
the design of the building was changed during the course 
in some respects: for example the floor material was 
changed from a lighter option to darker stone, and the 
walls of the loft were changed from wood to painted 
white. Due to our well planned visualisation data flow, 
these changes were easy enough to incorporate into our 
VR/AR rendering applications. Now that the building is 
finished, it is apparent that the updated virtual model gave 
a rather good idea how the space will look like after the 
material updates. 

 
Figure 11. Photograph of Digitalo interior today. 
 
From the general workflow point of view it is evident that 
high quality visualisations may still require a lot of man-
ual work and that the transfer processes between construc-
tion CAD and 3D modeling and lighting tools can still be 
rather tedious. One of our recent efforts to streamline the 
data flow is presented with the VTT-coordinated EU-
project CADPIPE, targeting to automating the visualisa-
tion production chain for the most common CAD file 
formats (CADPIPE 2007). 
In the future, the efficient use of Virtual or Augmented 
reality technologies in design and construction processes 

will most likely be based on seamless integration into the 
building information modeling (BIM) process. Thus, 3D 
geometry will be more and more often produced during 
the design process and by the designer without a separate 
3D modeling work process. In order to work properly the 
BIM integrated VR and AR applications should also in-
clude 3D geometry optimisation based on standard and 
open file formats like IFC. As a structured file format, 
IFC would in principle also allow the manipulation of the 
3D geometry’s spatial organisation to be better optimised 
during the real time visualisation.  
Beyond the use of VR/AR for professional applications 
(architects and others involved in the planning and con-
struction process), we see great opportunities for Aug-
mented Reality to provide public services for citizens to 
view plans of future buildings in their real surroundings. 
The augmented web camera as well as 3D representations 
in Google Earth and terrain maps provide paths towards 
this direction. In not so distant future, we envisage having 
augmented viewing of 3D buildings available also on 
commonly available mobile devices. Combined with 3D 
models and position information available with Google 
Earth, camera phones offer already all the technical com-
ponents to realise mobile 3D augmented reality: powerful 
processors with built-in 3D graphics, GPS and good qual-
ity cameras. Figure 12 shows our prototype system AR-
Phone already running such applications with the Digitalo 
model. 

 
a 

 
b 

Figure 12. (a) Digitalo augmented on top of real building in 
camera phone view; (b) screenshot from camera phone. 
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9 CONCLUSIONS 

In this article, we have described a wide range of Virtual 
and Augmented Reality solutions applied in a single 
building project, together with the creation of the 3D 
CAD model and its data flow to the visualisation applica-
tions. We have described the current status of the methods 
and provided directions for future work. The usefulness of 
the VR/AR methods is probably at its highest in the plan-
ning stages of the building, involving solutions such as 
immersive VR visualisation; augmented scale models; 
and mobile augmenting on site. Virtual interior design 
helps in deciding about the furnishing of the buildings 
during planning and construction, while augmented solu-
tions are available for later refurnishing and renovation. 
Before and during the construction work, augmented web 
cameras and interactive 3D maps can provide useful in-
formation both for the architects and proprietors of the 
building, as well as for public audiences, marketing and 
sales. Future work is still required for the 3D CAD mod-
elling systems to be able to react quickly to changes, and 
we hope the BIM approach to provide improvements for 
this. In the near future, we expect to see augmented build-
ing visualisation available on everyday mobile devices, 
i.e. camera phones, with Google Earth employed as the 
global data repository for 3D models and other geo-
context applications as well. 
 
 
ACKNOWLEDGEMENTS 

Beside the authors, other people involved in the develop-
ment and application of our VR/AR software tools in-
clude Raimo Launonen, Seppo Valli, Wouter Pasman, 
Eija Parmes, Jussi Markkanen, Veli-Matti Hagberg, Juha-
Petri Tyrkkö and Otto Korkalo. Stephen Fox checked the 
English language of this article. We thank Helsinki Uni-
versity of Technology for their collaboration with the 
ARWebCam and 3D Terrain applications. The research 
was partly funded by TEKES and the project partner 
companies Senate Properties, NCC Construction, Lappset 
Group, JKKM Architects, Adactive, Efektipiste, Sense-
Trix, Ides, DeskArtes and Pöyry. 
 
 
REFERENCES 

ARToolKit (2003). ARToolKit. 
http://www.hitl.washington.edu/artoolkit/ 

ARToolWorks (2007). ARToolWorks Inc. 
http://www.artoolworks.com/  

Azuma R. (1997). ”A survey of augmented reality”, Presence: 
Teleoperators and Virtual Environments 6, 4 (Aug 1997), 
pp. 355 - 385.  

Azuma R., Baillot Y., Behringer R., Feiner S., Julier S., MacIn-
tyre B. (2001). ”Recent advances in augmented reality”, 
IEEE Computer Graphics and Applications 21, 6 (Nov/Dec 
2001), pp. 34-47. 

Azuma, H., Neely H., Daily M., Leonard J. (2006). “Perform-
ance analysis of an outdoor augmented reality tracking sys-
tem that relies upon a few mobile beacons”, Proc. ISMAR 
2006, Santa Barbara, USA, October 2006, pp. 101-104. 

Behringer, R. (1999).“Registration for outdoor augmented real-
ity applications using computer vision techniques and hybrid 

sensors”, Proc. of the IEEE Virtual Reality, March 1999, pp. 
244-251. 

Billinghurst M., Kato H., Poupyrev I. (2001). “The MagicBook - 
moving seamlessly between reality and virtuality”, IEEE 
Computer Graphics and Applications 21(3), pp. 6-8. 

Broll W., Lindt I., Ohlenburg J., Wittkämper M., Yuan C., 
Novotny T., Schieck A. F., Mottram C., Strothman A. 
(2004). “ARTHUR: A collaborative augmented environment 
for architectural design and urban planning”, Journal of Vir-
tual Reality and Broadcasting, Vol 1, No 1, pp. 1-10. 

CADPIPE (2007). CADPIPE Home Page. http://cadpipe.vtt.fi/  
Cipher (2007). Cipher Game Engine. 

http://www.cipherengine.com 
Columbia University (2007). Virtual Worlds and Augmented 

Reality. http://www1.cs.columbia.edu/graphics/top.html  
Cruz-Neira C., Sandin D. J., DeFanti T. A. (1993). “Surround-

screen projection-based virtual reality: the design and im-
plementation of the CAVE,”, Computer Graphics (Proce. 
SIGGRAPH '93), ACM SIGGRAPH, August 1993, pp. 135-
142.  

Fraunhofer (2005). “Exploring hidden worlds”, Fraunhofer-
Gesellschaft Research News 2-2005, 
http://www.fraunhofer.de/fhg/EN/press/pi/2005/02/Mediend
ienst22005Thema3.jsp  

Honkamaa P. and Woodward C. (2005), “Soft shadows for 
augmented reality”, Article manuscript (available at re-
quest). 2 pp. 

Honkamaa P., Siltanen S., Jäppinen J., Woodward C., Korkalo 
O., (2007). ”Interactive outdoor mobile augmentation using 
markerless tracking and GPS”, Proc. VRIC2007, Laval, 
France, April 2007, pp. 285-288. 

Kato H., Tachibana K., Tanabe M., Nakijama T., Fukuda Y. 
(2003). ”A city-planning system based on augmented reality 
with a tangible interface”, Proc. ISMAR 2003, Tokyo, Ja-
pan, October 2003, pp. 340-341. 

Klinker G., Stricker D., Reiners D. (2001) "Augmented reality 
for exterior construction applications”, In Augmented Real-
ity and Wearable Computers, Barfield W. and Claudell T. 
(eds.), Lawrence Elrbaum Press 2001. 

MacIntyre B. (1999). AR-CAM. 
http://www1.cs.columbia.edu/~bm/  

Metaio (2007). Collaborative Engineering. 
http://www.metaio.com/htdocs/main.php?page_id=136  

OpenCV (2007). OpenCV http://opencvlibrary.sourceforge.net/ 
OpenScenGraph (2007). OpenSceneGraph Home Page. 

http://www.openscenegraph.com/  
Parmes E. and Rainio K. (2007), “Production of vegetation in-

formation to 3D city models from SPOT satellite images”, 
In Proc. ISPRS Hannover Workshop 2007 on High-
resolution earth imaging for geospatial information, Han-
nover, Germany, May 2007. 

Pasman W. and Woodward C. (2003): “Implementation of an 
augmented reality system on a PDA”, Proc. ISMAR 2003, 
Tokyo, Japan, October 2003, pp. 276-277. 

Pasman W., Woodward C., Hakkarainen M., Honkamaa P., 
Hyväkkä J. (2004). “Augmented reality with large 3D mod-
els on a PDA – implementation, performance and use ex-
periences”, Proc. VRCAI 2004, Singapore, June 2004, pp. 
344-351. 

Pintaric T. (2003). “An adaptive thresholding algorithm for the 
Augmented Reality Toolkit”, in Proc. Second IEEE Interna-
tional Augmented Reality Toolkit Workshop (ART’03), To-
kyo, Japan. 

Ridler T.W. and Calvard S. (1978). “Picture thresholding using 
an iterative selection method”, IEEE Trans. on Systems, 
Man and Cybernetics 8(8), pp. 630-632. 

Shi J. and Tomasi C. (1994), “Good features to track”, Proc. 
IEEE Conference on Computer Vision and Pattern Recogni-
tion (CVPR'94), pp. 593-600. 



 540

Siltanen, S. and Woodward, C. (2006). “Augmented interiors 
with digital camera images”, Proc. AUIC2006, Hobart, Aus-
tralia. CRPIT, 50. Piekarski, W. (ed.), ACS. pp. 33-36. 

Siltanen S. (2006). “Texture generation over the marker area”, 
Proc. ISMAR 2006, Santa Barbara, USA, October 2006, pp. 
253-254. 

Siltanen S., Hakkarainen M.., Honkamaa P. (2007). “Automatic 
marker field calibration”, Proc. VRIC2007, Laval, France, 
April 2007. 

Reitmayr G., Drummond T. W. (2006). “Going out: robust, 
model-based tracking for outdoor augmented reality”, Proc. 
ISMAR 2006, Santa Barbara, USA, October 2006, pp. 109-
118. 

Rönkkö, J. (2004). “Game technology in virtual reality devel-
opment”, ERCIM News, 57, pp. 40 – 42 

SenseTrix (2007). MobiTrix Mobile Virtual Reality System. 
http://www.sensetrix.com/index.php?option=com_hotproper
ty&task=view&id=1&Itemid=32 . 

Thomas B. (2006). “Evaluation of three input techniques for 
selection and annotation of physical objects through an 
augmented view”, Proc. ISMAR 2006, Santa Barbara, USA, 
October 2006, pp. 33-36. 

Valli (2002). MVQ Video Coding. 
http://virtual.vtt.fi/multimedia/index_vc.html  

VTT Demos (2007). Demos. 
http://virtual.vtt.fi/multimedia/index_dm.html  

Whyte J. (2003). “Industrial applications of virtual reality in 
architecture and construction”, ITcon Vol. 8, Special Issue 
Virtual Reality Technology in Architecture and Construc-
tion, , pp. 43-50. 

 



 541

TOWARDS MOBILE LEAN COMMUNICATION FOR PRODUCTION MANAGEMENT 
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ABSTRACT: This paper reports on an ongoing case study of a mobile computing pilot project at Sweden’s largest con-
struction company, Skanska AB. The company has recognized the potential of a mobile computing platform based on 
the tablet computer user device for construction site management teams. A global initiative within the company has 
started with the aim of improving information management and project communication at production site operations 
with the use of tablet computers. The paper portrays Skanska’s ambition towards the creation of usefulness and benefit 
of the tablet platform for the site based mobile workforce in the initial development and implementation process. The 
evolving mobile computing project has so far been directly influenced by the needs of intended end users and pro-
gressed in a trial and error fashion. The paper also discusses the role of mobile computing and project communication 
in a wider industrialization perspective; integration of project organization and technology that enables an effective 
platform for collaboration to facilitate leaner communication in the construction process. 
KEYWORDS: mobile computing, construction site, production management, tablet computer, usefulness, implementa-
tion, project communication. 
 
 
1 INTRODUCTION 

The production environment of the construction site in-
volves a very tight time schedule with the full attention to 
planning, coordination and completion of the building 
activities. Production managers, construction supervisors 
and superintendents are needed on site to coordinate 
work, do inspections, conduct environment and safety 
rounds, document and follow up ongoing and completed 
construction activities. The very same persons also need 
to be located at their computers inside the site office or-
dering equipment and building materials, exchanging 
digital drawings between architects and design engineers, 
e-mail subcontractors about upcoming work, follow up 
budget figures and invoices as well as prepare deviation 
reports on construction work with unsatisfactory result. In 
addition to this, there are daily production meetings that 
afterwards need to be transcribed in computer documents 
and e-mailed to all involved parties. 
Construction projects of today are dependent on reliable 
and updated information through a number of ICT based 
business systems, communication tools and shared stor-
age servers. To solve arisen on-site problems and critical 
construction issues there is a need for quick access to 
necessary information. To solve a site problem, produc-
tion management personnel commonly have to run back 
and forth between the construction site and their com-
puters inside the site office. Production managers and 
construction supervisors experience that they often have 
to be at two places at the same time; at the site office do-
ing administrative work at their computer as well as being 
out on the site coordinating work (Löfgren, 2006). Docu-

mentation of building activities, production meetings and 
various inspections often have to be carried out twice; 
once when they are actually occurring and then again in a 
computer document using different templates. 
Even though the intensions of the ICT based business 
support systems is to improve project communication, 
they have lead to that production managers, construction 
supervisors and superintendents are experiencing that 
they are doing the wrong things. For example, whole days 
are sometimes spent in front of the computer writing pro-
tocols from previous meetings. This has resulted in nega-
tive effects on management presence and leadership in the 
production site environment (Löfgren, 2006). Most of the 
available project oriented ICT tools are meant for formal-
ized office use. These tools only give modest support to 
the craftsman-like construction activities and the unpre-
dictable and mobile environment that site personnel work 
in. Improving information and communication support for 
the core activities at construction sites is a strategic chal-
lenge for the construction industry to increase efficiency 
and productivity in the construction process (Samuelson, 
2003). 
The recognized problems with information management 
and project communication at production sites in the con-
struction industry could possibly be explained by a par-
tially misleading conception of what mobility is and what 
production site based mobile work involves. For more 
than a decade ICT systems designed for stationary office 
use have been pushed out to the production environment, 
which have resulted in that construction management 
teams are tied up inside the site offices at their desktop 
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computers a large part of their working hours. ICT im-
plementation at construction sites have gradually forced 
production teams into partially unnatural and ineffective 
administrative work routines, due to the inflexibility and 
fixed nature of the ICT systems. But wirelessly extending 
these business systems to the construction site using cer-
tain mobile computing devices will probably not be a suf-
ficient solution of these problems in the long run. A leg-
acy office based system design will then be forced into a 
mobile ICT platform that might need an alternative design 
to better fit the mobile work context. There are differ-
ences in how ICT is related to different work types. In 
office work the computer is often the main tool for per-
forming work, and functions virtually as the workplace 
itself. In mobile work the main job activities are regularly 
taking place external of the computer, and often demand 
high level of visual attention and hands-on execution 
(Kristoffersen and Ljungberg, 1999a). Therefore, in mo-
bile work environments like construction sites ICT based 
systems only play a supportive but important role, if they 
are designed according to the needs and demands of the 
mobile workforce. 
A part of the design problem of mobile ICT systems is 
that mobile workforces like construction site personnel 
are often considered to have a base for their work, e.g. 
their desk or office. Mobility is often seen as transporta-
tion between places of work, e.g. wandering, visiting, 
traveling (Kristoffersen and Ljungberg, 1999b). The mo-
bility of the workforce is seen in relation to a place, from 
which workers move away. Designing mobile ICT then 
becomes to give people the same possibilities in the field 
as they would have at their bases. But mobility can also 
be a more fluid form of activity, where there is no such 
thing as a base. In work types like construction site work 
the mobility is an important component of the work itself. 
In these work environments people are mobile as the 
work activities occur, they are not mobile in order to 
transport themselves to some place to perform the work. 
This constant inbetween-ness (Weilenmann, 2003) is an 
important part of genuine mobile work. This view on mo-
bility poses new challenges of understanding what mobile 
ICT is supposed to deliver in terms of usefulness and 
benefit in its specific job environment, as well as appro-
priate system design and use of the technology for mobile 
work contexts. 
In the continuous search for an improved and more cost 
efficient construction process, construction enterprises 
have recently drawn attention to how the advances in new 
wireless and mobile ICT can enable an improved infor-
mation and communication platform for the production 
environment to create better coordination, collaboration 
and exchange of correct construction data. The following 
paper reports on an ongoing case study of a mobile com-
puting pilot project for construction site operations at the 
Swedish construction company Skanska AB. The paper 
describes how the project was initiated within the com-
pany and how they have moved forward in their mobile 
ICT innovation process. As will be shown, this process 
has been characterized by a strong focus on everyday use-
fulness of the technology for the mobile workforce, where 
the development is directly influenced by the intended 
end users and to a large extent in a trial and error fashion. 
A large part of the following text is based on case study 

material presented in a recently published licentiate thesis 
(see Löfgren, 2006). The case study at Skanska was initi-
ated in the late summer of 2005 and will be finished in the 
end of 2007. 
 
 
2 THE TABLET PROJECT 

Skanska AB is Sweden’s largest construction company 
and one of the top five largest revenue making building 
and engineering firms in the world (Engineering News-
Record, 2006). In recent years, the company has recog-
nized the issues of information handling and project 
communication of its on-site production operations. Skan-
ska’s interest for mobile computing solutions truly took 
off at the company’s USA based subsidiary, Skanska 
USA Building, with an individual creative initiative dur-
ing a construction project at Duke University in North 
Carolina in 2005. 
The Duke University site management staff evaluated 
their existing building processes in the search for new 
solutions of deficient handling of construction site work 
activities. Members of the project team began to investi-
gate ways to improve field construction information by 
expanding the use of ICT onto the jobsite. In their evalua-
tion, the team found that managing the physically over-
whelming quantity of information that is passed to the 
construction site often generated poor quality of informa-
tion in the field. As a result, construction personnel were 
forced to deal with slow problem solution and construc-
tion rework. In the search to improve this situation, the 
project team combined several existing commodity wire-
less ICT with internally developed software to create 
tools to provide field based construction personnel with 
the same quality of plans and specifications found in the 
project management office to enable higher distribution 
speed of information. After the team implemented digital 
document management tools and practices, software tools 
were used to wirelessly synchronize the latest plans and 
specifications with tablet computers used by supervisors 
in the field. A tablet computer looks like a laptop com-
puter without a keyboard, and is therefore thinner and 
lighter than a regular portable computer. The main prop-
erty of the tablet computer is that it consists of a screen 
with the size of an ordinary sheet of paper on which the 
user navigates with an electronic pen writing directly on 
the screen, shown in Figure 1. The project focused on the 
management of drawings and specifications used on the 
construction site. The targeted users were field supervi-
sors and how their administration of construction site ac-
tivities could be improved with the mobile tablet com-
puter platform. 
As new systems and tools expanded, a user champion was 
identified to support their development. The champion’s 
role at Duke University was loosely defined, but included 
training, support, and encouragement of the use of the 
technology by other members of the team. The champion 
started this process by replacing its own work routines 
with those possible using the new mobile computing 
tools. To help carry new ideas to realization, the cham-
pion together with the project manager expanded the rela-
tionship with a software consultant that initially deployed 



project web tools for the Duke University construction 
project group. This collaborative effort between the de-
veloper and the production management team resulted in 
improved understanding of the limitations of existing 
technology and the generation of new tools that were 
more useful to the construction site environment. As 
needs of the project evolved, so did the tools that were 
designed to meet them. The result was a growing ICT 
enabled toolset that could replace existing administrative 
on-site work processes. 
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Figure 1. Tablet computer with electronic pen. 
 
In the production management team’s own evaluation of 
the test of the new ICT tools at Duke University, the users 
experienced improvements in their own personal produc-
tivity when equipped with updated project information on 
tablet computers. With the extra time generated, they 
were able to respond to a larger amount of issues in more 
detail to prevent construction rework. Once an issue was 
identified in the field using the mobile computing system, 
resolution of the problem by the project management staff 
avoided many of the traditional obstacles that delay re-
sponses including information and material distribution, 
issue clarity, and redesign and reprinting of drawings. 
With issues resolved quickly and returned to the field 
accurately, field staff was able to continue to work unhin-
dered. 
The tablet computer document management project at 
Duke University showed tendencies of improved project 
performance by increasing issue resolution speed, reduc-
ing rework, allowing crews to maintain productivity and 
ensuring that construction quality standards were main-
tained (Löfgren, 2006). When issues were identified in 
the field, the use of tablet computers enabled supervisors 
to generate better documentation. Using document anno-
tation software, they could clip a portion of a plan or 
other document, insert relevant photographs taken with 
digital or web cameras, draw sketches, and hand write 
explanations. With the presence of a wireless network on 
site, this information was transmitted directly back to the 
project management staff for review. The project also 
identified that with several existing software packages on 
the tested mobile computing platform, superintendents in 
the future could develop new administrative routines for 
digitally handwrite quality control forms, punch lists, 

daily reports and safety audit protocols directly on the 
tablet computer screen. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Figure 2 - Tablet computer use at Duke University 
 
The tablet computer pilot project at Duke University re-
ceived attention both within and outside of Skanska. In 
the fall of 2005, a global mobile computing effort within 
the company was initiated. A coordinator was appointed 
to encourage that the tablet computer technology is im-
plemented, used and evaluated in various construction 
projects at Skanska worldwide. The corporate manage-
ment team requested that tablet computer tests were to be 
carried out in various kinds of production operations and 
building project types. 
At Skanska Sweden a tablet computer pilot project was 
initiated in the fall of 2005 at the construction of a shop-
ping mall in the Stockholm house building region. The 
Swedish pilot project was set up in a similar fashion as 
the tests at Duke University, focusing on site management 
usage and potential usefulness of the tablet computer de-
vice in the production environment. The Swedish pilot 
project was a collaborative effort between the project 
based production organization and the Swedish ICT unit 
at Skanska’s head office, with an appointed user cham-
pion in the construction site environment and the pilot 
coordinator at the ICT unit. The objectives were to iden-
tify how the tablet computing platform should be de-
signed and what its benefits could be compared to the 
current way of working with construction data and project 
communication on site. 
Small scale tablet computer tests were also initiated in the 
UK and Norway operations at Skanska. These pilot pro-
jects have not been studied further. The rest of this paper 
will further discuss the mobile computing initiatives at 
Skanska Sweden and Skanska USA Building. 
 
 
3 CASE DISCUSSION 

The mobile computing pilot project at Skanska has so far 
shown three development aspects and process factors that 
appear to be more distinguishing than others. First of all 
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the concept of usefulness and what benefit the mobile 
technology is believed to bring have been a persistent 
focal point of the project. Secondly, a large part of the 
development and implementation process itself could be 
characterized as a learning process through trial and error. 
Thirdly, the input and commitment from key users in this 
socio-technical learning process is to a large extent the 
driving force of the pilot project developments. These 
three main characteristics and their interconnected and 
reinforcing dynamics will now be further discussed. 
 
3.1 Usage and usefulness 

The tablet computing tests in Sweden have so far had a 
more cautious approach compared to the pilot project at 
Skanska USA Building in North Carolina. The Swedish 
approach has been more in the form of a feasibility study 
where the tablet devices are put into the hands of con-
struction site management personnel and together with 
ICT development staff try to figure out how the technol-
ogy possibly could improve their everyday administrative 
work in different ways. They did not want to “go live” 
with the tablet computer platform on site before they had 
evaluated its usefulness and possible obstacles for adop-
tion and use. 
Early on in the Swedish tablet tests it was acknowledged 
that there were differences within Skanska in the handling 
of documents surrounding problem resolution and draw-
ing update processes in Sweden compared to USA. These 
diverse prerequisites result in different potential and ap-
plication areas for on site use of tablet computers. While 
supervising teams in the U.S. appreciate the tablet com-
puter as a tool for handling and updating digital drawings, 
in Sweden that has a very limited application area due to a 
completely different way of administrating the blueprint 
update process. For Skanska Sweden it is more interesting 
to be able to use the tablet computer for field work report 
forms and online mobile use of various central informa-
tion systems, such as procurement systems, activity based 
project management budget tools, and resource planning 
systems out on site. Interviews with both ICT developers 
and the pilot users involved in the Swedish tablet com-
puter project reveal that the increase of mobility and 
flexibility of these existing information systems is consid-
ered as the foundation for creating future benefit of any 
mobile computing platform at Skanska’s construction 
sites in Sweden (Löfgren, 2006). 
Creating improved on-site management of construction 
site operations was the starting point of the mobile com-
puting effort at both Duke Universtity as well as the pilot 
project at Skanska Sweden. The basic idea is that on-site 
leadership and coordination of project resources can be 
improved if production management’s ICT based busi-
ness support is made portable. This concerns changing the 
current situation of construction management staff being 
tied-up at their computers inside the site office, or running 
back and forth between their computer desk and the site. 
But while the tablet computer use at Skanska USA Build-
ing were concentrating on the handling of drawings and 
specifications on site, the focus of the tablet computer 
project in Sweden has been leaning more towards ena-
bling more effective on-site administration of construc-
tion activities through mobile on-demand access to exist-

ing business information systems and construction project 
administration tools. For example, with wirelessly con-
nected tablet computer the procurement system can be 
brought up on site and additional equipment and material 
purchase orders can be placed immediately as a procure-
ment need is discovered. It can enable production man-
agement staff to be online with activity based project 
management budget tools on site when doing inspections 
and follow-ups of current and completed construction 
work. Environment and safety rounds, deviation reports 
and other inspections can be filled out on site directly on 
the tablet computer in digital forms and templates using 
the electronic pen and then upload them on shared project 
storage areas or e-mailed to the concerned project partici-
pants. One interesting usefulness aspect of the tablet 
computer concept seems to relate to the procedure of 
working with a pen directly on the tablet computer screen. 
This appears to be an intuitive user interface because con-
struction management staff is accustomed to using pen 
and paper on site doing inspections, documentation of 
activities, and taking notes on purchase orders and other 
on-site administrative work. With the tablet computer, the 
idea is that these administrative duties are supposed to be 
carried out once only, at the time of occurrence. This way 
of working could also include many of the administrative 
tasks taking place inside the site office. Meeting notes can 
be taken directly with the electronic pen on the tablet 
computer. Using the built-in tablet computer text recogni-
tion tool, these notes can then be translated into an ordi-
nary data text document when the meeting is over, which 
directly can be distributed via e-mail to project partici-
pants. The test users of the Swedish tablet computer pro-
ject also identified the potential of the combined use of 
the tablet computer and a digital camera on site. By pho-
tographing observed construction problems, the photo-
graphs can then immediately be transmitted between the 
camera and the tablet computer and attached to site in-
spection reports. An arisen construction issue can then be 
further illustrated using the tablet computer electronic pen 
to highlight pictures and other parts of the document, be-
fore sending it to the project participants concerned. In 
this way the distribution speed, information quality and 
understanding of production issues communicated to in-
volved actors can be enhanced. 
At Skanska Sweden computers and ICT systems have 
been used in the production environment for a long time. 
Swedish users already have desktop computers with good 
performance. Therefore many users feel that they where 
taking one step back when using the tablet computer. The 
tablet computer has an overall lower performance com-
pared to the regular desktop PCs, especially when work-
ing with several applications at the same time. In contrast, 
for some of the tablet computer users at Skanska USA 
Building it was their first professional use of a computer. 
These users do not have previous experiences of com-
puter use which they can relate to. The use of the tablet 
computer is therefore an overall positive experience. An-
other technical obstacle in Sweden regarding the devel-
opment and extended use of the tablet platform is the lack 
of handwriting recognition for Swedish language. This 
function translates text written with the electronic pen on 
the tablet computer screen into ordinary data text, which 
is useful for form based documentation out in the field. 



The handwriting recognition feature for Swedish lan-
guage has not yet been released on the tablet operating 
system platform. The climate condition in Sweden is an-
other barrier for efficient use of the tablet computer, e.g. 
bad battery time in cold weather and thick clothing during 
the winter period raise issues how to protect and carry 
around the computer device without creating extra burden 
for users. The desire from site management personnel in 
Sweden to constantly being able to be online with various 
information systems out on site also pose great challenges 
of covering the whole construction site with sufficient 
wireless connectivity. 
In the end, user acceptance and benefit of the technology 
is a matter of creating everyday usefulness. The use of the 
ICT should not be conducted at the expense of other ac-
tivities such as social collaborative processes, work prac-
tices or project management and leadership. Mobile com-
puting tools must be designed in such a way that they fit 
the existing construction process and work practices, 
rather than to disrupt them. If the technology does not 
serve and enhance these processes, it will be considered 
as an obstructive element for effective construction opera-
tions and project delivery. Therefore the technology has 
to be intuitive and effortless to use to be able to create the 
necessary everyday usefulness and acceptance of the in-
tended user. The usefulness perspective comprises the 
alignment of technology to an existing user context. In the 
Skanska case this entails how mobile computing tools 
should be designed to improve the performance and qual-
ity of work for construction site operations. In this sense 
usefulness can be described as the balance between the 
formal use, structure and functions that is embedded in 
ICT systems technology and the complex fluid and social 
nature of on-site work practices and collaborative activi-
ties. 
Usefulness should not be confused with ease-of-use. Use-
fulness is not just about where buttons and icons are lo-
calized on the screen; it includes both utility and usability 
aspects and is about making the technology fit the organi-
zation, its business activities and specific work routines. 
This is illustrated in Figure 3. User involvement in the 
technical development and implementation process is 
critical for achieving long term usefulness of mobile 
computing tools for the mobile workforce out in the field. 

 
Figure 3. Cause and effects of system usefulness (based on 
Davis, 1989 and Nielsen, 1993). 
 
3.2 Implementation dynamics 

The tablet computer project at Skanska has so far shown 
that the implementation process itself is a key information 
source for obtaining improved understanding of the inter-
dependent and reinforcing concepts of usefulness and 
benefit of mobile computing in the construction site envi-
ronment. Implementation can be considered as the ena-

bling force for communicating and aligning different pro-
fessional and organizational perspectives of usefulness 
and benefit. This is important to be able to identify and 
satisfy diverse needs, demands and objectives for the in-
volved parties in the technological development process. 
Implementation is often confused with installation, the 
final stages of putting a system into productive operation. 
But implementation has a much wider scope that com-
prises a complete bridge and feedback loop between de-
sign and utilization (Fleck, 1994). This definition of the 
implementation process recognizes the crucial role of the 
people inside the user organization, its social structures 
and interactions between individuals and technology. It is 
a dynamic process of mutual adaptation between the 
technology and its environment. The adaptation process is 
necessary because a technology rarely fits perfectly into 
the user environment from the beginning. Even though 
technological uncertainty is reduced by prototyping and 
refinements, as soon as the technology gets into the hands 
of the users the complexity will increase again. This com-
plexity consists of technological, social and organiza-
tional misalignments (Leonard-Barton, 1988). These mis-
alignments can be corrected by altering the technology or 
changing the environment, or both. 
The tablet computer test at Duke University started as a 
bottom-up project where people in the construction site 
management team had ideas of how to satisfy the ICT 
needs in their own job situations. These ideas then even-
tually reached all the way up to the senior executive team 
of the Skanska group who encouraged production units 
across Skanska globally to test and adopt the tablet com-
puter technology. 
Even though the tablet computer project has become a 
global development initiative coordinated from corporate 
management within Skanska, it tries not to be a project 
that pushes inefficient technical solutions into the hands 
of the construction site personnel. Instead, the approach 
so far has been to listen to the information needs and 
communication demands of the production environment 
and trying to translate that to appropriate mobile project 
communication tools (Löfgren, 2006). The tablet com-
puter project has emphasized the important role of getting 
the technology users involved in the development and 
implementation process from the beginning. Getting the 
appointed key user champions and pilot test persons ac-
quainted with the technology and let them explore, figure 
out and explain potential usage and application areas of 
the tablet computer for the development team is a central 
approach of the project. This integrated socio-technical 
teamwork process emphasizes the dialogue and collabora-
tion between the construction site users and the ICT staff 
at Skanska to be able to translate practical on-site com-
munication issues into useful ICT tools that generate im-
provements. The essential source of information is ob-
tained through the frequently occurring feedback meet-
ings in which both users and technical developers are par-
ticipating. During these meetings the user champions and 
other test users can describe how they are using the tablet 
computer, for what purposes and in what situations. This 
information can then be used to identify positive and 
negative effects of specific tablet computer applications 
and user interfaces as well as the effects of the use of the 
technology in general in the production setting. 
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The findings of the Skanska case study have indicated so 
far that the often alleged conservative ICT culture at con-
struction sites is somewhat false. Interviews and conver-
sations with construction site personnel show that they are 
in fact aware of the inefficiencies of information man-
agement and project communication in the production site 
environment, and not seldom they have own ideas of how 
to solve these problems with assistance from technical 
solutions (Löfgren, 2006). In these discussions handheld 
computers have often been mentioned and the mobility 
and flexibility of information and communication systems 
are of high priority. The key issue of improvement in their 
point of view is to be able to carry around the needed 
ICT-enabled business support to access it at any time. 
The described way of collaborating and communicating in 
the tablet computer pilot project at Skanska also enables 
vital mechanisms of shared understanding between pro-
duction site personnel and the technical development 
teams. ICT developers may enhance their knowledge of 
the complexity of introducing the mobile technology in 
the construction site setting, and may realize that their 
conceptions of information and communication issues in 
the production environment as well as the needs and de-
mands of construction site personnel are somewhat sim-
plified, or even incorrect. The construction staff users on 
the other hand may understand the possibilities of the new 
technology and develop a positive attitude towards adopt-
ing new ICT solutions that are actually improving their 
work. The users may also be able to better comprehend 
how the existing ICT based business support systems 
work, how they are designed, why they are constructed 
and integrated the way they are, and how and why this 
determines the possibilities and delimitations for further 
development of mobile computing extensions. 
 
3.3 User driven development 

Skanska’s tablet computer project can be described as an 
organizational learning process where the configurational 
implementation/innovation process is a matter of learning 
through the struggle to get the technology to fit into its 
social and organizational context, which can be referred 
to as a matter of learning by trying (Fleck, 1994). This 
means that improvements and modifications are made to 
different technical and organizational components more 
or less in a trial and error fashion to be able to resolve a 
configuration that will eventually work as an integrated 
entity within its user environment. This configuration is 
the result of substantial user input and effort. From the 
very beginning of the tablet computer tests Skanska has 
emphasized the involvement of the users in the imple-
mentation process. Collaboration, communication and 
feedback between users and developers are critical to suc-
ceed in the acceptance of the technology (Voss, 1988). It 
is often through the use of technology that various prob-
lems arise and potential opportunities for improvements 
are noticed. In this innovation process it is regularly the 
users who observe the bottlenecks of the technology, 
identify their own needs and can come up with creative 
solutions to solve the problems (Von Hippel, 1988). This 
user-oriented innovation process is especially important 
when introducing and utilizing more complex technical 
systems such as aircrafts and computing systems. High 

complexity systems results in that it takes time to get ac-
quainted with the technology. Therefore, system utiliza-
tion by the users is crucial for further development to-
wards technological and organizational fit. This user 
driven development process, also depicted in the Skanska 
tablet computer pilot project, is often referred to as learn-
ing by using (Rosenberg, 1982). 
The Skanska tablet computer project has also illustrated 
the importance of having innovative and pragmatic key 
user champions in the operational production context 
where the mobile technology is implemented and used. 
The champions play the vital role of being the link be-
tween technical development and the targeted user group 
(Voss, 1988). These persons are important to get other 
users acquainted with the technology and its possibilities. 
Through the champions a dialog between ICT developers 
and the proposed users can be established and maintained. 
This is the primary source of information to jointly being 
able to find appropriate work routines and discuss areas of 
utility for the technology, which can then be translated 
into fitting tools and applications. The construction site 
workers can provide the vital information on how they 
currently conduct the administration of various construc-
tion activities, what the deficiencies of these routines are 
and how a possible improvement should be designed from 
their user perspective. Distinct administrative construc-
tion activities that suffer from deficiencies can then be 
identified from this information. Subsequently, the ICT 
development team will be able to better translate these 
administrative issues to refined information and commu-
nication tools that reduce or eliminate the problems. This 
hands-on user orientation of the mobile computing im-
plementation process can improve technology fit, and 
enable greater chance of achieving user acceptance and 
benefit of the system. The user champion role is also im-
portant for training the construction site personnel in us-
ing the technology and creating understanding for the 
mobile tablet computing platform as an administrative 
tool that is helping them is their everyday work. The 
champion helps bridging the cultural issues and resistance 
to change that may be present in the construction site 
work environment. 
 
 
4 CONCLUDING REFLECTIONS 

At Skanska, as well as in the construction industry in gen-
eral, there is an ambitious drive towards the development 
of an industrialized building process in the anticipation of 
achieving faster completion of construction projects and 
radically decreased production costs. One of the ideas of 
the industrialized building concept is to turn the current 
construction sites into assembly sites that require less 
human and material resources. In this ongoing develop-
ment the construction sector has highlighted the impor-
tance of prefabricated building systems. These ideas of an 
industrialized production process are certainly not new. 
Already in the 1930’s Foster Gunnison introduced these 
concepts and was looked upon as the ‘Henry Ford of 
housing’ (Hounshell, 1984). So far there is little evidence 
that these lean production methods are in fact creating the 
expected benefits and improved performance compared to 
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the traditional way of construction that many construction 
companies are hoping for. Also, the industrialized build-
ing projects comprise only a fraction of the turnover of 
the construction enterprises today, which currently make 
these projects more image-making cutting-edge products 
towards customers and competitors rather than important 
business cash-cows. 
Ahead, it is likely that the focus on the development of 
the prefabricated building processes will be comple-
mented and nuanced with other less disruptive techno-
logical and organizational improvements. In this way, the 
industrialized agenda of the construction industry will be 
linked together and co-developed with current construc-
tion project practices. Consequently, the concept of what 
really could be called an industrialization of the construc-
tion industry and the evolution of the construction process 
will always be regulated by the constraints of the site-
based production (Dainty et al., 2006), no matter of what 
size and setup it has. Further development of project 
communication practices and improved on-site coordina-
tion of production activities will be fundamental prerequi-
sites to be able to drive the industrialization process for-
ward. The question can therefore be raised if the construc-
tion industry partially is focusing on the wrong things in 
this development process? 
Mobile computing production tools could be looked upon 
as one of many small contributions to achieve rationaliza-
tion of the existing production process. These changes 
initially affect the methods for administrating and com-
municating construction project data at the individual 
operational level. But in the bigger perspective it also 
contributes to an overall development process leading to a 
more effective construction industry as a whole, whatever 
the concept ‘industrialized’ may imply in building pro-
jects the future. This can be regarded as an alternative 
way of considering both industrialization and mobile 
computing. It involves finding new concepts and solu-
tions for enabling improved real-time problem-solving, 
collaboration and exchange of project data in the reactive 
construction environment, contributing to lean communi-
cation practices in the same way that the industry wants 
to go from a handcraft to a lean production manufacturing 
paradigm. Performance improvements of construction 
projects are delivered through effective collaboration be-
tween the parties involved. Effective communication is 
the prerequisite of any attempt to change the ways in 
which the industry operates. The improvement of project 
communication practices and technologies on different 
functional levels may change the organization of future 
projects and how its business activities and work routines 
are designed, planned and performed. This can help ena-
bling just-in-time deliveries and the more industrialized 
and rational business processes that the construction in-
dustry in fact is striving for. Mobility of data, on-demand 
access of information and enhanced communication tools 
at construction sites could be important components of 
this development process. The full recognition and deter-
mination to improve collaborative communication and 
information exchange will probably have considerable 
effects on the industrialization process of construction 

projects. Getting the construction sites up to speed with 
the rest of the project phases is starting to become a focal 
point for the construction industry. That is a welcomed 
change of attitude in a project based industry that histori-
cally almost has seemed to have taken appropriate project 
communication practices for granted. 
New changes, large or small, introduced in construction 
will probably not turn into an immediate success. Tweak-
ing both organization and technology will be necessary to 
achieve an appropriate configuration. The pieces of the 
puzzle do not fit together from the beginning and it is 
through the continuous trial and error process of imple-
mentation that eventually will lead to a configuration of 
technology, business communication processes, work 
practices and organization that is acceptable and good 
enough. This involves large and small parallel configura-
tional changes of both organization and technology. The 
mobile computing adoption at Skanska does not involve 
radical disruptive innovation that contributes to funda-
mental changes to the corporate ICT platform or to the 
industrialization of the construction process per se. Wire-
lessly connected tablet devices on site only enable new 
functionality and flexibility of existing fixed communica-
tion infrastructure and information systems. This concerns 
extending, recombining, reorganizing and integrating ex-
isting technology to provide customized project ICT tools 
for the mobile constriction site workforce, with the antici-
pation of making better use of both technological and 
organizational resources within the company. 
The ongoing case study of the tablet computer pilot pro-
ject at Skanska has so far shown that active workforce 
participation in both development and implementation 
seems to be a central knowledge contributor of how to 
create usefulness of the mobile technology in everyday 
construction work. The role of user champions and cross 
functional project teams appear to be key functions in 
bridging the perspectives of technical development and 
production operation issues to communicate what needs 
to be accomplished in moving forward in the process. 
The mobile computing initiative at Skanska has so far 
shown four overall patterns of the development process 
that are interesting for further research and analysis: 

- A bottom-up technology pull process where the end 
users are strongly influencing the technological con-
figuration and its areas of use. 

- Authorization and encouragement from top corporate 
management, including global coordination connect-
ing the pilot projects together for experience sharing. 

- A strong focus on usefulness and its resulting benefit 
of the technology for the mobile workforce in the 
field. 

- An overall development process that is more charac-
terized by trial and error rather than a linear accumula-
tion of incremental improvements. This learning by 
trying development is a social collaborative process in 
the search of improved understanding of how to get 
the technology to fit the dynamic and mobile construc-
tion work environment. 
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ABSTRACT: Mobile technologies and wireless communication experienced a rapid development over the last decade, 
with many industrial sectors realising the benefits of mobile collaboration. The advantages of using mobile computing 
are in the ability to share data remotely in real time, reduce rework and paperwork, being able to solve problems on 
site, construct accurate databases by the timely and continuous collection of data, improve the quality of information, 
and decrease operational costs. Mobile technologies are now widely available offering good opportunities to the con-
struction industry to work collaboratively. Due to the limitation in computational resources of mobile devices, the use 
of visualisation of design documents through mobiles has not been investigated in detail. However, mobile devices for 
the visual representation of design documents and specifications may offer new opportunities for accessing and moni-
toring the construction remotely. The latest developments in mobile hardware and software enable unconditional ac-
cess to 2D and 3D design information and corresponding documents. Mobile visualisation and visual communication 
may completely change collaboration between the project stakeholders during the execution of the construction activi-
ties. 
The main aim of this research is to investigate the use of mobile communication and visualisation technologies during 
the exchange of information between design teams based in the office and construction sites with a focus of achieving 
real-time collaboration. This paper presents the development of a “Collaborative Mobile Visualisation in Construction 
(MobVisCon)” framework based on knowledge from the literature, results of a detailed industry survey, and construc-
tion scenarios. Results from the application of the MobVisCon framework on a live construction project case study are 
also presented. 
KEYWORDS: mobile and wireless technologies, visualisation, collaboration, construction, MobVisCon. 
 
 
1 INTRODUCTION 

Communication is an important part of relationship and 
co-ordination between project participants in construction 
(Murray & Langford, 2004). Good communication be-
tween the construction manager, consultants, sub-
contractors, designers, architects leads to complete con-
struction projects being completed on time and within 
budget (Emmitt & Gorse, 2003; Cohen, 2000). Decision 
making is important for both the design and construction 
stages of construction projects. However, in construction 
projects, 90% of the time in meetings is spent on the de-
scription of the problem and only 10% is spent on the 
real-decision making such as discussions on what-if sce-
narios (Lee and Pena-Mora 2006). From a designer’s 
point of view, decisions are made using information and 
knowledge to create new ideas and from a contractor’s 
point of view decisions are focused on problem solving 
throughout the process (Emitt and Gorse 2003). Tradi-
tional 2D paper-based drawings are not fully adequate in 
conveying design information to contractors on site, as 
they neither give a sense of the dynamic process of con-

struction nor explain the order of assembly (Ferguson 
1989). 
Better collaboration between design and construction site 
teams is needed in order to enable the construction indus-
try to deliver projects on time and within budget. In the 
existing working practices team members organise site 
meetings to enable face-to-face communication, monitor 
progress on developments and changes, review progress 
against programs, identify problems, and check costs 
against budgets. These meeting are generally informal 
and the collaboration tools are mostly paper based draw-
ings and textual documents (Spence et al. 2001, CIOB 
1996, Griffith and Sidwell 1995). During the construction 
stage construction teams generate most of the design 
changes. Therefore, design teams should collaborate with 
the construction site in order to control construction, de-
sign changes, quality and program (Lafford et al. 2000). 
Collaboration practices are improving on construction 
sites with many contractors using project collaboration 
technologies. Some of them still use e-mails to exchange 
drawings. Without a central repository where project 
members follow design changes and documents, collabo-
ration is limited (Rakow 2002). Moreover, collaborative 



technologies are not just limited to collaboration software 
(project extranet) and document management platforms. 
Visualisation tools are playing an important role for de-
sign collaboration through various technologies such as 
3D and 4D modeling. Many architectural and design 
firms realized that using 3D models in the design phase 
will provide numerous benefits (Rakow 2002). The bene-
fits of 3D modeling can be felt through the project lifecy-
cle but had limited use so far (Sarshar 2004). In a 3D 
model project members can visualize images of construc-
tion, share project information and review constructability 
issues (Kamat and Martinez 2003). However, 3D does not 
enable supply chain members to monitor progress of con-
struction projects (Wang et al. 2004). 4D CAD models 
enable project teams to explore various `what-if` scenar-
ios and identify conflicts. Moreover, communicating 
scheduling details and 3D models to the whole supply 
chain is one of the important aspects of 4D modeling 
(Best and Valence 2002, McKinney and Fischer 1998). 
By using 4D models in real-time, there will be two way 
communications between construction site engineers and 
other project members. This enables the design office, 
head office, etc. to monitor how work is progressing, 
what problems have occurred, what information is 
needed, which materials and equipment are required etc. 
(Forster 1989).  
Construction professionals are becoming aware of the 
benefits of the implementation of mobile technologies 
within their work activities. However, most of them lack 
the experience in doing so (CPN 2006). There is a need to 
improve communication between designers and builders 
using mobile technologies (Mobile Enterprise Analyst 
2005). Integrating mobile devices into visualisation envi-
ronments may offer new opportunities for accessing and 
manipulating data remotely (Brodlie et al. 2004). Some 
construction collaboration technology providers and end-
users have already tested the use of mobile devices on 
site. However, most trials focused on asynchronous use 
where data are not been exchanged in real time (Wilkin-
son 2005). Moreover, there has not been much material in 
the literature which provides information for possible 
mobile visualisation applications in construction industry. 
This paper presents development of a “Collaborative Mo-
bile Visualisation in Construction (MobVisCon)” frame-
work based on knowledge from extensive literature re-
view, results of a detailed industry survey, and construc-
tion scenarios. Results from the application of the Mob-
VisCon framework on a live construction project case 
study are also presented. 
 
 
2 MOBVISCON FRAMEWORK 

The Collaborative Mobile Visualisation in Construction 
(MobVisCon) framework aims at facilitating the imple-
mentation of mobile visualisation and communication 
technologies to communicate design information and 
support decision making and collaboration between de-
sign and construction teams during the construction stage 
of a project.  
Scenarios, validated within various construction organiza-
tions, named as Mobile 2D/3D, 4D Collaboration, and 3G 

Communication have been used as an input for design 
process of the framework. Mobile 2D/3D scenario pre-
sents the case of a site engineer who communicates and 
collaborates with the project team in real-time, access 
project drawings, documents and specifications, requests 
information for design queries or buildability problems. 
The 4D Collaboration scenario presents the case of a site 
engineer who checks and monitors construction against 
planned schedules, resources and specifications. He ac-
cesses a collaborative 4D modeling platform and commu-
nicates with the project team using a 3D model which 
enables him to manage resources, schedule, tasks and 
cost, and explore various “what if” scenarios at the con-
struction jobsite. The 3G communication scenario pre-
sents the case of a site engineer who makes decisions and 
shares information and knowledge using 3G visual com-
munications to solve problems on a construction site due 
to buildability, and other unexpected situations. (see Fig-
ure 2-1)  

 
Figure 2-1. Mobile communication architecture for data, audio 
and visual information transfer through wireless technologies 
and general technology layout of MobVisCon framework. 
 
The scenarios were validated with experts from contrac-
tors and design/engineering consultancy organizations. As 
a result of these evaluations, organizations accepted to 
support the implementation and testing of these scenarios 
on live construction projects. Requirements for the im-
plementation stage were summarized and e-mailed to the 
experts to make every detail clear for the implementation 
and testing. 
The development of MobVisCon highlights the need to 
use various mobile technologies and wireless communica-
tions, collaboration software, and visualisation applica-
tions to create a better collaboration environment. 
The objectives of MobVisCon are: 

- To provide a real-time wireless communication based 
virtual platform capable of using collaboration soft-
ware, visualisation technologies and communication 
tools to support communication and collaboration be-
tween engineers on site and other project members 
(Mobile 2D/3D and 4D Collaboration scenarios). 

- To provide a real-time and mobile telecommunication 
based platform capable of sharing visual information 
to support communication and knowledge sharing be-
tween engineers on site and other project members 
(3G Communication scenario). 

- To demonstrate how mobile visualisation can enhance 
the existing design problem resolution and decision 
making processes during the construction stage of a 
project. 
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- To test the framework within various organizations 
and identify technical and non-technical issues which 
occur during the implementation of MobVisCon 
framework to real construction projects. 

 
2.1 Framework components 

The testing and implementation of the MobVisCon 
framework require the consideration of three components: 
hardware (mobile devices), wireless networks, and soft-
ware. All components of the framework were identified 
and selected after detailed reviews of existing mobile 
technologies, wireless communication networks, and 
visualisation technologies in the market. Details of 
framework components are presented in the following 
section. 
Hardware 
Hardware selection is an important factor in the success 
of implementing mobile collaboration in construction. 
Screen size, battery power, processor, device size, wire-
less network capability, operating environment and ro-
bustness are critical considerations in the selection of ap-
propriate hardware for the testing of scenarios presented 
within the research context. The hardware planned to be 
used for the implementation of MobVisCon framework 
and scenarios are described in the following sections. 
Tablet PC 
A Toshiba Portege M400 was selected as a touch screen 
tablet computer for use on site engineer within Mobile 
2D/3D and 4D Collaboration scenarios. This Tablet PC 
enables engineers on site to gain access to wireless net-
works Wireless LAN 802.11a/b/g and Bluetooth 2.0. The 
new 12.1” SXGA+TFT screen display and digital ink 
capability enables users to take notes, annotate documents 
and sketch drawings in a similar manner to working with 
a paper notebook (see Figure 2-2).  

 
Figure 2-2. Toshiba Portege M400. 
 
3G pocket PC 
A Qtek 9000 3G Pocket PC was selected for use in the 3G 
communication scenario. The Pocket PC uses the latest 
Windows Mobile 5.0 Pocket PC Phone Edition Operating 
System, and is an ideal mobile device for email, Internet 
browsing and gaining access to project members using 
video telephony (see Figure 2-3). 

 
Figure 2-3. Qtek 9000 Pocket PC (adapted from Expansys). 
 
3G mobile phone 
A Samsung Z500 will be used in the 3G communication 
scenario of the MobVisCon framework for testing video-
conferencing between project members. Samsung Z500 is 
one of the most lightweight 3G handset with video 
streaming, video messaging and video telephony func-
tionalities (see Figure 2-4). 

 
Figure 2-4. Samsung Z500. 

 
Bluetooth headset 
A Plantronics Voyager 510 Bluetooth headset was chosen 
to be used in all of the scenarios. The Bluetooth headset 
enables site engineers to make hands free voice calls us-
ing VoIP either through the Tablet PC or Pocket PC. 
Voyager 510 has a noise cancelling microphone which 
allows engineers on site to be heard clearly wherever they 
are working and lets them use voice dialing capabilities 
more effectively. The multipoint capability of the Voy-
ager 510 allows engineers to remain paired to their mobile 
phones and still have the ability to accept incoming calls 
from any of the other Bluetooth devices such as the Tab-
let PC or Pocket PC (see Figure 2-5). 

 
Figure 2-5. Plantronics Voyager 510 Headset. 
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Wireless networks 
As this research aim is the development of a mobile col-
laboration platform, wireless communication is the under-
lying infrastructure for such a platform. Various wireless 
networks will be used in the scenarios developed within 
the MobVisCon framework. Most of the latest wireless 
communications such as Bluetooth, Wireless Local Area 
Networks (WLAN, 802.11) and Third Generation (3G) 
will be tested within the context of this research. All of 
the mobile devices have the Bluetooth capability. There-
fore, there is no need for any add-on network hardware to 
enable the devices to connect with each other via Blue-
tooth. The 3G access of the Pocket PC and the mobile 
phone were activated by using 3G SIM cards. The WLAN 
will be tested to access real-time design information shar-
ing and collaborative visualisation platform in the Mobile 
2D/3D and 4D Collaboration scenarios. A wireless 
broadband router (WRT54GS produced by Linksys) was 
used to establish WLAN access for testing purposes. 
Software 
The Mobile 2D/3D and 4D collaboration scenarios have 
specific software needs for a real-time collaborative plat-
form, i.e. collaboration software, the Acrobat Professional 
7.0 and 4D modeling software. The Collaboration extra-
nets 4Projects and Autodesk Buzzsaw 7 were provided by 
the construction organizations involved in development of 
case studies and testing stage of MobVisCon. Both prod-
ucts facilitate the testing of the Mobile 2D/3D scenario 
and enable project teams to store, view and download 2D 
and 3D CAD model files, published drawings, docu-
ments, specifications, and photos; to mark up documents 
in real-time; and to share project information in a virtual 
collaborative platform.  
Acrobat Professional 7.0 was selected to assist data ex-
change and mark-up of documents and drawings within 
the extranet system. The MobVisCon collaboration plat-
form will be open to different data formats, the Mobile 
2D/3D scenario intends to test the exchange of 2D/3D 
drawings in PDF format. Acrobat Professional 7.0 con-
verts and combines AutoDesk AutoCAD; Bentley Micro-
Station; Microsoft Visio, MS Outlook and MS Project; 
Microsoft Office; Microsoft Internet explorer; and other 
sources of files into a single PDF file. 
The Synchro 4D modeling software license was granted 
for research purposes in order to test and implement the 
4D collaboration scenario. Synchro is a new software 
solution that provides real-time web based 4D collabora-
tion between project members. It provides 3D object crea-
tion/manipulation, rapid 4D project visualisation using 
project schedules and advanced filtering of a 3D model of 
the project. Synchro users can display 3D model of the 
project and project schedule together on computer screen 
and they can make changes to the schedule in real-time. 
 
 
3 CASE STUDY IMPLEMENTATION - BUILDING 

SCHOOLS FOR FUTURE 

Building Schools for the Future (BSF) is the biggest sin-
gle government investment for the improvement of school 
buildings for over 50 years. The aim is to rebuild or re-

new every secondary school in England over a 10-15 year 
period (BSF 2007). BSF brings together significant in-
vestment in buildings and in ICT (Information and Com-
munications Technology) over the following years to 
support the Government’s educational reform agenda 
(BSF 2007).  
Paradigm, a consortium led by Taylor Woodrow Con-
struction (TWC) has been selected as the preferred bidder 
for the £320 million Building Schools for the Future 
(BSF) programme in Sheffield. TWC’s partners in the 
Paradigm consortium are Civica, Building Design Part-
nership (BDP) and HLM Architects, Faber Maunsell 
Structural, Faber Maunsell Building Services and HSBC. 
The first stage of the BSF programme in Sheffield, which 
is due to be completed by 2009, involves the construction 
of 3 new secondary schools across the city. The consor-
tium is working toward financial close on the initial three 
projects: Newfield and Talbot School; Silverdale School , 
and Yewlands School. 
The Yewlands school project was selected as a case study 
due to it being unique within the UK construction indus-
try in that the project team are using the Avanti Collabo-
rative Working Procedures (http://www.avanti-
construction.org/construction.shtml) whilst developing 
the design in 3D CAD model files and publishing both 
extracted drawings and the co-ordinated 3D model within 
the project extranet. All project stakeholders, including 
the clients, have access to the 4Projects extranet, and can 
comment on the development of the design. HLM Archi-
tects share 3D model files in the agreed DWG (AutoCAD 
format) format within the extranet. Faber Maunsell Struc-
tural can download the HLM Architect’s 3D model files 
and create their co-ordinated 3D structural model files. 
Within the project there are two sets of 3D files devel-
oped by the architectural and the structural engineering 
organizations (see Figure 3-1). Taylor Woodrow check 
the co-ordination in Navisworks Jetstream, a software that 
combines architectural and engineering designs in a single 
virtual model stored within the project extranet. As a re-
sult, both the clients and the Taylor Woodrow Construc-
tion project team can download the Navisworks NWD file 
for review (see Figure 3-2).  

 
Figure 3-1. 3D Model files (-m3) within the Paradigm-Building 
Schools for Future (Sheffield) project extranet. 
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Figure 3-2. BSF Sheffield Yewlands Project 3D model in Nav-
isworks . 
 
While project stakeholders can share, download and view 
co-ordinated 3D model files during design development, 
the majority of engineers on site still use paper-based 
drawings with limited access to 3D models whilst moni-
toring construction progress. The MobVisCon framework 
addresses the collaboration gap between the design and 
construction site teams and proposes a combined mobile 
digital collaboration model for the improvement of exist-
ing working environments.  
The MobVisCon-TWC case study focused on Mobile 
2D/3D and 4D Collaboration scenarios of the MobVisCon 
framework. The objectives of this case study are:  

- To develop a 4D model for the Yewlands (BSF) pro-
ject using the design team’s 3D model files 

- To identify technical and non-technical problems that 
occur during the development of the 4D models. 

- To demonstrate how mobile visualisation applications 
can be applied to real construction projects for design-
construction collaboration. 

 
3.1 4D model development 

To commence the development and implementation of the 
4D model the source data had to be made available in the 
following formats:  

- 2D CAD model file in DWF 
- 3D CAD model file in DWF 
- The project program data from MS Project or Asta 

Power Project in XML (Extensible Markup Language) 
format 

These requirements were specified by Synchro which is a 
4D modeling software and real-time collaboration plat-
form used in MobVisCon.  
Synchro is a new software solution that supports the con-
struction process in a way that will drive efficiency 
through better project management and enables the pro-
ject team to monitor progress in real-time on a web-based 
platform. Therefore, Synchro Professional version 3.1 
was used during the development of the 4D model and the 
related server was used for the real-time web based col-
laboration so that changes made by one client are broad-
cast immediately to all other connected participants.  
 The process of developing the 4D model for the BSF-
Yewlands project and the problems that were experienced 
during the 4D model development phase are presented as 
follows:  

- Taylor Woodrow Construction- BSF Sheffield project 
team agreed to give access to the project extranet 
hosted by 4Projects.  

- 3D and 2D CAD model files (DWG format) produced 
by HLM Architects and Faber Maunsell were 
downloaded from the 4Projects extranet. 

- The Coordinated 3D model of Yewlands project pro-
duced by Taylor Woodrow Technology Centre in 
NWD format (Navisworks) was obtained in order to 
find out which files were used to develop the 3D 
model and how they are related to each other.  

- As another 3D and 4D modeling platform, Navis-
works does not allow project team members to access 
the 4D model in real-time on a web based collabora-
tion platform. Therefore, it was only used for display-
ing and examining the existing 3D model of the pro-
ject.  

- The BSF-Sheffield Yewlands project schedule ex-
ported from Primavera as a PRX (project reporter ex-
port format) file was provided by Taylor Woodrow 
Construction- BSF Sheffield project team. The Syn-
chro project modeling team converted this into a XML 
(extensible markup language) format and imported it 
into Synchro Professional v 3.1.  

- The first attempt to integrate the 3D model with the 
project schedule was to export the Navisworks 3D 
model as a DWF file and directly import it into Syn-
chro. However, the software operation became too 
slow due to the large number of references resulting in 
the 3D model being too slow to load and update. In 
the upcoming version of Synchro, there will be new 
improvement which provides full access to the DWF 
format information allowing an optimized data stor-
age. Moreover, problems occurred related with the 3D 
model in Navisworks due to being outputted in a 
manner that seems to be separate parts and containing 
a great deal of 2D plans.  

- The solution developed through the collaboration with 
the Synchro 4D modeling team used the original 
model files (those produced by Faber Maunsell and 
HLM Archtitects in dwg format) in order to create a 
new 3D model of the project suitable for the Synchro 
software by switching off the 2D CAD grid layers. 

As a result of all these efforts the 3D model and project 
schedule of the Yewlands project were completely im-
ported into Synchro Professional v3.1 and users can dis-
play the project named as MobVisCon-TWC through the 
workgroup product of Synchro which allows end-users to 
log into the project model located on the web server (see 
Figure 3-3, 3-4 ). 

 
Figure 3-3. Log into Yewlands project model on Synchro Web 
server. 
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Figure 3-4. MobVisCon-TWC Case Study (BSF-Yewlands pro-
ject) 4D model. 
 

- The Synchro application is made up of different views 
which display different information views that consti-
tute the project information including companies in-
volved in the project, the 3D model, material re-
sources, human resources, risks, Gantt chart, tasks, 
task properties (general, costs, assigned resources and 
resource utillization, etc.) (Figure 3-4). 

- One of the main objectives in this case study was to 
develop a fully integrated (3D+Tasks) 4D model for 
the BSF-Yewlands project. A fully integrated 4D 
model means assigning every object (material re-
sources) in the resources list to the related task. As-
signing resources (3D CAD objects) to tasks enable 
users to monitor resource utilization and display the 
3D model from the start of the project to the end in a 
sequence using the project schedule information. 
However in this case study there was no direct link-
ages between the detailed BSF-Yewlands programme 
and the objects in the 3D model. In order to achieve 
this would require extensive work from the project 
team. 

 
3.2 Findings 

During the development of this case study some inter-
ested findings were captured: 

- Construction projects are considering the use of mo-
bile and visualisation technologies for a better design–
construction collaboration environment. It was re-
vealed that a project extranet, visualisation technolo-
gies and collaborative working procedures are used by 
the BSF-Sheffield Yewlands project team. However, 
the missing component from the design-construction 
collaboration in this project is the fully integrated 4D 
model and the real-time mobile collaboration on site. 

-  4D modeling can be a lengthy process if the project 
plan is not fully developed and identified according to 
the resources included in the 3D model. In general, 2D 
drawings and 3D models are produced in the design 
environment while schedules are developed by con-
tractors not aware of the 3D modeling process.  

- Meetings conducted during the BSF-Yewlands case 
study revealed some key issues about the implementa-
tion of the MobVisCon framework on live construc-
tion projects including potential barriers and benefits, 
solutions to overcome barriers, and specific use in 

Off-site construction. These key results are presented 
as follows: 

Barriers: 
- People do not want to change the way they work from 

the traditional methods. 
- Construction organizations involved in some projects 

do not always fully embrace the use of information 
and communication technologies (ICTs) because of 
the fear that ICT systems have a risk of not working 
properly and cost them huge amount of investment. 

- Poor wireless networking and mobile telecommunica-
tion performance at remote construction sites. 

- Construction project teams do not always follow stan-
dard procedures for sharing, developing and accessing 
project design information and documents. 

Solutions to barriers: 
- To convince users in projects that using MobVisCon 

can facilitate collaboration. . 
- To demonstrate to the project team how they can re-

duce project costs and manage the risk of unexpected 
project costs through the use of MobVisCon frame-
work.  

- Collaborate with wireless and mobile network tech-
nology providers to provide construction sites with 3G 
(Third Generation) and WiMAX (Worldwide Interop-
erability for Microwave Access) technologies.  

- Procedures of implementing MobVisCon framework 
needs to be clearly identified so that the problems that 
occurred due to use of different data formats for de-
sign information, modeling platforms, and collabora-
tion technologies can be eliminated for a better de-
sign-construction collaboration during the project life-
cycle.  

Benefits of using MobVisCon: 
- MobVisCon enables all stakeholders to view the de-

velopment of the co-ordinated model (CM) at any 
point in time with the project programme and to iden-
tify any problems (possibly expensive problems) well 
in advance of them happening on site. 

- Using MobVisCon improves communication and col-
laboration on site as the user can view the CM; access 
published drawings, videos, animations; and upload 
videos from the site. 

- Designers generally produce designs for a project and 
move onto other projects before construction starts. 
The MobVisCon framework proposes a virtual col-
laborative working platform where designers can pro-
duce their co-ordinated design information faster and 
more accurately reducing the amount of time spent on 
rework.  

- The MobVisCon framework reduces the risk of 
buildability problems occurring, unforeseen additional 
costs and time delays to projects by enabling project 
team to work in a real-time collaboration platform. 

Off-site construction: 
- A specific construction method which can benefit 

from the MobVisCon framework is Off-site produc-
tion.. In this construction method, fabricators supply 
3D models in different data formats which is not al-
ways compatible with those used in the construction 
industry. The MobVisCon framework can benefit the 
installation of the offsite fabricated components on 
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site if the 3D model files are made available to be 
used for the development of a 4D model. 

 
 
4 CONCLUSION 

The MobVisCon framework developed within this re-
search into the Planning of Effective Design & Construc-
tion Collaboration through Mobile and Visualisation 
Technologies proposes a solution for a better implementa-
tion of mobile and visualisation technologies within con-
struction projects. This paper presented the development 
of the Collaborative Mobile Visualisation in Construction 
(MobVisCon) framework which was based on knowledge 
from literature, results of a detailed industry survey, con-
struction scenarios; and a case study carried out with Tay-
lor Woodrow Technology Centre on the Building Schools 
for Future-Sheffield (Yewlands) project. MobVisCon 
raised awareness for the use of mobile and visualisation 
technologies for design-construction collaboration on site. 
Future research will focus on increasing the number of 
real project case studies and evaluating the implementa-
tion of the framework for cost vs benefits of use within 
construction projects. 
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IMPROVING EMERGENCY MANAGEMENT BY FORMAL DYNAMIC PROCESS-
MODELLING 

Uwe Rueppel, Armin Wagenknecht 
Institute of Numerical Methods and Informatics in Civil Engineering, Department of Civil Engineering and Geodesy, 
Technische Universitaet Darmstadt, Germany 

ABSTRACT: In the past years, as natural disasters are increasing all over the world efforts in disaster prevention 
measures and disaster and emergency management systems (DEMS) are expanded in research and practice. In Ger-
many especially the emergency management in case of flood or high water situations plays an important role because 
of serious flood incidents in 1997 and 2002. 
Advanced emergency management systems provide a bundled, structured information access for emergency manage-
ment actors using databases, GIS and internet technology. Nevertheless, the activities, tasks and also decision proc-
esses which occur in the emergency management situation are mainly neglected or less supported by these emergency 
management systems. In this paper, a process-oriented approach to emergency management using ICT is presented. A 
meta model for the process modelling of emergency management activities is presented and an existing formal process 
model which allows dynamic changes of pre-modelled processes is explained. A simplified scenario in the context of 
operational flood management finally points out the applicability of this approach. 
KEYWORDS: dynamic process-modelling, emergency management, emergency management system. 
 
 
1 INTRODUCTION 

Nowadays, emergency management plays an important 
role because of the increasing number of natural disasters 
all over the world. Furthermore, serious terrorist attacks 
happened in recent years which also implicated stronger 
needs for flexible and reliable emergency management 
systems. Concerning natural disasters, Germany has to 
cope mainly with severe floods and high water situations. 
Therefore, research in the field of natural disaster preven-
tion and management focuses on preventive and opera-
tional flood and high water protection. As a result of seri-
ous flood incidents over the past years, the German re-
public has tightened the regulations in the emergency 
management area. The public authorities on the commu-
nity level have to prepare detailed emergency plans, in-
cluding various disaster scenarios. These plans exist 
mainly as paper copies and include various information 
types, e.g. contact dictionaries, responsibilities, material 
locations, reporting channels, measures descriptions and 
maps. As in case of a disaster incident, many different 
actors and institutions have to work together, and as the 
appropriate countermeasures have to be undertaken in the 
fitting place with the effective equipment in short time, 
the existing emergency management plans in form of pa-
per copies are insufficient on the operating level. For this 
reason, integrated flood information and alert systems are 
being developed and are already in use in some parts of 
Germany. These – generally web-based – information 
portals bundle functionalities like high water forecasts, 

alerting, geographical information, information about 
available equipment and resources, and contact informa-
tion. As a result, the emergency managers and action 
forces have quick access to necessary information about 
the current disaster situation. Nevertheless, these emer-
gency information systems generally do not support 
emergency management activities in form of formal proc-
ess descriptions. This means that some activities and 
workflows which have to be undertaken in case of a dis-
aster incident could be formally modelled prior to the 
incident. Hence, emergency managers and forces would 
be guided by the emergency management system. It is the 
nature of emergency scenarios that many unforeseen cir-
cumstances arise so, the above prepared processes – en-
coded in the emergency management system – have to be 
changeable. Every management participant, using the 
system’s processes in case of an emergency, should have 
the possibility to change them to his needs and to the 
situation’s conditions. This paper focuses on the aspect of 
improving emergency management by the use of formal 
process models. Dynamic process modelling as a method 
to change process instances during runtime of the emer-
gency management systems will be introduced. 
After analysing emergency management plans and related 
regulations, requirements of process modelling of activi-
ties for natural disaster incidents are derived. Then, proc-
ess modelling of emergency management activities on the 
basis of a meta model is introduced. Subsequently, formal 
models for dynamic process modelling are analysed with 
regard to their applicability. A simplified scenario is used 
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to illustrate the dynamic process-oriented approach. Fi-
nally, related works are mentioned and a conclusion is 
given. In future works, the presented approach will be 
implemented in form of a prototypical system and will be 
evaluated in the context of a disaster control scenario. 
 
 
2 EMERGENCY PLANS AND RELATED REGULA-

TIONS IN GERMANY 

Concerning disaster management in Germany, the local 
public authorities are mainly responsible for disaster con-
trol planning. They have to create emergency plans by 
law. These plans consist of alert plans and of operational 
plans for different possible disaster types. Especially the 
emergency plans for flood incidents are drawn up in great 
detail and are extensive because of the past experiences 
with high water disasters. 
These flood emergency plans [e.g. Einsatzplan Stadt 
Hennef 2003] generally contain the following points in 
greater detail: 

- Contact information of all relevant authorities, relief 
organisations and forces 

- Organisational chart 
- Members of the disaster control staff 
- Material and equipment information 
- Communication channels  
- Operational plans (water level, activity, required re-

sources, party in charge) 
- Maps (endangered areas, evacuation, water levels etc.) 
- Especially endangered objects 
- Information sheet samples for the population 

Furthermore, a nation wide regulation [FwDv 100 1999] 
exists, which defines the organisational structure and the 
command and control processes for the forces and the 
activities in disaster management in detail. This regula-
tion includes i.e. 

- Organisational chart of the incident command unit 
- Assignment of tasks of incident command unit mem-

bers 
- Structure of operational units (number of persons, 

skills etc.) 
- Structure of an order/instruction (order scheme) 

In order to improve disaster control management in terms 
of respond time, quality and effectiveness, ICT is used in 
research and in practice to structure information of docu-
ment-based disaster control plans. Disaster management 
information from the participants (public authorities, fire 
departments, relief organisations, hospitals) are stored in 
databases and web-based access to this information in 
form of tables, maps and lists is offered. However it is not 
taken into account that disaster emergency plans and re-
lated regulations and documents also include information 
about the processes which have to be undertaken in disas-
ter scenarios. Operational plans especially, but also com-
munication channels and command and control regula-
tions, describe chains of activities triggered by certain 
events (e.g. water level). In addition to an ICT-supported 
information supply, the processes of operational disaster 
management have to be modelled and graphically pre-
sented, so that the disaster control actors may be guided 
by a process-driven emergency management system. In 

the following section, modelling of emergency manage-
ment activities is being focused on. Requirements for this 
process modelling procedure are established. 
 
 
3 REQUIREMENTS FOR PROCESS MODELLING OF 

EMERGENCY MANAGEMENT ACTIVITIES 

In order to better support users of operational emergency 
management systems, processes, too, should be explicitly 
integrated into the system. These processes are based on 
formal process models and describe the relevant activities 
and counter measures depending on the respective case of 
emergency. In this context, a process is defined as a tem-
porarily and factually logical sequence of activities, which 
are necessary for a specific task’s completion [Becker and 
Kahn 2005]. Process modelling for operational emer-
gency management activities has to meet the following 
requirements: 

- simple, easy understandable process model 
- comfortable, intuitive visualisation of processes 
- possibility to dynamically change predefined proc-

esses 
- tracking of started processes 
- storage of finished processes including dynamic 

changes  
As emergency management systems are used in excep-
tional situations and not under day-to-day working condi-
tions, the emergency management participants are not 
well experienced with the usage. Although regular train-
ing sessions may increase the experience, the models 
which are used to describe the emergency processes 
should have a simple, easy to understand representation. 
This means that a formal process model with only few 
model elements may be more suitable for the conditions 
as long as the common patterns (sequence, parallel split, 
synchronisation etc.) are supported [WfMC 1999]. Fur-
thermore, an intuitive visualisation of the on going proc-
esses to the user is crucial for an application in the field of 
emergency management. The actor should always be able 
to get an up-to-date picture of the current and planned 
activities and events, which are represented by the mod-
elled processes. He should be able to easily follow the 
sequence of planned emergency actions. But as only a 
part of the emergency management activities can be 
planned in advance and as changes occur frequently, the 
user should have the possibility to change modelled proc-
esses during runtime. 
Enabling the user to change pre-modelled processes dur-
ing runtime allows the emergency manager’s expert 
knowledge to be entered into the system. Otherwise, the 
user might try to bypass the system as to not follow steps 
he wouldn’t consider appropriate for the current emer-
gency situation. The suggested dynamic changes of proc-
esses during runtime in this context are defined as 
changes which occur regularly. This implies a better sup-
port of the change management (user interface, versioning 
etc.). 
One of the main goals of emergency management systems 
is to deliver an up-to-date description of the emergency 
situation and the status of the various undertaken actions. 
This is the reason for presenting the status of commenced 



emergency processes to the user. Such tracking of started 
processes should also be integrated into the graphical rep-
resentation of the emergency management processes. Fi-
nally, the processes actually carried out in case of emer-
gency – including the changes made by the users during 
runtime – should be stored in the system after termination 
of the emergency management. The stored processes 
could serve as logs for the completed emergency case and 
may also be integrated into the emergency management 
system as best practice examples for future cases. 
Following the requirements explained above for process 
modelling of emergency management activities, the next 
two sections introduce the approach and existing formal 
process models which both shall lead to a process-driven 
emergency management system. 
 
 
4 PROCESS MODELLING OF EMERGENCY MAN-

AGEMENT ACTIVITIES 

Real processes in disaster and emergency management 
are of various types. Some of them can be derived from 
documents described in section 1 or consist of lessons 
learned. Others are in mind of the experts, leading the 
emergency and disaster management. In order to realise a 
process-driven emergency management system, the vari-
ous processes have to be structured or/and classified 
somehow. Furthermore, as mentioned in the previous sec-
tion, it has to be possible, to change started processes in 
case of an unforeseen change in conditions or in case ex-
perienced emergency managers like to add extra alterna-
tives. 
On the level of emergency management activities, every 
process is derived from the meta model depicted in Figure 
1. 

 
Figure 1. Meta model: emergency management activity. 
 
This meta model generally describes the meta processes 
of an emergency management activity in a process-driven 
emergency management system. The event is the initial 
starting process. In the context of operational flood man-
agement, this could be a certain water level at a stage 
measurement station, but also a message from action 
forces about an incident. During the analysis process, the 
incident’s conditions are analysed. Location, dimension, 
and type of incident are examples for analysis criteria. In 
the planning process, possible actions are planned based 
on the results of the analysis process. The planning in-
cludes, e.g. checking the availability of skilled forces and 
suited material and equipment for possible actions. 
Thereupon, the action process is started. In this process, 
the real emergency management activity – like evacuation 
of people, dike reinforcement etc. – takes place. 
It is important to mention that not every meta process of 
this model must be used for the modelling of a certain 
process. For instance, if it is clearly specified in advance 
which action has to be undertaken in case of a certain 
measurable event, the analysis process is obsolete. This is 

often the case for actions which can be prearranged and 
which are dependant on the rise of a river’s water level as 
long as the level do not pass a certain limit. For some 
process types, even the planning process itself is skipped. 
One example would be the action of a specified reporting 
channel if a certain event occurs. 
In order to specify and structure the various activities in 
emergency management towards a process-oriented ap-
proach, a further refinement of process types is necessary. 
Concerning the planning process of the meta model, one 
can distinguish between planning of resources (forces, 
equipment and material) and planning of “routes” in 
emergency cases (evacuation routes, public transportation 
routes etc.). Furthermore, all processes of the meta model 
can be automated – e.g. automatic trigger from a gauge 
measurement station with a GSM-connection – or manu-
ally controlled. Further analysis of the emergency man-
agement processes will result in a more refined process 
type structure. 
The following section addresses formal process models 
which support dynamic changes of processes, which is 
crucial to emergency management processes. 
 
 
5 FORMAL PROCESS MODELS FOR DYNAMIC 

CHANGES IN EMERGENCY MANAGEMENT 
PROCESSES 

Referring to the requirements described in section 2, the 
formal process model which can be used to model emer-
gency management processes should firstly be under-
standable for practitioners and secondly should permit 
changes to pre-modelled processes during the execution 
phase of these processes. The process-driven emergency 
management system should, for example, enable the user 
to insert new activities in the pre-modelled process. 
Nowadays, many different formal process models (work-
flow models respectively) exist. But only few of these 
process models support changes of the process instances 
during runtime [Adams et. al 2006]. Mainly, these are the 
so called worklets [Adams et. al 2006] which are imple-
mented for the workflow environment YAWL [van der 
Aalst 2003] and the formal workflow model with change 
operations ADEPTflex [Reichert and Dadam 1998]. In the 
first case, the dynamic change of process instances is real-
ised by worklets. These are complete process pieces 
which can be created and stored in a repertoire during 
execution time of the process instance (see Figure 2). 

A B C

process instance

m n

g h

s t

repertoire

worklets

 
Figure 2. Worklet example (simplified). 
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The worklets serve as detailed sub processes for an activ-
ity of the process instance. The choice of the worklet out 
of the repertoire during execution of the activity is made 
by user-definable rules. This approach, which always de-
mands a pre-modelled, more abstract activity on the proc-
ess instance level, is not considered to be flexible enough 
for emergency management processes. Additionally, the 
rule implementation has to be handled by the user. 

 562

The ADEPT model is a graph-based approach using for-
mal syntax and semantics. In contrast to other more com-
plex formal process models, ADEPT allows a fast analy-
sis and verification of the formal process structure which 
is important for process changes during runtime. Fur-
thermore, its intuitive and structured representation also 
enables non-computer experts to change the processes 
[Reichert and Dadam 1998]. This is especially important 
for process-driven emergency management systems as 
mentioned in section 2. The ADEPT base model provides 
task sequences, conditional and parallel branching (AND-
split, OR-split, AND-join, OR-join), and loop backs (see 
Figure 3). 

OR-SPLIT

AND-SPLIT

OR-JOIN

AND-JOIN

CONTROL FLOW  
Figure 3. ADEPT base model [Dadam et al. 2000]. 
 
They are organised as symmetrical blocks which can be 
nested but do not overlap. ADEPTflex provides delete- and 
insert-functionalities for activities of process instances. 
Thus, dynamic changes in emergency management proc-
esses can be realised. A detailed description of the various 
dynamic features of ADEPTflex is given in [Reichert and 
Dadam 1998]. In the future, this formal flexible process 
model, allowing dynamic changes, will be tested for use 
in a process-driven emergency management system. 
In the next section, a simplified scenario of emergency 
management processes will be presented to illustrate the 
approach and models described above. 
 
 
6 SCENARIO 

After the introduction of the meta model for emergency 
management activities and a short description of the for-
mal process model ADEPT, a simplified scenario in the 
context of operational flood management is explained. 

For the process examples, the graphical representation of 
the ADEPT model is used. 
It is assumed that during a flood incident of a river, pass-
ing through a city, a flood embankment was overwhelmed 
and that the disaster control forces have established a wall 
of sandbags to prevent the water from flooding a city dis-
trict. Then, the radio operator on site sends a message to 
the disaster control centre, that the sand bag wall is 
washed out. The operator of the process-driven emer-
gency management system triggers the event “sandbag 
wall washed out”. As a result, the analysis process, de-
picted in Figure 4, is started. As countermeasures, the 
system suggests to install water pumps, requiring emer-
gency power generators to be deployed. 

determine location of
washed out

sand bag wall

choose water pumps

Determine
priority level

choose emergency
power generators

start end

analysis process

 
Figure 4. Example of analysis process. 
 
In the planning process (see Figure 5) “installation of 
power generators” it is taken into account that a supply of 
diesel fuel is necessary to run the generators. 
Thus, locating diesel fuel tanks and finding traffic routes 
to possible generator positions are included in the plan-
ning process. It may be the case that various paths of 
travel are impassable. The location of the generators is 
changed until a feasible traffic route is detected (see loop 
in Figure 5). 
Finally, the action process is started (see Figure 6). That 
means that instructions are given to the responsible forces 
to deliver the generator units whose location and place of 
installation were determined in the planning process. Die-
sel fuel is also delivered. The units’ movement may be 
tracked by the system, so that the activities’ current state 
in the action process is permanently visible to the emer-
gency manager. 

deliver emergency
power generators

set up generators
start

end

action process

deliver diesel

Deliver supplement
generator unit

 
Figure 6. Example of action process. 
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Figure 5. Example of planning process. 
As is the case in this scenario, the responsible emergency 
manager notices that the last routine maintenance check 
for the power generators in question has been too long 
ago. Hence, he decides to deliver an extra generator unit. 
Therefore he adds the activity “deliver supplement gen-
erator unit” to the action process (dotted elements in Fig-
ure 6). This user initiated operation represents a dynamic 
change of the pre-modelled process. 
Following this section, related research projects in the 
field of flood and disaster management systems are men-
tioned. 
 
 
7 RELATED WORKS 

In the sector of operational flood management, there are 
many national and international projects. In this context, 
mainly the Flood Information and Warning System FLI-
WAS has to be mentioned. This system was firstly devel-
oped within the scope of the project [NOAH 2007] but 
was later also integrated into the subject-related research 
projects [VIKING 2007] and [HIS 2007]. FLIWAS is an 
extensive web application for the operational flood man-
agement which includes inter alia modules for resource 
management, evacuation, measurement and monitoring, 
and emergency plans. The approach also offers basic 
workflow features for the emergency plans, but these fea-
tures do not focus on workflow changes during runtime, 
nor do they offer sophisticated graphical representations 
of the workflows and their status (started, at work, fin-
ished). In the research project [OK–GIS 2007] (Open dis-
aster management with free GIS), a prototypical disaster 
management system is developed with open source soft-
ware. One part of the project – which focuses on the man-
agement of spatial data – is to develop reusable web-
based GI services as platform independent components 
which can be linked together using an orchestration en-
gine [Weiser et al. 2006]. In contrast to the approach pre-
sented in this paper, services (evacuation calculation etc.) 
and non human-centric processes are assembled to model 
disaster control measures. Furthermore, the EU-project 
[OASIS 2007] (Open Advanced System for dISaster and 
emergency management) is in a broader sense related to 
the work presented in this paper. It focuses on the defini-
tion of a generic crisis management system to support the 
response and rescue operations in case of large scale dis-
asters. In contrast to all research works mentioned so far, 
the approach presented in this paper focuses on the proc-
esses occurring in emergency management. On the basis 
of formal process models, the emergency management 
will be supported by pre-modelled emergency processes 
which are dynamically changeable during the emergency 
incident. 
 
 
8 CONCLUSION 

In this paper, dynamic process modelling of emergency 
management activities in the context of emergency man-
agement systems is introduced. Starting with an analysis 

of emergency management plans and related regulations, 
requirements for a process-driven emergency manage-
ment system are drawn up. On this basis, a meta model 
for the process modelling of emergency management ac-
tivities is formulated and an existing graph-based formal 
process model is explained. It allows for dynamic changes 
to processes during runtime which is considered crucial to 
emergency management. Combining the meta model of 
emergency management activities and the formal process 
model, a simplified scenario in the field of operational 
flood management shows the applicability of the intro-
duced approach. Further research will focus on the re-
finement of the meta model for emergency management 
activities, on the analysis of expert system aspects and on 
the linkage of emergency management processes to GIS-
objects. Furthermore, a prototypical system will be devel-
oped in order to evaluate the presented approach in a dis-
aster control scenario. 
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FACILITY MANAGEMENT DATA IN DISASTER MANAGEMENT 

U. Walder, G. Glanzer, A. Merkel, R. Schütz, T. Wießflecker, 
Institute for Building Informatics, Graz University of Technology, Austria 

ABSTRACT: Nowadays large real estates and infrastructural installations are managed using Computer Aided Facili-
ties Management-systems (CAFM-systems). These systems are based on the graphical and alphanumerical base data of 
the building, as well as real-time data from master control systems and security installations. Even though a substantial 
number of rules and regulations exist concerning how the information is to be gathered and administered, there are still 
no standardised international norms in that area. Further, there are no provider-specific data and database structures 
on how to deal with the large amount of data, since the market is still far from consolidation and no single system has a 
market-dominating position. This is not a downfall in the daily routine of a facility manager, since most systems inte-
grate all processes of the facilities management, but the incoherent data can cause problems when exchanging them 
with other applications or during benchmarking.  
Severe problems arise with the lack of standards in extraordinary situations when numerous im-portant decisions with 
major consequences have to be taken within a short period of time. In cases of fires, floods or terrorist attacks the base 
data of the buildings need to be readily available in an adequate format. Further these data should be constantly up-
dated and integrated with real-time data from the Disaster Management System (DMS). The main challenges in this 
situation are locating and tracking rescue teams, the local information management and the communication between 
the on-site staff and the command centre. The Institute for Building Informatics at TU Graz in coopera-tion with the 
security industry is currently researching and developing a CAFM-based DMS (CADMS). In the following the individ-
ual aspects and technical problems are outlined and first re-sults are presented. 
KEYWORDS: facility management data, indoor positioning, sensors, system integration. 
 
 
1 INTRODUCTION 

1.1 Necessary information during extraordinary situa-
tions  

The necessary information during extraordinary situations 
differs greatly from those needed for the normal manage-
ment of buildings and installations. Regular CAFM-Data 
focuses primarily on the efficient and cost-effective man-
agement of buildings and only in special areas like energy 
consumption real-time data is gathered. In emergency 
situations on the other hand, numerous important deci-
sions have to be taken on the spot which are influenced 
greatly by the current circumstances. Further, the infor-
mation has to be made available to people who generally 
are not familiar with the building in question (such as fire 
brigades, police force, ambulance crews) and have no or 
very limited knowledge of using a CAFM-system. The 
existing CAD or CAFM-data of public buildings should 
be available in a format guided by norms, like it is already 
the case for emergency exit plans. Existing CAFM-
systems should further be extended to allow for the inte-
gration of sensor data (from smoke detectors, location 
data of emergency crews) and for processing and display-
ing those data in real-time. Operating the system has to be 
very easy so that the squad leaders and the emergency 

crews on-site can be trained within 10 minutes, and the 
efficient and safe functioning of the system is guaranteed. 
 
1.2 Unification of CAFM-data 

At this moment in time the format in which Computer 
Aided Facilities Management (CAFM) data exists has 
only been standardised to a limited extent. This is due to 
the fact that the discipline of CAFM is a rather new one 
and there are still a number of areas that have not been 
covered yet. Furthermore, the market for CAFM software 
currently is extremely diverse with a large number of 
mainly small to medium-sized providers which all offer 
the individual solutions to the problems at hand. This is to 
say that no single CAFM software supplier has yet had 
the strength and the market share to ‘enforce’ their own 
format for CAFM data on the rest of the market. 
Even though, the data collected is already governed by a 
number of guidelines and norms. The principle power 
behind the guidelines for CAFM is the German Facility 
Management Association e.V. (GEFMA). The GEFMA is 
at the forefront of bringing structure into the market and 
standardising the discipline of CAFM as a whole. Gener-
ally speaking the GEFMA has issued two main guidelines 
concerning the structure of CAFM data and systems. 
Firstly, the GEFMA 430 which deals with the structure 



and the categories into which the data can be placed. This 
guideline uses a number of existing DIN norms as its ba-
sis so it can be said that at least the data structures and 
categories have been more or less standardised. Secondly, 
the GEFMA 410 governs all the interfaces between a 
CAFM system and other software with which it might 
come into contact with.  
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Overall it can be said that the format and structure of 
CAFM data has only been standardised to a limited 
amount especially since the guidelines by the GEFMA are 
not binding. Therefore, it is still early days and much 
more effort is needed to completely standardise the data 
formats in use within CAFM systems. The main part of 
the research lies with the extension of existing models for 
buildings (such as IFC) to incorporate the needs of 
CAFM. The aspect of processing and making the data 
available for emergency situation has not yet been fo-
cused on. 
 
1.3 Goals of the CADMS-project 

In the following, the research project Computer Aided 
Disaster Management System (CADMS) carried out by 
the Institute for Building Informatics at Graz University 
of Technology will be outlined and initial results will be 
presented. The main focuses are on the integration of 
CAFM data and positioning data from multi-sensor sys-
tems as well as on the development of an efficient user 
interface for the command system and the mobile devices 
used in emergency situations. 
 
 
2 GRAPHICAL AND ALPHANUMERICAL CAFM 

BASE DATA 

State-of-the-art CAFM-systems into which a CADMS can 
be integrated use two different types of base data to de-
scribe and evaluate the buildings. By base data we mean 
the underlying data about the real-estate that is vital to the 
processes within the building and is therefore absolutely 
necessary for an efficient CAFM-system to function 
(Figure 1). The first type of data is the graphical data and 
the second one is the alphanumerical data. Graphical data 
is concerned with the visual representation of the real-
estate and its contents. This type of data is particularly 
important for the CADMS as the process of locating 
emergency crews within the building is to be based on the 
existing floor plans of the real-estate in question.  
The second type of base data utilised by CAFM-systems 
is the alphanumerical data. Alphanumerical data mainly 
describes the ‘contents’ of a real-estate and is therefore of 
great importance for the CADMS. The on-site emergency 
crews need to know for example which hazardous sub-
stances are kept on the site and where those are located. 
Further it is vital to know how many people are in the 
entire building and which offices they utilise so that they 
can be rescued if needs be. All these information can in-
stantly be extracted from the CAFM-system and then su-
perimposed on the plans used by the emergency crews. 
The types and formats of graphical and alphanumerical 
base data utilised in CAFM-system is governed by GE-
FMA guidelines (GEFMA 430) though, actual norms 

have not yet been published. The GEFMA 430 guideline 
itself does utilise various other existing norms and guide-
lines when it comes to classifying and structuring the 
data. Further, all interfaces to other software and systems 
that come in contact with these base data, are governed by 
the GEFMA 410 guideline.  
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. CAFM Representation of Graphical and Alphanumeri-
cal Data (Source: speedikon®FM). 
 
Due to the wide distribution of GPS for cars, ships and 
planes, international standards for the format of the maps 
and their displaying have been developed (such as Flash 
or SVG (Scalable Vector Graphics)). For the description 
of infrastructure and buildings in 2D or 3D producer-
defined formats (dwg, dgn) or open source model defini-
tions (IFC) are common in engineering and architecture, 
though they have not yet been adopted apart from the use 
as data exchange formats. 
Today it is not necessary to discuss whether or not a vir-
tual 3D building model should be used. Firstly the neces-
sary data is simply not available and secondly in the event 
of emergency situations information outside the current 
field of vision is needed. In those situations 2D floor 
plans provide the best possible orientation. They can eas-
ily be adapted to the constantly changing circumstances 
and needs and may be extended by superimposing addi-
tional data. 
Since an increasing number of CAFM-systems make the 
graphical building data available via the Web using stan-
dards such as SVG or at least similar XML-formats, those 
formats are to become generally accepted in the very near 
future. In this CADMS project the CAFM-system 
speedikon®FM is used as the underlying base system. The 
software supports the presentation of floor plans on the 
Web using the XML-technology. Using an XML-format 
for the representation has a number of significant advan-
tages over other potential methods. Firstly, an XML-
document can easily be edited. Further the data contained 
in an XML-document can be highly compressed using 
standard tools such as ZIP. This is very important since 
the smaller the data-volumes are the easier and faster it is 
to transfer them between mobile devices. In addition, with 
the XML-format any sensor data can easily be integrated 
and displayed in form of symbols such as directional ar-
rows and lines of sight to mention two. Finally, several 
tools for an efficient graphical user interface are already 
available. 



Furthermore, the graphical representation is actively con-
nected to a database. Thereby room and object attributes 
can be displayed as coloured areas, highlighted objects or 
text boxes. The user interface can easily be adapted to the 
users’ requirements and also allows for defining and edit-
ing data via the web-application. Zoom and pan functions, 
displaying and hiding layers, as well as linking sounds, 
images, videos and documents to the objects are possible. 
If the system is accessible to the in-house fire brigade for 
example, the data from the building control system and 
the access control devices can be displayed in real-time. 
Though, this is only the case as long as the sensor com-
ponents and communications within the building are still 
intact. 
 
 
3 INTEGRATION OF REALTIME DATA AT THE 

EXAMPLE OF INDOOR POSITIONING 

A number of different technologies are available for posi-
tioning. Only methods that calculate the position relative 
to a known environment can be used for indoor position-
ing. This is due to the technical limitations of systems that 
use either an absolute position (GNSS) or one relative to 
the location of external transmitters (GSM, UMTS). Gen-
erally, one can distinguish between two different solu-
tions. 
 
3.1 Inertial tracking 

The exact location of an individual is traced from a point 
of origin using a 3-axis gyroscope and 3 accelerometers 
so that the position can be displayed in a geometric refer-
ence model. This model may be a map, a 3D building 
model or a 2 1/2D model made up of superimposed floor 
plans. For the positioning the angles of all 3 axes are con-
stantly measured and from the acceleration the covered 
distance is calculated using double integration. The preci-
sion of the results depends on a number of factors, espe-
cially measurement errors by the sensors, the mechanical 
inaccuracy of the setup of the sensors and the accuracy of 
the measurements themselves (Barbour et al. 1992). Fur-
ther sources of errors are temperature changes and noise. 
Most of these errors are inconsistent but occur stochasti-
cally. Own experiments proved that the goniometry of 
small, low-cost gyroscopes is only precise enough to al-
low for the orientation inside a room for a very short pe-
riod of time under extreme conditions. Therefore, tracking 
the covered distance fails due to the drift within the iner-
tial system. To overcome these difficulties, our test sys-
tem which could be used in terms of size and weight uses 
a novel inertial tracking algorithm based on the move-
ment recognition of the individual. The accuracy of the 
measurements can be improved by using a Kalman-Filter 
and periodically repositioning the moving system using 
known fix-points. 
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3.2 Additional sensor systems 

The moving individual continuously positions itself in 
relation to a point of origin using different sensors. The 
point of origin is repositioned periodically through meas-
urements and user interaction relative to known points 

and walls within the building (Retscher & Thienelt, 
2004). 
The choice of the most adequate solution depends on the 
circumstances under which the system will be applied. It 
has to be assumed that in extraordinary situations the lo-
cal infrastructure does not exist anymore and there is no 
time to set up a new or additional infrastructure. There-
fore both solutions could be used for a CADMS. Though, 
the second solution has some uncertainties as well. Up-to-
date floor plans are required, in order to perform constant 
adjustments of the origin (new fixed points) and calcula-
tions of the positions based on the measurements. Prob-
lems could arise as these floor plans may have become 
obsolete because of destructions. 
Further means of measurement, such as the laser distance 
measurements, may be influenced by thick smoke, water 
from sprinklers or new obstacles (debris for example). 
Moreover, for the positioning it is necessary that the path 
can be tracked without interruptions, as the overall posi-
tion within a building cannot only be determined from the 
position within a room. The first solution allows less user 
interaction than the second but relies on periodical reposi-
tioning. The need for repositioning is caused by the rela-
tively poor performance of the gyroscopes (heading drift). 
One possible solution for repositioning may be the use of 
magnetometers which measure the terrestrial magnetic 
field. 
All other errors could be overcome by using very short 
periods of time for the double integration. The shortest 
possible period of time is one footstep. Therefore the iner-
tial sensor of our test system is mounted on the users’ 
shoe. The results of a walk along the y-axis (Distance Y) 
are depicted in Figure 2. By summing up the lengths of all 
the individual footsteps, the whole length of approxi-
mately 10 meters could be obtained. The results below 
show that an inertial tracking system can be used for in-
door positioning. However the problem concerning the 
repositioning still has to be solved. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Inertial sensor mounted on the user's shoe (10 meters / 
8 footsteps along a straight line) - results: ax, ay, az, vx, vy, vz, dx, 
dy, dz.

 
 
4 USER INTERACTION  

The usability of a CADMS in a real-life scenario such as 
a fire will ultimately be determined by its accuracy and 



user friendliness. The latter mainly depends on the user 
interaction. The required information has to be available 
and displayed in real-time. The system to be created has 
to ensure that there is a significant advantage in compari-
son to the orientation with plans and maps used today. 
Even though the development of the graphical interface is 
still at its early stages several major ideas can already be 
outlined. 
The user interface and users’ interaction with a CADMS 
have to be optimised for the different users of the system. 
This is particularly important as for example the squad 
leader in the control room will most certainly require dif-
ferent information and possibilities for interventions than 
the on-site rescue team.  
The main activity at the command centre is controlling, 
commanding and guiding the rescue teams. The most im-
portant information therefore is a ‘bird’s eye’ view over 
all the events happening on-site. Therefore all the graphi-
cal information is displayed using a layer technique. The 
basic floor plan will be displayed on one layer and is used 
as a kind of frame for all other information. Further layers 
containing additional information can then be superim-
posed on top of the base layer. These superimposed layers 
could contain crucial information such as the locations of 
technical installations, hazardous materials and furniture 
within rooms. In addition to already existing data from 
the data base can be displayed using shadings, symbols 
and highlighted texts. Furthermore vital information from 
the document management system can be visualised. 
Since the emergency crews and the control room will 
need a lot of information all the layers mentioned above 
can be displayed at the same time. This guarantees that 
the largest possible amount of information can be visual-
ised and therefore be taken into account by the staff in 
charge. In order to allow for effective communications 
and of course the safety of the on-site staff the current 
positions of the rescue teams are constantly updated. Sev-
eral positions of teams can be displayed simultaneously. 
The user interface and the main menus correspond to the 
client-server version of the CAFM-system speedik-
on®FM. 
The user interface of the mobile devices will have to ad-
here to certain boundary conditions. First of all the inter-
action can only be in form of voice entry. It has to be as-
sumed that the emergency crews will wear gloves and of 
course need their hands for the rescue-related tasks. 
Therefore the user-interaction will have to take the form 
of speech recognition for the rescue crews to use the sys-
tem.  
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Figure 3. Track and position representation of an emergency 
crew. 

In order to avoid an ‘information overload’ meaning too 
much information to handle at any given moment in time, 
only data crucial for the current situation and tasks on 
hand is to be displayed (Figure 3). Furthermore all vital 
commands such as zoom, pan, displaying and hiding lay-
ers as well as other standard functions need to be trig-
gered using simple verbal commands.  
Displaying the sensor information in real-time is one of 
the major challenges. In addition to the inertial data the 
environment will be scanned using a laser rage metre and 
the results of the measurements will be displayed on the 
floor plan. The measurement results of the current posi-
tion as well as the reference points will be represented in 
the floor plan using colours and symbols.  
Finally any important observations made by the rescue 
teams also have to be displayed in the floor plan almost 
instantly. In order to allow for this, a voice-controlled red-
lining function will be implemented.  
In case of an extraordinary situation, the emergency crews 
using the CADMS will have to make numerous other very 
important decisions. Therefore the user-interaction by 
voice control has to be as simple as possible in order not 
to distract the staff from their main tasks. It has to be en-
sured that commands which are very likely to be used in 
the situation have to be on a high level in the control hier-
archy. A two-layer command structure for controlling the 
GUI could be a possibility with commands like “display – 
zoom in” and “display / next exit” for example. 
In terms of the hardware, the current aim is to use a so 
called Head Mounted Display (HMD) for displaying the 
graphical user interface. In addition the HMD is to be 
equipped with a microphone to allow for the voice control 
as well as all other crucial verbal communications. Again, 
a number of crucial factors arise and have to be taken 
account of. 
To ensure the usability of the system it has to be created 
in such a way that it is like any other existing piece of 
equipment the emergency crews already have in use 
(Figure 4). In the end the CADMS is there to help and 
must not interfere with any of the tasks on hand. 
 
 
 
 
 
 
 
 
 
 

Figure 4. Head Mounted Display in combination with a helmet 
[©Liteye Systems, Inc.]. 
 
The HMD has to be suitable to the extreme circumstances 
under which it will be used. Any malfunctions of the sys-
tem or even complete failures can lead to potentially life-
threatening situations for the on-site emergency crews. 
Another problem that ties in with the suitability is the 
microphone. It has to effectively filter all the background 



noises in order to minimise the possibility of system mal-
functions and to ensure that the verbal commands can be 
recognised by the system.  
 
 
5 SYSTEM ARCHITECTURE  

In order to make a CADMS useful and attractive for 
emergency services, not only problems related how to 
display data, handle real-time positioning and provide 
user interaction adapted to extraordinary situations have 
to be solved. In fact, important issues with far reaching 
consequences for the whole system like choosing proper 
hardware devices, developing the overall system architec-
ture and guaranteeing digital communication between the 
on-site staff and the control rooms have to be considered. 
Not only the user-friendliness and robustness of the sys-
tem under extreme conditions have to be taken into ac-
count, but also budget constraints have to be kept in mind. 
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Figure 5. CADMS System Architecture. 
 
The system architecture consisting of components placed in the 
control room on the one hand and mobile elements on-site on 
the other hand is displayed in  
Figure 5. The CAFM-database constitutes the core of the 
system. It stores the floor plans and alphanumerical data 
of the CAFM-system that will be combined with position-
ing data to be generated. The file format of the database 
depends on the chosen CAFM-system. In the case of 
speedikon®FM the data is stored in an object based format 
in a database management system (Oracle or SQL-
Server). 
Two ways of making this information available for the 
user or the rescue worker in this special situation, respec-
tively, could be theoretically conceivable. Either it can be 
presented by a conventional client-server application run-
ning on the same device as the CAFM-database manage-
ment system, or the facility management data can be 
translated into the well known XML format and be trans-
ferred to the on-site staff by a wireless network connec-
tion. 
The first approach is not practical for the following rea-
sons: In the case of a client-server programme a fully-
fledged and memory consuming CAFM-system has to be 
installed on the mobile devices, which may overburden 
the scarce resources of the computers on-site. Further-
more it is much more complicated to integrate dynami-
cally generated positioning data into a proprietary CAFM-

system only available in terms of executable files than 
into an open format like XML. Therefore we decided to 
focus on the latter approach, which implies the advantage 
that a lightweight web-based application can be run in the 
internet browser of the rescue workers’ mobile devices 
offering only the functionality necessary for the staff de-
ployed in emergencies. For this purpose speedikon®FM 
Webdesk is adopted for presenting graphical data in com-
bination with sensor data from different sources. 
To accomplish the task of converting data from the 
CAFM-database to the web-compatible XML format and 
of making this information utilizable in browser windows, 
a web server application is needed. This component has 
access to the database, handles incoming (local or remote) 
requests and forwards the demanded information to the 
browser running on the corresponding client. 
An http-driven network completes the transfer of the 
XML files to the mobile devices. This kind of equipment 
must fulfil certain requirements to be adequately usable 
for rescue workers to not put their health at risk in emer-
gencies. The mobile devices must be able to run at least a 
web browser application, while they should offer low 
power consumption and acceptable battery running time 
for long-lasting missions. Furthermore they must be ro-
bust and it has to be assured that the impact of the on-site 
staff’s fast movements and abutting upon walls and other 
barriers do not cause a fatal computer crash. 
The decision, which operating system should be installed 
on the mobile devices primarily depends on the chosen 
hardware devices and their capabilities, but it is unaf-
fected by the operating system that the native client-server 
based CAFM-system relies on. It is the mobile devices’ 
job to combine the received floor plans and the position-
ing information gathered from the sensor to a graphical 
output. For this reason they need proper interfaces to 
guarantee the ability to communicate with the sensor de-
vice mounted on the rescue worker’s foot. 
The system architecture depicted in  
Figure 5 assumes a permanent web-connection between 
the on-site staff’s computer equipment and the server(s) 
in the command centre. There are two possibilities where 
the central database can be stored heavily influencing the 
way of communication and collaboration between the 
equipment in the control room and on-site: 

- The CAFM-database as the crucial component of the 
system is installed only at a safe location and, despite 
the system cache, the mobile devices receive all the 
necessary data to display status information and floor 
plans over the wireless network connection leading to 
a high transmission rate. This situation is schemati-
cally depicted in Figure 6b. Attenuation and more than 
ever deep fades causing the break of communication 
lead to a situation where it is not possible to display 
floor plans and the current location of the rescue 
worker on the local display any longer. However, the 
process of setting up the terminals is less complicated 
in this case because there is no need for a locally in-
stalled web server and the latest version of the graphi-
cal and alphanumerical data stored in the CAFM-
database. 

- It is also possible to install the complete system on the 
mobile devices, like it is shown in Figure 6a. As a re-



sult, the rescue worker has all the information he 
needs about the building stored on his computer and 
does not depend on a network connection that may 
possibly break down because of various reasons at 
least temporarily. This would be the safer way to en-
sure autonomous digital navigation for the individual 
rescue worker. Since the amount of information 
transmitted over the network is much lower with this 
kind of system architecture, the requirements concern-
ing the maximum and the mean transmission rate of 
the wireless network are also easier to satisfy. 
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The installation of the mobile computers is more complex 
due to the fact that the complete system including CAFM, 
database and web server has to be set up and configured 
correctly. Regarding our prototype all the software is in-
stalled on the mobile tablet-PC. 
 
 
 
 
 

 

 
 
 
 
Figure 6. System architecture with autonomous mobile devices 
(a) and with remote access to the central database (b). 
 
Provided that there is a functioning web-connection be-
tween the mobile devices and the control room the current 
position of the on-site staff is transferred back to the op-
eration controllers to allow an effective organization of 
the whole deployment. Conversely, the local terminals 
receive the position coordinates of the other rescue work-
ers enveloped in XML files. 
The system is designed to work without technical infra-
structure that was installed especially for the case of 
emergency, but it is constrained to fixed infrastructure 
like access points inside the building and base transceiver 
stations outside the building that may be existent and us-
able or not. As a consequence, the system must be flexi-
ble and adaptable to changing conditions. An on-site par-
ticipant of the service may receive varying signal strength 
while moving through the real-estate and it may not al-
ways be possible to connect to the control room to gather 
information about the other rescue workers’ locations. 
The system should implement some algorithms to interpo-
late the position of his colleagues for at least some sec-
onds until the network connection can be rebuilt again 
ideally. 
Facing low transmission rates and congested links it is 
recommendable to have some kind of internal Quality of 
Service strategy. The type of information transmitted by 
the network can be categorized into CAFM base data 
originating from the central database, position informa-
tion, verbal communication among the rescue workers 
and the control centre and status information inducted by 
the on-site staff. This data can be handled in different 
formats and comprises information about impassable 

doors and walks, injured or enclosed persons and photo-
graphs taken of the building site with cameras mounted 
on the helmet. The transmission time of the network 
packets should correspond to their priority. Hence, posi-
tioning data should be transferred first to achieve ap-
proximately real-time service while pictures can await 
better transmission conditions. Following this argumenta-
tion the system discards positioning data that was not able 
to be transmitted and that became obsolete in the mean-
time after some seconds. 
If the potential deployment locations are previously 
known, such as all public buildings in a city, the neces-
sary alphanumerical and graphical data should be kept 
and updated on the servers in the command centres. If this 
is not the case, all the data is to be made available on-site 
and transferred by Bluetooth, USB stick or CD from a so 
called ‘data hydrant’ via a defined interface to the server 
and/or mobile devices. It has to be ensured that the pro-
vided information contains at least closed room polygons. 
Furthermore all existing alphanumerical data (such as 
data concerning the storage of dangerous substances) 
should be allocated to the rooms in such a way that an 
import of this data into the database is possible. 
Initializing the indoor positioning system provides an-
other challenge. Prior to usage, the horizontal and vertical 
angles of the gyroscope have to be adjusted to the local 
coordinate system of the building and to the orientation of 
the displayed geometry. The rotation of the floor plan 
against the real object has to be known and the gyroscope 
can be initialized by a bearing between two defined fixed 
points (such as markings on the floor and façade). 
 
 
6 CONCLUSIONS  

At this point in time the command and control of rescue 
teams in extraordinary situations in buildings or under-
ground structures is not yet satisfactory. The basic tech-
nologies for an integrated command and communication 
system providing an indoor positioning are available but 
not yet combined to a system that works in practice. The 
development of a completely new system of this kind for 
civil use only would be very extensive, especially consid-
ering the amount of years needed for the development of 
the CAFM system components. It is therefore advisable to 
base the development on existing building information 
systems and to push the research into indoor positioning 
and into definitions of standards for the necessary data 
formats as well as for the interfaces simultaneously. 
As a part of the CADMS-project the existing prototype 
for indoor positioning is currently further developed in 
cooperation with the industry. The fast developments 
within the market for mobile devices (such as HMD from 
the computer and video game industry) have to be consid-
ered and used beneficially where ever possible. The archi-
tecture of the whole system must fulfil the conditions of 
robustness and flexibility. A tradeoff between lightweight 
mobile devices and reliability of positioning service has 
to be made. The main goal still is the reduction of injuries 
and damage in case of extraordinary events. 
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AN EMPIRICALLY-BASED APPROACH TOWARD USER CONTROL ACTION MODELS IN 
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ABSTRACT: In most buildings, occupants operate control devices such as windows, shades, luminaries, radiators, and 
fans to bring about desirable indoor environmental conditions. Knowledge of such user actions is crucial toward accu-
rate prediction of building performance (energy use, indoor climate) and effective operation of building service sys-
tems. This paper describes an effort to observe control-oriented occupant behavior in three office buildings in Austria. 
Thereby, user control actions as related to one or more of the building systems for ambient lighting, shading, window 
ventilation, and heating were monitored together with indoor and outdoor environmental parameters. The collected 
data is being analyzed to explore relationships between the kinds and frequency of the control actions and the magni-
tude and dynamism of indoor and outdoor environmental changes. Moreover, implications of user actions for building 
performance (e.g. energy consumption) are studied.  
 
 
1 INTRODUCTION 

Multiple studies have been (and are being) conducted 
internationally to collect data on building users’ interac-
tions with building control systems and devices (e. g., 
Hunt 1979, Mahdavi et. al 2006a, Newsham 1994, 
Reinhart 2002). Such data can bring about a better under-
standing of the nature, type and frequency of control-
oriented user behavior in buildings and thus support the 
development of corresponding behavioral models for in-
tegration in building performance simulation applications. 
Moreover, such data could support the effective (and pro-
active) operation of building service systems for indoor 
environmental control. The present contribution describes 
an effort to observe control-oriented occupant behavior in 
42 offices in two office buildings over a period of one 
year and 6 offices in the third office building over a pe-
riod of nine months. Specifically, states and events per-
taining to occupancy, systems, indoor environment, and 
external environment were monitored. Weather stations, a 
number of indoor data loggers, and digital cameras were 
used to continuously monitor – and record every five min-
utes – such events and states (occupancy, indoor and out-
door temperature and relative humidity, internal illumi-
nance, external air velocity and global irradiance, status of 
electrical light fixtures, position of shades). The results 
reveal distinct patterns in the collected data. Specifically, 
control behavior tendencies show dependencies both on 
indoor and outdoor environmental parameter. A summary 
of these tendencies are presented and their principal po-
tential as the basis of empirically grounded user action 
models are explored. 
 
 

2 METHODS 

2.1 Object 

Data collection was conducted in three office buildings in 
Vienna, Austria. One of these is an educational (univer-
sity) building. We refer to this building henceforth as FH. 
The second building is a large high-rise office complex, 
referred to, in this paper, as "VC". An important feature 
of VC is its use as one of the major seats of international 
organizations, resulting in a very diverse occupancy pro-
file in cultural terms. The third office building is used by 
a governmental organization. It is referred in present pa-
per as "HB". We selected 13 scientific staff offices in FH, 
29 single-occupancy offices in VC, and 6 offices in HB. 
All selected offices in FH face east, situated on the 4th, 5th 
and 6th floors. Ten offices are single-occupancy, two are 
double-occupancy, and one is triple-occupancy. In case of 
VC, 15 offices face north (code: "VC_NO") and 14 face 
south-west (code: "VC_SW"). The offices are located on 
the 12th and 13th floor of the building. In HB, two offices 
are single-occupancy and four offices are double occu-
pancy. Three offices are located in 1st floor and three in 
2nd floor. All selected offices in HB face northeast. To 
exemplify the layout of the offices in these buildings, 
Figures 1 to 3 provide corresponding schematic plans 
(two single-occupancy and one double-occupancy offices 
in the 5th floor of FH, three single occupancy offices in 
the 12th floor of VC_SW, and one single-occupancy office 
and two double-occupancy offices in 2nd floor of HB). 
The work stations are mostly equipped with desktop 
computers and in some cases with task lights. Both VDT-
based and paper-based tasks are performed.  
 
 



 
Figure 1. Schematic plan of sample offices in FH. 
 

 
Figure 2. Schematic plan of sample offices in VC_SW. 
 

 
Figure 3. Schematic plan of sample offices in HB. 
 
The offices in FH are typically equipped with the follow-
ings environmental control systems: Three/four luminar-
ies (58W each), divided into two circuits manually con-
trolled via switches near the office door; External motor-
ized screen shades operated by a switch mounted on a 
panel under the window; Fan coil under the window for 
fine adjustment of temperature. 

The systems installed in the offices of VC_SW+NO are as 
follows: Three rows of luminaries with 9 or 12 fluores-
cent lamps (36 W) divided into two circuits and manually 
controlled by two switches near the entrance door; inter-
nal manually operated shading; Three to four fan coil 
units (located below windows) for fine adjustment of 
temperature. In case of HB, the offices are typically 
equipped with two rows of luminaries with 4 or 6 (58 W) 
fluorescent lamps divided into two circuits and manually 
controlled by two switches near the entrance door, exter-
nal manually operated shading elements and internal cur-
tains, two or three operable windows, and two or three 
radiator units positioned underneath windows. 
 
2.2 Monitored parameters 

The intention was to observe user control actions pertain-
ing to lighting and shading systems while considering the 
indoor and outdoor environmental conditions under which 
those actions occurred. Occupancy and the change in the 
status of ambient light fixtures were captured using a 
dedicated sensor. Shading was monitored via time-lapse 
digital photography: The degree of shade deployment for 
each office was derived based on regularly taken digital 
photographs of the façade. Shade deployment degree was 
expressed in percentage terms (0% denotes no shades 
deployed, whereas 100% denotes full shading). The ex-
ternal weather conditions were monitored using two 
weather stations, mounted on the top of the each building 
in case of VC_SW+NO and HB, and in case of FH, on the 
rooftop of a close-by university building. Internal climate 
conditions (temperature, relative humidity, illuminance) 
were measured with autarkic loggers distributed across 
the workstations. To obtain information regarding user 
presence and absence intervals, occupancy sensors were 
applied, which simultaneously monitored the state of the 
luminaries in the offices. All of the above parameters 
were logged regularly every 5 minutes. Monitored indoor 
parameters included room air temperature (in oC), room 
air relative humidity (in %), ambient illuminance level at 
the workstation (in lx), luminaries’ status (on/off), and 
occupancy (present/absent). Monitored outdoor environ-
mental parameters included air temperature, relative hu-
midity, wind speed (in m.s-1) and wind direction, as well 
as horizontal global illuminance and horizontal global 
irradiance (in W.m-2). Vertical global irradiance incident 
on the façade was computationally derived based on 
measured horizontal global irradiance (Mahdavi et al. 
2006b). Collected data were stored and processed in a 
data base for further analysis. For the purposes of the pre-
sent analysis in case of FH and VC the range of data con-
sidered was limited to working days between the hours 
8:00 to 20:00 and in case of HB from 6:00 to 18:00. The 
collected data was primarily analyzed to explore hypothe-
sized relationships between the nature and frequency of 
the control actions on one side and the magnitude and 
dynamism of indoor and outdoor environmental changes 
on the other side. 
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3 RESULTS 

3.1 Occupancy 

Figure 4 shows the mean occupancy level in FH, 
VC_SW+NO and HB over the course of a reference day 
(averaged over the entire observation period). Note that 
these values represent the presence in/at the users’ of-
fices/workstations, not merely the presence in the build-
ing. Moreover, as Figure 5 demonstrates, the occupancy 
patterns can vary considerably from office to office. 
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Figure 4. Mean occupancy level for a reference day in FH, 
VC_SW+NO and HB. 
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Figure 5. Observed occupancy levels in 7 different offices in FH 
for a reference day. 
 
3.2 Lighting 

Figure 6 shows the observed effective lighting operation 
in the course of a reference day expressed in terms of ef-
fective electrical power. The information in this Figure 
concerns the general light usage in all observed offices. 
Figure 7 shows the probability that an occupant would 
switch the lights on upon arrival in his/her office as a 
function of the prevailing task illuminance level immedi-
ately before arrival. Figure 8 shows the normalized rela-
tive frequency of (intermediate) actions "switching the 
lights on" (by occupants who have been in their office for 
about 15 minutes before and after the occurrence of the 
action) as a function of the prevailing task illuminance 
level immediately prior to the action's occurrence. Nor-
malization denotes in this context that the actions are re-
lated to both occupancy and the duration of the time in 
which the relevant illuminance ranges (bins) applied. Fig-
ure 9 shows the normalized relative frequency of all 

"switching the lights on" actions (upon arrival and inter-
mediate) as a function of the time of the day. In this case 
too, actions are normalized with regard to occupancy. 
Note that Figure 9 includes also the corresponding mean 
global horizontal irradiance levels. 
Figure 10 shows the probability that an occupant would 
switch off the lights upon leaving his/her office as a func-
tion of the time that passes before he/she returns to the 
office. Figure 11 shows the normalized frequency of the 
(intermediate) "switching the lights off" actions as a func-
tion of the prevailing illuminance level immediately prior 
to the action's occurrence. Normalization denotes in this 
case the consideration of occupancy and the applicable 
durations of the respective illuminance bins while deriv-
ing the actions' frequency. 
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Figure 6. Lighting operation in FH, VC_SW+NO and HB of-
fices. 
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Figure 7. Probability of switching the lights on upon arrival in 
the office in FH, VC_SW+NO and HB. 
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Figure 8. Normalized relative frequency of intermediate light 
switching on actions in FH and VC_SW+NO. 
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Figure 9. Normalized relative frequency of switching the lights 
on actions in FH, VC_SW+NO and HB together with mean 
horizontal global irradiance over the course of a reference day. 
 

0

10

20

30

40

50

60

70

80

90

100

0-14
15-29

30-44
45-59

60-74
75-89

90-104

105
-119

120
-134

135
-149

150
-164

165
-179

≥1
80

Duration of absence [min]

P
ro

ba
bi

lit
y 

[%
]

FH VC_NO+SW HB

 
Figure 10. Probability of switching the lights off as a function of 
the duration of absence from the offices in FH, VC_SW+NO 
and HB. 
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Figure 11. Normalized frequency of intermediate switching the 
lights off actions in FH and VC_SW+NO offices. 
 
3.3 Shades 

Figures 12 and 13 show the mean monthly shade deploy-
ment degree for FH and HB and VC_NO and VC_SW 
respectively. Figure 14 shows the mean shade deployment 
degree as a function of the incident irradiance on the fa-
çade. Figures 15 and 16 show the normalized relative 
frequency of the actions "opening shades" and "closing 

shades" as a function of global vertical irradiance incident 
on the facade. Normalization means that the frequency of 
actions (opening and closing shades) is related here to 
both occupancy and the duration of times in which the 
prevailing irradiance was within a certain range (bin). 
Note that the definition of opening/closing actions is not 
limited to actions resulting in fully opening/closing the 
shades. Rather, it denotes a relative occupant-driven 
change in the position of the shades. This means that even 
an incremental change (e.g. changing from 80% to 40% 
or changing from 20% to 40%) is considered to be an 
opening/closing action. 

0

10

20

30

40

50

60

70

0-4
9

50-9
9

10
0-1

49

150
-1

99

200
-2

49

250-
29

9

300-
34

9

35
0-

399

40
0-4

49

450
-4

99
≥ 5

00

Global vertical irradiance [W.m-2]

M
ea

n 
sh

ad
e 

de
pl

oy
m

en
t [

%
]

FH HB  
Figure 12. Mean monthly shade deployment degree in FH and 
HB. 
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Figure 13. Mean shade deployment degree as function of global 
vertical irradiance in VC_SW and VC_NO. 
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Figure 14. Mean monthly shade deployment degree in FH, 
VC_NO and VC_SW. 
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Figure 15. Normalized relative frequency of opening shades as a 
function of the global vertical irradiance in FH and 
VC_SW+NO. 
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Figure 16. Normalized relative frequency of closing shades as a 
function of the global vertical irradiance in FH and 
VC_SW+NO. 
 
 
4 DISCUSSION 

The monitored occupancy in FH and VC (Figure 4) and 
the obviously related lighting loads (see Figure 6) reveal a 
similar pattern for FH and VC (also known from other 
office buildings). However the monitored occupancy in 
HB (Figure 4) and the corresponding people and lighting 
loads (Figure 6) reveal patterns that deviate from typical 
schedule assumptions for office buildings. Moreover, the 
maximum occupancy levels are noticeably lower in FH. 
This may be due to the circumstance that FH houses of-
fices for teaching and research staff, who spend a consid-
erable amount of time in classrooms and laboratories. 
These observations underscore the need for typologically 
differentiated occupancy models for different buildings. 
Patterns of this kind can be used for simulation runs in 
terms of corresponding hourly schedules (see Figures 17 
to 20). Such simulations can be applied, for example, to 
explore the impact of thermal improvement measures on 
the building's energy use. On a more general level, our 
observations regarding these buildings suggest that the 
environmental systems in a considerable number of office 
buildings may in fact be "over-designed", in a sense that 
they are dimensioned for occupancy levels that seldom 
occur.  

The dependency of the action "switching on the lights" on 
prevailing illuminance levels for the monitored buildings 
(see Figures 7 and 8) shows no clear pattern. The data 
merely suggests that only illuminance levels below 100 lx 
are likely to trigger actions at a non-random rate.  
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Figure 17. Illustrative simulation input data regarding mean 
hourly occupancy levels for FH and VC_SW+NO. 
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Figure 18. Illustrative simulation input data regarding 
mean hourly people (sensible) load for FH and 
VC_SW+NO. 
 
As to the action "switching the lights off", a clear rela-
tionship to the subsequent duration of absence is evident 
for FH, VC_SW+NO and HB (see Figure 10). Occupants 
do switch off the lights more frequently if they are going 
to be away from the offices for longer periods. On the 
other hand, lights are not necessarily switched off by the 
occupants if the illuminance level in the office is already 
sufficient (or more than necessary) for performing typical 
tasks. In fact, such intermediate switching off actions ap-
pear to occur at a noticeably higher rate only once the 
illuminance level in the office rises above 1000 lx (see 
Figure 11). 
The mean shade deployment levels differ from building to 
building and façade to façade (see Figures 12 to 14). In 
case of FH and HB, where we studied the east-facing fa-
çade, a difference in the level of shade deployment can be 
seen between the high-radiation summer months and the 
low-radiation winter months (Figure 14). Moreover, an 
evident relationship between shade deployment and the 
magnitude of solar radiation is observable (Figure 12). 
The latter provides a very effective basis for modeling the 
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state of shades for this building (see Figure 20). In case of 
VC_SW and VC_NO the shade deployment level does 
not vary much in the course of the year or in terms of ver-
tical irradiance classes, but there is a significant differ-
ence in the overall shade deployment level between these 
two facades (approximately 75% in the case of south-
west-facing façade, 10% in the case of the north-facing 
façade). The relative small variation range in the monthly 
shade deployment levels in VC_SW and VC_NO may be 
partly due to the fact that the manual shade operation 
mechanism is, in this case, much more difficult to handle 
than the mechanically supported shade operation system 
in FH. 
Our observations did not reveal a clear relationship be-
tween "opening shades" actions and the incident radiation 
on the façade (see Figure 15). However, the correspond-
ing analysis of the "closing shades" actions shows for 
both FH and VC_SW+NO a higher action frequency once 
the incident radiation rises above 200 W.m-2 (see Figure 
16). 
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Figure 19. Illustrative simulation input data regarding mean 
hourly lighting load for FH and VC_SW+NO. 
 

y = 2,8803x + 27,531
R2 = 0,9559

10

20

30

40

50

60

70

0-4
9

50-9
9

100-1
49

150-1
99

200-2
49

250-2
99

300-3
49

350-3
99

400-4
49

450-4
99

≥ 5
00

Global vertical irradiance [W/m2]

M
ea

n 
sh

ad
e 

de
pl

oy
m

en
t [

%
]

 
Figure 20. Illustrative model of shade deployment as a function 
of incident irradiance on FH’s façade. 
 
Figure 21 illustrates the potential for reduction of electri-
cal energy use for lighting in the sampled offices. 
Thereby, three (cumulative) energy saving scenarios are 
considered. The first scenario requires that the lights are 
automatically switched off after 10 minutes if the office is 
not occupied. The second scenario implies, in addition, 
that lights are switched off, if the daylight-based task il-
luminance level equals or exceeds 500 lx. The third sce-

nario assumes furthermore an automated dimming re-
gime, whereby luminaries are dimmed down so as to 
maintain an illuminance level of 500 lx while minimizing 
electrical energy use for lighting. 
The estimated saving potential in electrical energy use for 
lighting of the sampled offices is significant. The cumula-
tive energy saving potential for all sampled offices is 71% 
for FH and VC_SW+NO and 66% in HB (Table 1). This 
translates (for VC_SW+NO) into a cumulative annual 
energy saving potential of 17 kWh.m-2 or (given current 
energy prices) 1.3 €.m-2. This would imply, that in the VC 
complex, annually roughly 130,000 € could be saved by a 
comprehensive retrofit of the office lighting system to-
ward dynamic consideration of occupancy patterns and 
daylight availability. (Note that a lighting system retrofit 
and the resulting electrical energy use reduction would 
increase the heating loads and decrease the cooling loads. 
Given the magnitude of required cooling loads in office 
buildings, the overall thermal implications of a lighting 
retrofit are positive both in energetic and monetary 
terms.) 
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Figure 21. Saving potential of three distinct control scenarios 
(cp. Text) in view of electrical energy use for lighting in FH, 
VC_SW+NO and HB. 
 

Table 1. Saving potential (electrical energy for lighting) for 
various scenarios and buildings. 

 
 
 
5 CONCLUSION 

We presented a case study concerning user control actions 
in three office buildings in Austria. The results imply the 
possibility of identifying general patterns of user control 
behavior as a function of indoor and outdoor environ-
mental parameters such as illuminance and irradiance. 
The compound results of the ongoing case studies are 
expected to lead to the development of robust occupant 
behavior models that can improve the reliability of build-
ing performance simulation applications and enrich the 
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control logic in building automation systems. Moreover, 
the obtained information will support the assessment of 
energy saving potential due to consideration of occupancy 
and behavioral patterns in office buildings. 
 
 

ACKNOWLEDGEMENT 

The research presented in this paper is supported in part 
by a grant from the program "Energiesysteme der Zu-
kunft", "Bundesministerium für Verkehr, Innovation und 
Technologie (BMVIT)". Project number: 808563-8846. 
The respective research team includes, besides the au-
thors, G. Suter, C. Pröglhöf, J. Lechleitner, and S. Der-
vishi. 
 
 
 
 

REFERENCES  

Hunt D. (1979). "The Use of Artificial Lighting in Relation to 
Daylight Levels and Occupancy", Bldg. Envir.14, 21–33. 

Mahdavi A, Lambeva L, Pröglhöf C, et. al. (2006a). "Integration 
of control-oriented user behavior models in building infor-
mation systems", Proceedings of the 6th European Confer-
ence on Product and Process Modelling (13-15 September 
2006, Valencia, Spain): eWork and eBusiness in Architec-
ture, Engineering and Construction. Taylor & Fran-
cis/Balkema. ISBN 10: 0-415-41622-1. pp. 101 – 107. 

Mahdavi A, Dervishi S, and Spasojevic B. (2006b). "Computa-
tional derivation of incident irradiance on building facades 
based on measured global horizontal irradiance data", Pro-
ceedings of the Erste deutsch-österreichische IBPSA-
Konferenz - Munich, Germany (2006), 123-125. 

Newsham GR. (1994). "Manual Control of Window Blinds and 
Electric Lighting: Implications for Comfort and Energy 
Consumption", Indoor Environment (1994), 3: 135–44. 

Reinhart C. (2002). "LIGHTSWITCH-2002: A Model for Man-
ual Control of Electric Lighting and Blinds", Solar Energy 
(2002), v.77 no. 1, 15-28. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 580

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 581

TALKING BACK TO BUILDINGS: INTERFACING FOR SENTIENT ENVIRONMENTS 

Szucheng Chien, Ardeshir Mahdavi 
Department of Building Physics and Building Ecology, Vienna University of Technology, Austria 

ABSTRACT: We explore in this paper the requirements and functionalities of user interfaces for sentient environments. 
We compare a number of commercial user-interface products for building control systems. Thereby, we consider three 
aspects, namely control options, information types, and hardware. The outcome of this comparison is expected to serve 
as the starting point for developing a new generation of user interface models to promote higher levels of connectivity 
between occupants and sentient environments. 
KEYWORDS: sentient buildings, user interface, environmental controls. 
 
 
1 INTRODUCTION 

1.1 Motivation 

Based on advancements in IT (information technology) in 
recent years, new possibilities have emerged to better 
connect the occupants with environmental systems of 
buildings. Particularly in large and technologically so-
phisticated buildings, multi-faceted interactions between 
building occupants and the multitude of environmental 
control devices and systems need to be tightly integrated 
in order to assure effective building operation and per-
formance.  
This paper explores the requirements and functionalities 
of user interfaces for sentient environments. "Sentience" 
denotes here the presence of a kind of computational sec-
ond-order mapping (or meta-mapping) in building sys-
tems operation. This requires that the flow of raw infor-
mation collected around and in a building is supplied to a 
building’s continuously self-updating model of its own 
constitution and states (Mahdavi 2005). Thus, a sentient 
building may be defined as one that possesses a multi-
faceted internal representation of its own context, struc-
ture, components, systems, and processes. It can use this 
representation, amongst other things, toward the full or 
partial self-regulatory determination of its indoor-
environment status (Mahdavi 2004). Given this view of 
building sentience, we explore in this paper the require-
ments of an adequate user interface system to facilitate 
effective communication and interaction between building 
occupants and environmental systems. We compare 
twelve products in the market that offer such interfacing 
functionalities. The insights gained from this comparative 
evaluation can be used to initiate a user interface model 
for sentient environments toward achieving new levels of 
connectivity between occupants and the environmental 
systems for indoor environmental controls in buildings. 
 

1.2 Background 

In IT (information technology) terms, a user interface 
(UI) enables information to be passed between a human 
user and hardware or software components of a computer 
system (IEEE 1990). Graphical User Interfaces (GUI) 
allow to narrow the gap between users and devices (Chiu 
2005). As to the role of user interfaces in the context of 
intelligent built environments, there are a number of 
precedents. For example, the ubiquitous communicator – 
the user interface of PAPI intelligent house in Japan – is 
developed as a communication device that enables the 
occupants to communicate with people, physical objects, 
and places (Sakamura 2005). More recent works on the 
integration of user interfaces into intelligent environments 
include Swiss house project in Harvard University 
(Huang & Waldvogel 2004), and Interactive space project 
by SONY (Rekimoto 2003). 
 
 
2 APPROACH 

2.1 Requirement profiles 

To conduct a comparison of available user interfaces in 
the context of intelligent buildings, we first propose an 
evaluative matrix involving three dimensions:  

a) Provision of information – Primary types of informa-
tion include general information, indoor information, 
outdoor information, and device states. General in-
formation pertains, for example, to time and date. In-
door information includes indoor climate parameters 
such as room air temperature and relative humidity, 
air velocity and CO2 concentration level (an indicator 
of indoor air quality), and illuminance level. Outdoor 
information includes general weather conditions (e.g. 
sunny, cloudy, and rainy), outdoor air temperature, 
relative humidity, wind speed and direction, as well as 
global irradiance and illuminance. Device state infor-



mation includes system data regarding supply air ter-
minals, windows, VAV systems, blinds, ambient light-
ing systems, task lighting, humidification and dehu-
midification systems. 

b) Control Options and extensions – This dimension 
comprises control options (based on devices, parame-
ters, perceptual values, and scenes) and control exten-
sions (involving schedules and spatial micro-zoning). 
Control options applied to devices imply that the user 
directly manipulate the state of environmental control 
devices to achieve the conditions they desire. Such 
devices include, for example, supply air terminals, 
windows, VAV systems, blinds, ambient lighting sys-
tem, task lighting, and de/humidification system. Con-
trol options pertaining to parameters imply that the us-
ers request specific target values or ranges for certain 
indicators of indoor climate. Such indictors include, 
for example, temperature, humidity, air movement, air 
change rate, and illuminance. Control options via per-
ceptual values imply that the users communicate their 
preferences regarding indoor conditions not in terms 
of the numeric values of indicators for such condi-
tions, but in perceptually relevant qualitative terms. 
Such terms include, for example, warmer/cooler, 
brighter/dimmer, more humid versus dryer, and more 
fresh air. The realization of the above control options 
may be further specified via user-based definitions of 
temporal and/or spatial extensions. An example of a 
temporal extension is a user-defined time-based varia-
tions of (schedules for) the position of a certain device 
or the value of a certain control parameter. An exam-
ple of a spatial extension is a user-defined assignment 
of a control parameter value to a certain point in space 
or location in a room, thus supporting differential en-
vironmental conditioning (micro-zoning).  

c) Hardware - Hardware components address informa-
tion input, output, mobility, network function, and re-
configurability. Data input hardware elements include, 
for example, buttons, wheels, mice, keyboard, and 
touch panels. Data output hardware elements include 
response lights, monochrome screens, touch monitors, 
LCD screens. Mobility denotes if a hardware device 
has a fixed position (e.g. if it is wall-mounted) or if it 
is portable. Network function denotes, for example, if 
a hardware device is networked via bus systems or 
internet. We further consider if a hardware device can 
be reconfigured (reprogrammed) or not. 

 
2.2 Selection of products 

We selected a number of products from the market that 
are designed to facilitate the communication of relevant 
control states from users to building control and automa-
tion systems. Thereby, we considered three types of prod-
ucts (see Table 1):  

a) "Physical" devices – These kinds of products are often 
equipped with physical buttons and wheels for users to 
manipulate;  

b) Control panels – In this case, users can operate the 
(typically wall-mounted) products via their touch pan-
els;  

c) Web-based interfaces – These interfaces can be used 
to communicate control intentions via internet at any-
time and from anywhere. 

Table 1. Overview of the selected products. 

 
 
2.3 Comparison of product in view of aspects 

The selected user interface products (see section 2.2) were 
compared and evaluated based on the previously men-
tioned evaluative matrix (see section 2.1). 
 
 
3 RESULTS 

3.1 Comparison matrices 

In this section, we compare the selected products. A pre-
viously mentioned, we have classified these as Type A 
("Physical" devices), Type B (Control panels), and Type 
C (Web-based Interfaces). The comparison results are 
arranged in Tables 2, 3, and 4 in accordance with the pre-
viously described dimensions (categories), namely infor-
mation (Table 2), control options (Table 3), and hardware 
(Table 4). 
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Table 2. Comparison matrix for the Information dimension. 

 
 

Table 3. Comparison matrix for the Control Options dimension. 

 
 
 
 
 
 
 

Table 4. Comparison matrix for the Hardware dimension. 

 
 
3.2 Product comparison 

The collected and classified data may be further analyzed 
via image and positioning maps. Image and positioning 
maps are constructed, in this case, by placing a product in 
a two-dimensional evaluative space, whereby the dimen-
sions are selected from the following set: Functional cov-
erage (number of functions offered, from low to high), 
Environmental Information Feedback (from low to high), 
Intuitiveness (from low to high), Mobility (fixed versus 
portable), Network (bus systems versus internet), Input 
(low-tech versus high-tech), and Output (low-tech versus 
high-tech). Based on the analysis of the selected products, 
four image maps were obtained (see Figures 1 to 4). 
Thereby, the products are specified in terms of the code 
given in Table 1 (A1 to A4, B1 to B4, and C1 to C4). 
Note that the placement of the product images (codes) in 
these maps (along the evaluative axes) was based on the 
authors' qualitative judgment.  

 
Figure 1. Image map: Functional coverage versus environmental 
information feed back. 
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Figure 2. Image map: Functional coverage versus intuitiveness. 
 

 
Figure 3. Image map: Mobility versus Network. 
 

 
Figure 4. Image map: Input versus Output. 
 
We may obtain from the above image maps further prod-
uct evaluations in terms of positioning maps, which pro-
vide a more clear depiction of product distributions and 
characteristics. Thereby, instead of 12 individual prod-
ucts, the respective 3 product types (A, B, and C) are con-
sidered (see Figures 5 to 8). 
 
 
 
 
 
 

 
Figure 5. Positioning map: Functional coverage versus environ-
mental information feedback. 
 

 
Figure 6. Positioning map: Functional coverage versus intuitive-
ness. 
 

 
Figure 7. Positioning map: Mobility versus Network. 
 

 
Figure 8. Positioning map: Input versus Output. 
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4 DISCUSSION 

Comparison results of the selected user interfacing prod-
ucts for intelligent environments warrant certain conclu-
sions regarding their features and limitations. Interfacing 
with radically new kinds of environments that involve 
sentient technologies may require rethinking the occu-
pants' requirements and attitudes. In addition, new inter-
faces face problems associated with numerous new tech-
nologies simultaneously embedded into a sentient build-
ing. Thus, to arrive at effective and comprehensive user 
interface models for sentient buildings, it is not only nec-
essary to better understand the features and strengths of 
the available solutions, but also to anticipate and avoid 
negative consequences of interface technology integration 
in this critical domain. In the following, we briefly dis-
cuss certain areas of deficiency in the status quo and con-
sider possible remedies.  
 
4.1 Control options and functional coverage 

In sentient environments, one key point is how the occu-
pants interact with the tight integration of technology and 
the associated high information loads in an effective and 
convenient manner. For example, it may be more advan-
tageous from the user point of view, not to focus so much 
on the control of individual devices, but on the communi-
cation of the desired outcome of a (potentially complex) 
control operation. Let us consider the basic options to 
communicate the desire to bring about changes in the 
thermal conditions in a space. For example, to change the 
temperature in a room, four distinct options my be con-
sidered: a) control via devices, b) control via Parameters, 
and c) control via perceptual values, and d) control via 
scenes. Naturally, it seems, communicating desired 
changes in terms of perceptual values (e.g. "I would like 
to have it warmer/cooler") would be the most intuitive 
and convenient option for the user. However, as Table 3 
demonstrates, none of the selected products offer this op-
tion. Moreover, many products (particularly type B and 
C) offer rather high functional coverage that is not very 
intuitive (see Figures 2 and 6). On the other hand, there 
are products (particularly type A) with functional options, 
which, while limited in number, are intuitive (see Figures 
2 and 6). 
 
4.2 Provision of information 

If it is true, that more informed occupants would make 
better control decisions, then user interfaces for sentient 
buildings should provide appropriate and well-structured 
information to the user regarding outdoor and indoor en-
vironmental conditions as well as regarding the state of 
relevant control devices. Most of the B and C type prod-
ucts in our study provide the users with relatively high 
levels of information independent of their functional cov-
erage (see Figures 1 and 5). However, in most cases these 
products provide feed back regarding the state of the de-
vices but do not sufficiently inform the occupants regard-
ing indoor and outdoor environmental conditions. For 
example, information (state and meaning) pertaining to 
parameters such as indoor air relative humidity, air 
movement, and CO2 concentration, or outdoor air relative 

humidity, wind speed, wind direction, and global irradi-
ance are almost entirely ignored by these products (see 
Table 3). This means that the occupants are expected to 
modulate the environment with the condition of insuffi-
cient information. 
 
4.3 Mobility and re-configurability  

As mentioned earlier, the hardware dimension addresses 
two issues, namely, i) mobility: user interfaces with spa-
tially fixed locations versus mobile interfaces; and ii) re-
configurability: the possibility to technologically upgrade 
a user interface without replacing the hardware may de-
crease the cost of rapid obsolescence of technology proto-
cols.  
C-type terminals such as PDA and laptops connected to 
controllers via internet make the concept of mobility real-
istic. In contrast, Type A and B products are typically 
wall-mounted and thus less mobile (see Figures 3 and 7). 
Building owners and operators are often concerned about 
the durability of user interface devices and the rapid obso-
lescence of technology protocols. As such, a user inter-
face with high re-configurability potential could be re-
placed without affecting other devices and UI hardware. 
For example, in Type B and C products, the user interface 
software may be easily upgraded, while the traditional A-
type products are software-wise rather difficult to upgrade 
(see Table 4). 
 
4.4 Input and Output 

It is important that user interface products for sentient 
buildings are user-friendly and intuitive. Certain type-B 
and type-C products in our study provide the users with 
effective manipulation possibilities and support the users 
in comprehending and instructing a control task. There 
are other products (particularly type-A), however, that are 
rather restricted in presenting to the users clearly and 
comprehensively the potentially available manipulation 
and control space (see Figure 4 and 8). 
 
 
5 CONCLUSION 

While we have not offered a detailed design for desirable 
user interfaces for future sentient environments, we have 
outlined a framework for the formulation of requirements 
for such interfaces. This framework embodies a system 
for typological product differentiations (a product type 
terminology) and a set of dimensions for product specifi-
cation and evaluation involving information types, control 
options, and hardware. We have tested and evaluated an 
array of existing user interfacing products for intelligent 
built environments against this framework and have thus 
identified areas of relative strength and deficiency. The 
corresponding results provide a solid basis for future de-
velopments in user interface technologies for sentient 
buildings. Thereby, the guiding principles are the timely 
provision of appropriate and well-structured information 
to the user together with intuitive representation of the 
type and range of devices and parameters that could be 
manipulated by the users toward achieving desirable in-
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door climate conditions while meeting the goals pertain-
ing to a sustainable building operation regime. 
 
 
ACKNOWLEDGEMENT 

The research presented in this paper is supported, in part, 
by a grant from FWF (Fonds zur Förderung der wissen-
schaftlichen Forschung), project Nr. L219-N07. We also 
thank Ministry of Education of Taiwan for its support of 
this work. 
 
 
REFERENCES 

Chien S. and Mahdavi A. (2006). User Interface for Sentient 
Buildings: Requirements and Functionality, Proceedings of 
2006 Symposium on Digital Life Technologies, Tainan, 
Taiwan,1-2 June 2006  

Chiu M. (2005). Insight The Smart Environments – Design Per-
spective, Insight The Smart Environments, Taiwan: Archi-
data Press, pp. 17-44 

Convergent Living (2007). http://www.convergentliving.com 
(visited January 2007) 

Home Automation (2007). http://www.homeauto.com (visited 
January 2007) 

Honeywell (2007). http://www.honeywell.com/ (visited January 
2007) 

Huang, J. and Waldvogel, M. (2004). The swisshouse: an inhab-
itable interface for connecting nations. In Proceedings of the 

2004 Conference on Designing interactive Systems: Proc-
esses, Practices, Methods, and Techniques (Cambridge, MA, 
USA, August 01 - 04, 2004). DIS '04. USA: ACM Press, pp. 
195-204. 

IEEE (1990). Institute of IEEE Standard Computer Dictionary: 
A Compilation of IEEE Standard Computer Glossaries. New 
York, NY 

Kieback-peter (2007). http://www.kieback-peter.de (visited 
January 2007) 

Mahdavi, A. (2004). Self-organizing Models for Sentient Build-
ings. In Malkawi, A. M. & Augenbroe, G (eds.): Advanced 
Building Simulation. London: Spon Press. 

Mahdavi, A. (2005). Space, Time, Mind: Toward an Architec-
ture of Sentient Buildings, Proceedings of CAAD Futures, 
Vienna , Austria, 20–22 June 2005, pp. 23-40 

Merten (2007). http://www.merten.de/html/en/5659.html (vis-
ited January 2007) 

Rekimoto, Jun. (2003). Interacting with a Computer Augmented 
Environment, Digital Design - Research and Practice [Pro-
ceedings of the 10th International Conference on Computer 
Aided Architectural Design Futures / ISBN 1-4020-1210-1] 
Tainan (Taiwan) 13–15 October 2003, pp. 3-7  

Sakamura K. (2005). Houses of the Future – TRON House & 
PAPI, Insight The Smart Environments, Taiwan: Archidata 
Press, pp. 203-222 

Siemens (2007). http://www.serve-home.de (visited January 
2007) 

Warema (2007). http://www.warema.de/en/ (visited January 
2007) 

Zumtobel (2007). 
http://www.zumtobel.com/emotion/default.asp?lang=2 (vis-
ited February 2007) 

 



 587

APPLYING MOBILE DEVICES TO DATA GATHERING PROCESS IN REAL ESTATE 
MAINTENANCE 

Kimmo Niemi 
Institute of Construction Management and Economics, Tampere University of Technology, Finland 

ABSTRACT: The purpose of this paper is to describe possible methods for electronic maintenance information design 
and management systems. With the help of mobile equipment, information on the target real estate can be gathered 
quickly and easily with a suitable method. When wirelessness is introduced, the user is directly connected in real time 
to the entire data bank of the organisation. Thereby the information is immediately available to all parties concerned. 
During maintenance, all procedures can be monitored and information about necessary repairs transmitted. In other 
words, mobile systems will be useful throughout the life span of real estate. 
The research project introduced here is user-oriented not device-oriented. Its main objectives were to develop systems 
of sufficient usability and accessibility, which are not dependent on any specific mobile devices. The key is to find out 
which tasks can be done with small display and limited user interface. 
KEYWORDS: real estate maintenance, data management, mobile devices, ICT 
 
 
1 INTRODUCTION 

The real estate business is increasingly considering the 
needs of end-users who have requirements for the prem-
ises. From this ensue that property owners are more inter-
ested in the well-being of their buildings. Properties can 
be far from each other so that on-site management is no 
longer possible. 
Since the beginning of 2000 a “use and maintenance 
manual” for properties has been mandated by law in 
Finland. That was a step in the right direction even though 
there is still much to improve (The National Building 
Code of Finland 2000, Hekkanen and Heljo 2006). This 
paper is part of doctoral studies launched in 2001 aimed 
at creating methods for the use of mobile devices with the 
use and maintenance manual. 
As Jones and Collis (1996) stated, computers have been 
used in the maintenance management process since the 
early 1970s. They performed a survey to find out the atti-
tude toward computerized maintenance management sys-
tems in the mid 1990s. Up to 77 per cent of the respon-
dents said that their systems needed further development. 
If the same survey was conducted today the percentage 
would probably be similar, because the demands have 
also increased. 
Kirkwood (1995) claimed over ten years ago that infor-
mation and communication technology (ICT) can help in 
maintaining the information on properties which is the 
most important asset of a facilities manager. Without ac-
curate, up-to-date information, properties cannot be man-
aged effectively and efficiently. He pointed out the poten-
tial of the Internet. The network has developed considera-
bly since his claim and has now even greater potential. 

On-site data collection with mobile devices from build-
ings in itself is nothing new. For example Pitt (1997) pre-
sented a condition survey method that uses a touch-screen 
based field data collection system. The basics of the sys-
tem are very similar to the methods used in this study. 
The aim of this paper though is to describe the usability 
and accessibility of mobile devices as daily tools. 
 
 
2 BACKGROUND 

2.1 Real estate maintenance 

Different sources divide building maintenance into three 
activities: corrective, preventive and condition-based 
maintenance (Horner et al 1997) or four activities: custo-
dial, corrective, preventive and emergency maintenance 
(Rondeau et al 1995). The first division lacks two crucial 
elements: day-to-day housekeeping, for example cleaning, 
and corrective actions that must be taken immediately. 
The condition-based maintenance of the first category is 
included in the corrective maintenance of the second one. 
Even so, maintenance can be defined “as orderly control 
of activities required to keep a facility in as-built condi-
tion, while continuing to maintain its original productive 
capacity” (Korka et al 1997). 
On the other hand the terms maintenance management 
and repairs and replacements refer to different areas of 
maintenance. (Rakli 2001). Also real estate management 
can be used as the blanket term for activity that covers of 
real estate maintenance and repairs and replacements 
(Tolman 2006a). Facility management is a wide concept 
as Chotipanich (2004) points out. This paper focuses on 



maintenance and repairs and refers by real estate mainte-
nance to activities aimed at securing the well-being of the 
building itself. 
 
2.2 Facility information 

The evolution of the Internet and the development of 
computer hardware have given a boost to computer 
aided/integrated facilities management (CAFM/CIFM) 
(Gabriel 2003, Gabriel and Ceccherelli 2004). They use 
the term “e-facilities management (e-FM)” and mention 
that it is becoming a catchphrase like e-commerce or e-
business. They also describe the implementation of an FM 
information system (FMIS) based on CAFM/CIFM in a 
network of 600 buildings. That shows the efficiency of 
computer-aided data management over paper documents. 
Tolman et al (2006a, 2006b) pointed out that storage of 
data and access to data are both important. They men-
tioned the historical background of paper documents and 
that product models have put information into electronic 
form. They suggested that wireless and embedded plat-
form technologies may be solutions to real estate data 
management. Wireless technologies enable realtime data 
management which produces accurate information for 
decision making as implied by Kirkwood (1995). 
Information models are used in building design to allocate 
structures like walls and windows, but also with building 
automation systems (BAS) as Schein (2007) told. He also 
mentioned that his model had not been tested as a control 
application, but that it would be possible to develop such 
software. These kinds of systems are ideal for maintaining 
information on the entire property. Every detail is in place 
and what is important: everything is accurate. 
Intelligent building can be used as a term for advanced 
management and information management of buildings as 
described in different sources (Derek and Clements-
Croome 1997, Pulakka and Himanen 2005). As Wang and 
Xie (2002) developed and tested a model for the integra-
tion of a building management system (BMS) and a facili-
ties management system (FMS). Everything in the build-
ing is connected to a network: HVAC, lighting and even 
sensors inside structures. But until that becomes more 
commonplace, we need building surveys to know the 
condition of the property. Taylor et al. (2007) take the 
idea even further. They visualise a user interface of a 3-
dimensional virtual building where all objects are usable. 
For example a drawer can be opened which contains ar-
chived documents. 
 
2.3 Building condition survey 

Then (1995) emphasized that condition surveys are cru-
cial in prioritizing the maintenance workload. Without 
accurate knowledge of the condition of the buildings it is 
impossible to plan the use of money. This is why systems 
need to be developed to improve the collecting methods. 
 
 
 

2.4 Mobility 

Although this paper is not about telecommuting, the or-
ganizational and societal benefits apply to the mobile 
work described here as to the one described by Watson 
and Lightfoot (2003). They include increased productiv-
ity, time saving on travel and decreased traffic conges-
tion. Unfortunately the drawbacks, such as high start up 
costs, also apply. 
 
2.5 Usability 

The work done by doctors and nurses is quite different 
from that of building service personnel, but the same type 
of information systems are suitable for both. Chen et al. 
(2007) designed a personal digital assistant (PDA) -based 
application for clinical practice and tested the satisfaction 
with it by a questionnaire. Its usability of got a rating of 
4.69±0.90 on a scale of 1 to 5. That proves that a small 
display can be very useful. 
 
 
3 MOBILE DATA SYSTEM FOR REAL ESTATE 

MAINTENANCE 

The principal objective of the main research is to deter-
mine what kind of tasks in real estate maintenance can be 
done with portable equipment. The size and resolution of 
a display limit its capabilities. Real estate maintenance 
involves functions that require high-performance of the 
display. Yet, the usability of the systems is critical. The 
aim is to find highly usable methods, that really can has-
ten or otherwise help everyday maintenance work. 
Figure 1 shows the examined process. The actual data 
system is somewhere in the network where it can be eas-
ily accessed by anyone needing it. The data storage itself 
is not defined in this research. Mobile users are connected 
to the data system via a wireless local area network 
(WLAN), general packet radio service (GPRS) or similar 
technologies.  

 
Figure1. 
 
The following case in chapter 4 describes the empirical 
approach to the data gathering section. 
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4 CASE: BUILDING CONDITION ASSESSMENT 

4.1 Test arrangement 

The need for this study case was raised by a building sur-
vey professional. It also fitted in as part of the ongoing 
doctoral studies. The professional had conducted building 
surveys on a large number of buildings during 2002 and 
now it was time to do another survey for the use of long 
term planning. Earlier he used a laptop computer and a 
digital camera, which are very familiar equipment to all 
building surveyors. The used software was Microsoft Ex-
cel with self-made macros to help perform some basic 
routines. However, it was very difficult to carry the laptop 
in cramped places like HVAC rooms. 
The actual study was to find out an easier method for data 
collection. The first task was to define parameters and 
there were five requirements for the equipment: (1) the 
device had to be pocket-size, (2) the battery had to last at 
least one full working day, (3) the display had to be visi-
ble in bright daylight, (4) its performance had to be ade-
quate, and (5) it could not be too expensive. 
 
4.2 Device 

The personal digital assistant (PDA) was the natural 
choice. The selected PDA was Dell Axim X51v, which is 
powered by the Intel XScale PXA270 processor at 
624MHz and has a 3.7 inch colour TFT VGA touch sensi-
tive display with 640x480 resolution and 65536 colors. 
The system is packed with 64MB SDRAM and 256 Flash 
ROM. For data transfer there are CompactFlash Type II 
and Secure Digital card slots and integrated 802.11b 
WLAN and Bluetooth wireless technologies. It also has 
an integrated microphone and speaker. The PDA is easy 
to carry along because its only 119 mm x 73 mm x 16.9 
mm and weighs 175 grams. 
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The operating system is Microsoft Windows Mobile 5.0 
based on Windows CE 5.0. Windows Mobile is a compact 
operating system combined with a suite of basic applica-
tions for mobile devices based on the Microsoft Win32 
API. It contains for example Office Mobile, which is ca-
pable of opening normal Office documents. 
The display and battery were the reasons for selecting this 
device. The screen is legible even in daylight and the 
1100 mAh battery pack lasts for 8 to 10 hours of hard use 
- with the 2200 mAh battery the operating time is even 
longer. 
The first tests were conducted using Mobile Excel with 
the same templates as previously. The usability of Office 
Mobile Excel is not even close to its big brother and even 
the simpliest macros did not work. The time required for 
the work without the macros was almost double compared 
to working with a laptop, although the device was easier 
to carry along. 
The next task was to create a system for gathering infor-
mation. The system was designed based on the principles 
of usability studies, especially Nielsen's heuristics (Niel-
sen 1993). The primary aim was to develop a small sys-
tem that was easy and fast to use. The resolution of 
640x480 and especially the small 3.7 inch size were great 
limitations in comparison to laptop displays which are 
normally at least 12 inches with a resolution of 1024x768. 

All inputs were made with a stylus (a kind of pen), not 
keyboard and mouse. 
 
4.3 Data 

Gathered data has to be divided into categories. In 
Finland is used the Building classification system. The 
newest version is Building 2000, but in this case the pre-
vious version, Building 90, was used because it still is 
more supported by maintenance systems (Building 90). 
Table 1 shows an example of the classification. The sys-
tem was designed as open, so it is not bound to this classi-
fication. Any classification that consists of a maximum of 
three levels will do. Classification can be changed by al-
tering the definition file loaded at start-up. 

Table 1. Example of Building 90 -classification (Building 90). 

Building 90 classification 

... 

G Element division: Mechanical services elements 

 G3 Air conditioning services 

  G31 Air conditioning plant 

  G32 Elements of air conditioning units 

  G33 Ducts 

...   
 
4.4 Data handling 

Because the Dell Axim X51v running Microsoft Win-
dows Mobile was chosen, the development environment 
had to be Microsoft Studio .NET 2005, using .NET Com-
pact Framework 2.0. The language selected was C#. Mi-
crosoft Studio .NET is delivered with a PDA emulator, 
which was used to test the system before field tests and to 
take the screenshot presented in Figure 2. 

 
Figure 2. 
 
Extensible Markup Language (XML) (Bray et al. 2006) 
was selected for saving the condition data. The definition 
file also uses XML language. 
Data is input into the PDA only with a stylus, but a build-
ing surveyor often need to save additional data on a space. 
The stylus is too slow for that, which is why voice re-
cording is used. The recorded audio files are linked to 
spaces using the XML file and are stored in WAV format. 
 



4.5 User inferface 

Because the system has to be easy to use, the principles 
were clear: all main functions had to be on one screen 
(see Figure 2). Space information is on the left and the 
category information on the right. The condition is se-
lected by a number from one (new or almost new) to four 
(need urgent repair or replacement).  
The system allows changing the information of a space 
via a space list, but because all the information was al-
ready in a maintenance system, it was exported and gen-
erated to an XML file. 
 
4.6 Material 

The building survey was conducted as a visual inspection. 
Table 2 shows the building mass surveyed. There were a 
total of 155 buildings in 10 real estates from all over 
Finland (figure 3) containing over 7 000 spaces with a 
total area of 170 000 square meters. The surveyd proper-
ties now were the same as in 2002. 

 
Figure 3. 
 

Table 2. Key figures on condition surveyed properties. 

 
 

5 CONCLUSIONS 

No accurate measurements were made during this re-
search because there was no detailed information from 
earlier survey, but it become clear that the mobile build-
ing assessment system does not consume more time. Nor 
does it save time, at least not much. However, it is much 
easier to use when for example, a surveyor has to climb a 
ladder to a roof. Research to resolve actual time usage is 
now in progress. 
The doctoral studies started in 2001 with mobile phones 
and wireless application protocol (WAP). The develop-
ment of mobile devices has been very rapid: resolution of 
the displays has increased, battery life has multiplied, 
connections are much faster, and the devices are smaller 
and lighter. The evolution of these devices is nowhere 
near the end. 
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NEW APPROACHES FOR COMPUTER-BASED CONSTRUCTION PROJECT PLANNING 

Ian Flood, Raymond Issa, Wen Liu 
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Gainesville, USA 

ABSTRACT: The paper reviews the principles of existing computer-based planning tools, and proposes a syntheses of 
many of these ideas, along with some enhancements. The overall aim is to provide a single tool that embraces the ad-
vantages of each of the current planning methodologies, and that is better suited to the demands of present-day con-
struction project management. The specific objectives of the tool are simplicity in use, versatility in application, provi-
sion of user insight into the functioning of a project, and effective optimization of the project objectives. At the func-
tional level, the developments are concerned with: (i) the way in which a model is structured (simplifying model design 
and understanding); (ii) redefining the way in which tasks interact and depend on each other (so that the approach is 
no longer limited to a schedule-centric perspective with interactions occurring at discrete points in time); (iii) provid-
ing a more realistic representation of resources and their dependencies to reflect the way work may actually be carried 
out on site (such as the use of flexible and divisible crews); (iv) the visualization (graphic representation) of both the 
model structure and work progress within an integrated format that also facilitates model development and editing; and 
(v) optimization of the overall project objectives. The principles of the existing and proposed new approach to project 
planning are discussed and rationalized, and application of the new approach is demonstrated and compared to exist-
ing planning methodologies for some example construction processes. 
KEYWORDS: project planning; project optimization; critical path method; hybrid continuous-discrete simulation; lin-
ear projects. 
 
 
1 INTRODUCTION 

 
The evolution of construction planning tools is illustrated 
by Figure 1, showing the genealogy and timeline of the 
most familiar of these tools. An open circle in this figure 
represents the emergence of a planning tool that is either 
in itself new or at least introduces a new modeling con-
cept (such as Gantt Charts, or 4D CAD (see for example 
Koo & Fischer(2000)). The solid lines show the ancestries 

of the different tools, while the dashed lines with dots 
show where new modeling features are introduced to an 
existing planning tool (these features are often ideas taken 
from other planning tools). The figure shows clearly that 
there has been a fairly consistent expansion in the number 
of tools over the last 100 years, and that while there has 
been some cross-fertilization of modeling concepts, there 
is no single tool that fully integrates ideas across the spec-
trum. 
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Figure 1. History of Development of Construction Planning Tools. 
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The split arrows to the left of this figure identify two di-
chotomies. The first divides the tools into those used to 
model repetitive construction work and those used to 
model non-repetitive work. The second dichotomy di-
vides the tools into those that are dynamic (which is pre-
dominantly simulation methods (Halpin & Wood-
head,1976), (Sawhney et al., 1998), (Hajjar & AbouRizk, 
2002)) and those that are static (such as the critical path-
based methods - CPM).  
Linear scheduling methods (see for example Matilla and 
Abraham (1998)), are an example of static modeling tools 
used for planning work that is repetitive or that can be 
reduced to a set of repetitive tasks. It has long been noted 
that the tools classified as static and targeted at non-
repetitive construction work (such as the CPM-based 
tools) are not very good at modeling construction work 
that is repetitive in nature (such as tunneling or high-rise 
construction) (Harris & Ioannou, 1998). When applied to 
repetitive work, these tools generate models that are un-
duly complicated and provide little understanding of the 
interactions between repetitive construction tasks. On the 
other hand, while the dynamic models are very versatile 
at representing repetitive work, they are not particularly 
easy to use, and are unnecessarily complicated and not 
very insightful when it comes to modeling non-repetitive 
work. The static modeling techniques targeted at repeti-
tive work (such as linear scheduling) are very easy to un-
derstand and provide great insight into the behavior of a 
construction system, but they cannot be used at all to 
model non-repetitive work and include some simplistic 
assumptions which often make it difficult to model real-
world repetitive work. Velocity diagrams, for example, 
cannot easily represent operations that use flexible crews, 
that is, crews that may be split-up occasionally to work 
temporarily on several tasks and then regrouped later 
(which is often the way they are utilized in repetitive 
working environments). 
Regrettably, there is no single tool well suited to model-
ing the broad spectrum of repetitive and non-repetitive 
construction work in terms of versatility, insight, and ease 
of use. Thus, planners are left with two choices: (i) to use 
a selection of planning tools or; (ii) to use a single tool for 
planning all types of work even though it will not always 
be the most appropriate. The first choice is rarely adopted 
since it requires the planner, and all other involved par-
ties, to be proficient in the use of several software pack-
ages some of which they may only use on rare occasions; 
moreover, the results from the different tools cannot be 
readily integrated into a single analysis. Most often, a 
critical path-based method is adopted and applied to all 
situations, compromising modeling of the repetitive ele-
ments of a project. 
Another issue is that the principles upon which these tools 
are based are often flawed or biased towards a view of 
planning that is out dated. The critical path method, for 
example, has a time-centric view of planning, and treats 
other parameters and constraints very much as secondary 
issues – as a result, distance buffers between concurrent 
linear tasks must be converted into a time equivalent 
(which is misleading and un-insightful). 

This paper goes back to basics and attempts to develop a 
new modeling paradigm that is relevant to all issues in 
contemporary planning and applicable to all types of con-
struction project. 
 
 
2 STRUCTURED ACTIVITY MODELING 

The first precept in the proposed approach to project 
planning is the adoption of a strongly structured view of 
the work involved in a project. Structured modeling has 
long been recognized in systems science as a powerful 
way of developing and defining representations of very 
large and complex systems. In essence, a structured ap-
proach forms a representation of a system by decompos-
ing it into categories of tasks and subtasks, in a top-down 
manner. For construction, the decomposition into tasks 
should be building-component oriented (as opposed to say 
material-type, or trade oriented) since this reflects the way 
in which buildings are assembled. The main advantages 
of a structured approach to modeling are simplified model 
development and revision, fewer errors in the model de-
sign, and better insight into the system being modeled 
(since the model provides understanding at different lev-
els of abstraction) (AbouRizk and Hajjar (1998), Huber et 
al. (1990), Ceric (1995)). 
The basic concept of structured modeling is already 
adopted in construction project planning in the form of 
Work Breakdown Structures (WBS’s) and is even imple-
mented in some project planning software packages. 
WBS’s are, however, simply a classification or grouping 
of work tasks (to make the model more readable) and are 
not an integral part of the structure and operation of the 
model, that is, they do not help define the logic of the 
model or its constraints. 
Consider for example, the sample project plan shown in 
Figure 2. The left side of the figure shows the project or-
ganized within a conventional WBS format, while the 
right side shows the equivalent project organized using a 
fully structured approach. For both approaches, each 
block represents a task (or sub-task) and each link repre-
sents a dependency (timing for most planning models) 
between tasks. A fundamental difference, however, is that 
the structured approach allows the dependencies to be 
defined between tasks at any level in the network (the 
scope of dependency of a link being all sub-tasks within 
the task to which it is connected) whereas the WBS ap-
proach requires all logic to be defined at the lowest level 
tasks. In this example, the Tasks 1.3.1 and 1.3.2 require 
Tasks 1.1.2 and 1.1.3 to be completed, and Task 1.3.2 
requires additionally Task 1.2.2 to be completed. Clearly, 
the structured approach reduces the total number of links 
required to define the logic, thus making the plan easier to 
read and modify. Also, more subtly, the structured ap-
proach provides a better insight into the logic of the pro-
ject by indicating generalized relationships (those at 
higher levels of abstraction). For example, it is clear from 
the structured format that the high-level component repre-
sented by Task 1.3 is fully dependent on the completion 
of the high-level component represented by Tasks 1.1, 
and partially dependent on completion of Task 1.2.

 



 
Figure 2. WBS versus Structured Approach to Network Repre-
sentation. 
 
Interestingly, a computer-based implementation of this 
approach could readily determine the simplest set of 
structured links that would achieve a given logic. Thus, a 
planner may input links at an unnecessarily low level in 
the structure (in an extreme case, this would be to input 
all links at the lowest level tasks) and the software would 
reduce these to the minimum set of higher-order links. 
Moreover, the computer implementation could be readily 
programmed to identify and suggest new groupings of 
tasks that would further reduce the number of links (such 
as illustrated by the dashed boxes in Figure 3) – such 
groupings may have some physical meaning and value in 
the organization of the project that the planner had not 
previously identified, in addition to enhancing the read-
ability of the model’s logic. 

 
Figure 3. Computer-Based Optimization of Project Structure. 
 
 
3 MODEL CONSTRAINTS AND FREEDOMS  

The progress of work on a project is partially determined 
by constraints on the system. The constraints are any 
logical requirements that must be satisfied, and range 
from limitations on the availability of resources (equip-
ment, money, space, etc) through to a requirement for one 
task to maintain a minimum amount of work in advance 
of another task (a distance or time buffer for example). 
Any planning methodology must allow all significant 
constraints to be taken into account. 
In contrast, all projects have a number of freedoms in the 
way in which work may be executed. For example, some 
tasks may not be able to occur at the same time but might 
have the freedom to be executed in any sequence. Other 
tasks may have some leeway in terms of the numbers of 
resources they need to perform the work, such as flexible 
crews where all members may work together on a single 
task for a while and then later split to perform concurrent 
tasks. The freedoms in a project create the need for opti-
mization; that is, determining the choice from within the 
freedoms that will satisfy the project objectives most ef-
fectively. For the proposed system, optimization of a pro-

ject plan would make use of Genetic Algorithms, due to 
the ability of these techniques to handle problems that 
comprise both discrete and continuous parameters and 
complicated system structures and dependencies. 
 
3.1 Task dependencies 

Dependencies between tasks (that is, where the progress 
of a tasks is limited in some way by the progress of other 
tasks) is the most common form of constraint considered 
in planning. Figure 4 illustrates the different methods 
used for defining task dependency between two continu-
ous processes using: (a) precedence networks; (b) simula-
tion diagrams; and (c) velocity diagrams. In the prece-
dence network approach (see Figure 4(a)), the arrows 
indicate event dependencies between tasks, typically used 
to indicate that the preceding task must finish before the 
successor task can start. Less commonly, the dependen-
cies may be between the start events of both tasks, the 
finish events of both tasks, or even the start event of the 
preceding task and the finish event of its successor. Also, 
in a precedence network, each task is executed just once. 

 
Figure 4. Representation of Dependencies for Three Common 
Planning Tools. 
 
For most simulation methodologies used in construction, 
the arrows in a diagram show the flow of resources be-
tween tasks, indicating that a task cannot start until some 
combination of resources are available at its input (typi-
cally with either an AND logic or an Exclusive-OR 
logic). Task ‘b’ in Figure 4(b), for example, requires 
some combination of resources from both tasks ‘a’ and 
‘b’ in order to be functionally the same as the precedence 
network. In contrast to the precedence network, the simu-
lation approach allows tasks to be repeated many times, 
possibly by different resources performing the task con-
currently. 
For a velocity diagram (such as that shown in Figure 
4(c)), the dependence between tasks is imposed by a 
buffer between the respective progress curves. The buffer 
can be time oriented (giving a minimum advance in time 
that must be maintained by the preceding task over its 
successor), or it may be progress oriented (giving a mini-
mum advance in quantity of work that must be maintained 
by the preceding task over its successor) as shown in this 
figure. 
Each of the above three approaches has its own advan-
tages. The precedence network approach is very simple to 
use, but is not well suited to projects where many of the 
tasks are repetitive in nature. Simulation is the most ver-
satile allowing relatively complicated logical dependen-
cies to be developed between tasks, but these dependen-
cies are limited to discrete task events. The velocity dia-
gram approach is simple to understand and allows con-
tinuous dependencies between the progress of tasks, but it 
lacks the versatility of the simulation approach and re-
quires all tasks to operate along a single sequence. 
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Ease of use and versatility (which in turn impacts accu-
racy) in modeling are key attributes for any planning tool. 
In the case of task dependencies, this balance can best be 
achieved using an extension of the velocity diagram tech-
nique. For the proposed system, dependencies can be de-
fined between any tasks (and at any level) that limit their 
relative progress, and for any measure of work (time, dis-
tance, units completed). The advance in progress may be 
specified to be above or below a given value, and their 
may be more than one such dependency between two 
tasks. Thus, it may be defined that task ‘A’ be at least 10 
m behind task ‘B’ but no more than 25 m behind. Another 
variant would be for the progress of the tasks to flip-flop 
between the limits so, for example, task ‘A’ may operate 
until it is 25 m ahead of task ‘B’ but then wait until task 
‘B’ catches up to 10 m distance. This approach has the 
versatility to model any dependency available in the 
precedence network, velocity diagram, and the commonly 
used simulation diagram approaches. Figure 5 compares 
the proposed representation with that of the CYCLONE 
system (Halpin and Woodhead (1976)) for a concrete 
production and distribution system. The system repre-
sented comprises a 1 cu-m concrete batching plant, a 5 
cu-m hopper for storing wet-concrete, and two 10 cu-m 
distribution trucks. In the proposed new approach (part 
(b) of the Figure), most of the dependencies would simply 
specify that preceding tasks must be completed before 
their successors can start. However, the link between the 
middle-level tasks would specify that ‘Concrete Produc-
tion’ must be between 0 and 5 cu-m of wet concrete ahead 
of ‘Concrete Delivery’. This would impose the logic of a 
5 cu-m wet-concrete hopper between these middle-level 
tasks, equivalent to that of the CYCLONE model. 

 
Figure 5. Concrete Foundation Pour. 
 
 
 
 

3.2 Structured resources 

The second primary class of constraint in a project (fol-
lowing task dependencies) is that of resource availability 
(equipment, labor, space, materials, work completed, 
money, etc). In the proposed system, a structured ap-
proach to defining resources is adopted (similar to that for 
defining the tasks) in that a resource may comprise sev-
eral sub-resources and sub-sub-resources. Each resource, 
or sub-resource, may be defined as an actual quantity re-
quired to complete a task or it may be defined as a range 
of values. The range of values provides a degree of free-
dom within the model creating an opportunity for project 
optimization, and facilitates consideration of factors such 
as flexible crews – for example, the number of general 
laborers in a crew may be allowed to vary within a speci-
fied range and thus crew members would be able to drift 
between tasks on an as-needs basis. 
 
 
4 VISUALIZATION OF PROJECT DEVELOPMENT, 

PERFORMANCE, AND STRUCTURE, WITHIN AN 
INTEGRATED ENVIRONMENT 

4.1 Visualizing progress at multiple levels 

Visualization of progress in a project is essential to under-
standing the effectiveness of a given plan, understanding 
the actual progress of work on site, identifying possible 
problems (and their ramifications), and proposing solu-
tions to problems that will satisfy the project objectives. 
While precedence diagrams and simulation diagrams are 
useful for understanding the work involved in a project 
and the dependencies between tasks, the velocity diagram 
provides the most insight into the impact of task relation-
ships on project progress. Velocity diagrams can, inciden-
tally, be produced as output from simulation models. 
Precedence diagrams can (following a time analysis) be 
used to generate project progress curves, but these plots 
do not associate progress with the individual tasks, and 
thus provide limited visual insight into the impact of those 
tasks on the performance of the project. 
The structured view of a project plan in the proposed ap-
proach enables visualization of progress at many levels of 
detail and in a format similar to that of velocity diagrams. 
The project task structure can be graphed to scale with, 
for example, time shown in one direction and some meas-
ure of progress (such as cost or activity-days) plotted in 
the second direction. An example of this is provided in 
Figure 6 for part of a plan for an office complex. Progress 
is plotted in this scaled manner within each task box (cost 
versus time), and these task boxes can be peeled away to 
view progress at the higher levels in the project. This 
way, a user can, in an interactive environment, explore 
project progress at all required levels of detail. In this 
example, since cost can be integrated, each higher level 
box can show a summary of the cost accumulated from all 
lower level boxes. 
For sections of the project that are linear in nature (such 
as pipeline construction, tunneling, or highway construc-
tion) where several tasks follow each other on the same 
section of the project, the progress plots would result in 
something very similar to a velocity diagram. This is il-
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lustrated in Figure 7 which shows a structured model of 
the planned construction for the concrete structural sys-
tem of a medium-rise apartment block. All boxes in the 
hierarchy measure ‘time’ in the horizontal direction. The 
outer level box measures ‘floor level’ in the vertical direc-
tion, the third level boxes measure ‘square footage’ in the 
vertical direction, and the fourth level boxes measure, for 
example, ‘square footage’ (for ‘forms’), ‘tons’ (for ‘rein-
forcement’), and ‘cubic yards’ (for ‘pour concrete’). 
While these variables may seem incompatible and thus 
cannot be plotted together, the implication is that there is 
a linear mapping from one variable to the other, scaled to 
the scope of the work represented by each box. A non-
linear mapping could also be defined between two vari-
ables if the additional accuracy was considered necessary. 
The slight acceleration in the progress curves is the result 
of learning that the contractor had estimated for this pro-
ject. 

 
Figure 6. Structured Visualization of Progress of Work (Planned 
and Actual) for Part of an Office Construction Project. 
 
While Figure 7 has many similarities to a velocity dia-
gram, there are also some important differences. Most 
importantly, the model sits within a structured format, 
allowing the project to be viewed at different levels of 
abstraction. The different levels can be peeled away and a 
summary of progress at higher levels can be observed. 
Secondly, unlike velocity diagrams, different tasks may 
use different measures of progress. Other differences, not 
shown in this example, may include the use of flexible 
crews that move between tasks. 
 
4.2 Visualization and interactive model development 

The proposed modeling methodology involves task inter-
actions that are sufficiently complex that a simulation 
algorithm is required to compute progress. A problem 
with conventional simulation methodologies is that the 
entire model must be defined before the simulation can be 
executed and the estimated progress can be plotted. How-
ever, the proposed structured modeling system does not 
suffer from this problem. Indeed, it is the intention that 
these structured models are built in an interactive envi-
ronment where the impact on progress of adding each 
new component is viewed immediately. This is made pos-
sible by the structuring of the model, which enables de-

velopment of a model in discrete units (the boxes) which 
can be resolved individually as they are added to the 
model. If a box at a high level in the model is added ini-
tially without its sub-boxes, its performance can still be 
generalized from its context in the model, and then re-
fined when its sub-elements are added. 

 
Figure 7. Structured Model of Medium-Rise Concrete Structural 
System. 
 
There are many advantages to this approach, the first of 
which is that it allows a planner to debug and validate the 
model as each new element is added, since the conse-
quences of an addition are immediately visible. For a 
similar reason, the approach facilitates optimization of the 
model by the planner who, in addition to being able to see 
the model logic and performance in an integrated frame-
work, can also see the results of any changes/additions 
made to the model at the instant they are implemented. 
Thus, the planner can refine the model (as far as optimiz-
ing its performance objectives are concerned) during the 
initial development phase. 
For repetitive (or partially repetitive) construction work, 
development and validation of the model is further sim-
plified since the planner only needs define and debug one 
repetition of a component. For example, in Figure 7, the 
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planner only needs to define the box representing con-
struction of the first floor structural system and its de-
pendencies with the second floor. The work represented 
by this will then be duplicated as many times as required. 
If any floor deviates at all in structure, then the box repre-
senting this work can be subsequently edited as required. 
The structured approach is also conducive to visualization 
of a project utilizing the ideas of 4D-CAD whereby a fa-
cility and its construction progress can be viewed within a 
dynamic walk-through environment. This is made possi-
ble since the task-structure is component-oriented with 
each task representing a physical part of the building (at 
different levels of detail), and therefore has a one-to-one 
relationship with the architectural plans. Indeed, many 
3D-CAD systems now enable designers to implement the 
design in a hierarchical framework as such (Issa et al. 
(2003)) and would thus be conducive to integration into a 
4D-CAD environment using the proposed planning meth-
odology. 
 
 
5 CONCLUSIONS 

The paper has outlined a new approach to project plan-
ning and control built on principles more pertinent to con-
temporary project planning. It recognizes the need to fa-
cilitate planning of very large and complicated projects, 
achieving this by means of a truly structured representa-
tion of work, and an integration of project structure and 
progress in a single representation. At the same time, it 
moves away from a time-centric view of project planning, 
allowing project constraints and freedoms (and thus pro-
ject optimization) to be defined for all key project pa-
rameters. 
Work is on-going developing detailed project plans using 
this system for a variety of project types, including un-
derground utilities operations (water pipelines, sewers, 
gas pipelines, and electrical conduits) for large residential 
projects, high-rise condominium projects, and medium-
rise office facilities. The objective of these studies is to 
determine the successes and limitations of the proposed 
planning method in the real-world, and to determine re-
finements that will increase its value as a planning tool. 
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SECURE DYNAMIC WEB SERVICES COMPOSITION IN THE CONTEXT OF                  
CONSTRUCTION E-PURCHASING 

U. M. Mbanaso, G. S. Cooper, Y. Rezgui, M. Wetherill, S. C. Boddy 
  

ABSTRACT: Service-Oriented Architectures based on Web Services are promising to revolutionize the implementation 
of open and dynamic transactions in many industries, including construction. However, the application of the technol-
ogy is raising new security and privacy challenges. One aspect to be addressed in dealing with the security issues is 
user authorization. Traditionally, authorization systems tend to be unilateral in the sense that the service provider as-
signs the access rights and makes the authorization decision, and there is no negotiation between the client and the ser-
vice provider. Trust negotiation builds on this through the gradual release of remotely issued credentials to service 
providers. However, this is not sufficient where strict privacy governance is a requirement, particularly where the 
communicating parties have no pre-existing direct trust relationship. This paper addresses some of the security issues 
in Web Services composition in the context of construction e-purchasing. The framework presented in this paper allows 
Service Providers and Service clients to dynamically exchange security requirements and capabilities to determine how 
they can share their e-resources. We describe some applications of these concepts and show how they can be integrated 
into a Web Services environment for construction epurchasing. 
 
 
1 INTRODUCTION 

Authorization is the process of assigning privileges to 
users and then determining whether an authenticated en-
tity can be granted access to a requested resource under 
the given circumstances. The latter stage is termed access 
control and is the process of constraining access to pro-
tected resources to only those users who have valid privi-
leges. However, the use of personal, sensitive informa-
tion, such as privileges, to gain access to a resource in a 
Web Services (WS) environment raises an interesting 
paradox. On the one hand, in order to make the services 
and resources accessible to legitimate users the authoriza-
tion infrastructure requires valid and verifiable service 
clients’ attributes or privileges. On the other hand, the 
service clients may not be prepared to disclose their privi-
leges or attributes to a remote Service Provider (SP) with-
out determining in advance whether the service provider 
can be trusted to adhere to their confidentiality and pri-
vacy. Thus, confidentiality and privacy are critical con-
siderations for distributed authorization systems such as 
secure Web Services environments. Trust negotiation[1-
5] has partly solved this problem, through the gradual 
negotiated release of privileges to recipients who trusted 
third parties have vouched for. However, it is not a com-
plete solution to the problem and a standardized frame-
work has yet to emerge. 
Privacy is often considered from the users’ perspective, 
just as authorization is considered from the SP’s stand-
point, resulting in unilateral, asymmetric approaches. 
However the SP may also have sensitive properties such 
as membership certificates of consortia, or trust relation-

ships with trusted third parties (TTPs), or policies of vari-
ous kinds that service clients may demand to see before 
releasing their PII. Furthermore, both parties in WS trans-
actions may require the exchange of service level agree-
ments (SLA), business level agreements (BLA) or other 
contractual documents on the fly. Enabling the runtime 
exchange of these business components requires a bilat-
eral, symmetric negotiation to allow the communicating 
parties to indicate their willingness to accept constraints 
being imposed on their use of information provided by the 
other party, before the other party is prepared to reveal 
their sensitive information. Since sensitive information 
may change from time to time due to business and/or se-
curity expectations, the dynamic negotiation of participat-
ing parties’ requirements and capabilities is important. 
We believe that the characteristic of preserving the confi-
dentiality of service outputs and the confidentiality of 
service meta information (identities, attributes, policies 
etc.) is getting blurred and the requirements for protecting 
both types of information are similar and symmetric. Both 
types of resource may be seen simply as sensitive infor-
mation resources. 
 
1.1 Related research 

The Shibboleth federated identity management[6, 7] is a 
SAML[8] based distributed authentication and authoriza-
tion system designed to exchange attributes across secu-
rity realms. It provides a platform for a secure transfer of 
attributes of a web-browsing user from the user’s origin 
site, Identity Provider (IdP), to a resource provider site 
usually called the target site, or Service Provider (SP). 
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When the user first attempts to gain access to a “shib-
bolized” site, she is redirected to a service called Where 
Are You From (WAYF) that enables her to pick her iden-
tity provider (IdP) to authenticate with. Upon the authen-
tication, the IdP service generates a one-time session pa-
rameter known as a handle for this authenticated individ-
ual and passes it on to the target site. The purpose of this 
handle (a temporary reference) is to enable the SP to ask 
the IdP for desirable attributes that can satisfy its access 
control requirements, before access is granted to its pro-
tected resources. Whilst the Shibboleth model provides a 
robust authentication mechanism, its authorization com-
ponent is not fine grained and doesn’t support access ne-
gotiations. The Platform for Privacy Preferences (P3P)[9] 
is one approach that attempts to address privacy in com-
mercial websites. Whilst it has provided some degree of 
privacy awareness, it has not sufficiently addressed pri-
vacy concerns particularly in distributed authorization 
systems. P3P has also not satisfactorily resolved the re-
quirements for bilateral privacy negotiation. Anonymity 
schemes [10] have attempted to address confidentiality 
and privacy problems in some cases. Though anonymity 
may be the only failsafe option in certain situations, in 
many cases it is not a tenable option since parties must 
disclose one or more identifying attributes in order to ob-
tain services. In this paper we are particularly interested in 
those cases requiring the confidentiality of information at 
the consuming endpoints. In particular, can the receiving 
party be trusted to keep the items confidential based on 
the sender’s security preferences? Recent research efforts 
in the field of trust negotiation[5, 11, 12] favour dynamic 
access to services, through the gradual negotiated release 
of personal identifying and service provider attributes, so 
that trust can be incrementally increased until the user is 
satisfied that the SP is trustworthy enough to be sent all 
their confidential attributes. Trust is built upon the asser-
tions of trusted third parties, rather than on the communi-
cating parties themselves, and neither party provides an 
enforceable commitment or obligation to the other party. 
Our work builds on that of trust negotiation, by supple-
menting it with obligations provided by the communicat-
ing parties themselves. 
The rest of the paper is structured as follows: Section 2 
gives an overview of the problem space. In section 3, we 
describe in detail WS-XACML platform for enabling au-
thorization framework for secure WS transactions. Sec-
tion 4 presents a general discussion on the proposed solu-
tions and section 5 concludes the paper. 
 
 
2 PRIVACY AND TRUST CHALLENGES IN WEB 

SERVICES ENVIRONMENTS 

Authorization in WS systems presents a number of sig-
nificant challenges. First, the discovery of services and 
the information needed to access them may have to be 
handled dynamically in the sense that services and players 
can change regularly without notification. Thus services 
can be added or withdrawn, as well as the requirements 

for gaining access to them. The degree of trust may vary 
from one participant to another making negotiation of 
services desirable. Second, the service providers, service 
users and Trusted Third Parties (TTP) are unlikely to be-
long to the same security domain in all scenarios. In some 
cases service users will not have pre-existing relationships 
with the service providers. Third, all the credentials 
(signed privilege assertions) are unlikely to be issued by 
one TTP, thus a collection of different TTPs may be in-
volved in the negotiation and authorization operations. 
Enforcing constraints and obligations at a remote service 
provider or service client end point is obviously difficult. 
Furthermore, current authorization systems make an as-
sumption that service requesters have prior knowledge of 
access control requirements; in open systems with diverse 
and unbounded communicating parties, this may not be 
the case. To solve this problem, users may be made to 
submit more credentials than are necessary, which poten-
tially exposes them to unnecessary privacy risks, or they 
will need to participate in a trust negotiation protocol. 
Since electronic resources may change over time, along 
with their privacy needs, the dynamic disclosure of access 
requirements and capabilities, and the appropriate creden-
tials is desirable. At request time, both parties can make 
known their access requirements and capabilities, and 
they can check whether they can meet those requirements. 
Again, all parties need to evaluate the risk of giving out 
their information, and determine the degree to which they 
are prepared to trust the remote parties. They will also 
need to identify any constraints and obligations they may 
wish to place on the other parties. Trust negotiation par-
tially solves the problem via the gradual releasing of con-
fidential information to the other party, but it does not 
address the problem of issuing constraints and obliga-
tions. Furthermore the TTPs upon which trust negotiation 
is based, are usually trusted to assign privileges or attrib-
utes to the negotiating parties, rather than to make state-
ments about their privacy policies. It is worthwhile men-
tioning that P3P only facilitates the communication of 
privacy statements and has no enforcement mechanisms. 
It neither sets standards for privacy compliance nor moni-
tors whether sites can adhere to their own statements, but 
it does describe “disputes” and “redress” mechanisms in 
the event of violations. Thus, a comprehensive privacy 
infrastructure should devise a way to ensure that service 
providers act according to their policies. This requires 
automated enforcement machinery and an electronic legal 
discovery system in the event of disputes but these topics 
are out of the scope of this paper. 
A P3P statement has no strong binding to the service pro-
viding party - it is the service user that “relies” on it - so 
this is particularly vulnerable to exploitation; for example, 
in a site scripting attack, the attacker can fool the browser 
by embedding the right P3P policy. Hence, we can say 
that P3P is not presented in a tamper-resistant way. The 
origin is not verifiable and cannot be validated, except for 
server authentication based on third party signed sever 
certificate. This must limit its use in a high risk business 
environment where non-repudiation is important. 

 
 
 

 
 



3 WS PRIVACY AWARE AUTHORIZATION 
SCHEME 

In network systems, authentication verifies an identity 
claim made by an entity, but does little to say or predict 
the capabilities and/or intentions of that entity. Thus au-
thentication is not sufficient to predict the behaviour of 
any entity without obtaining other properties of that en-
tity. In Shibboleth [13], user authentication and the user’s 
privilege attributes are provided by the user’s Identity 
Provider (IdP) (the Authentication Service (AS) and At-
tribute Authority (AA) components respectively), but a 
user’s identifying attribute is not released (unless it is one 
of the attributes provided by the AA). Privacy is ensured 
by the use of a signed one-time opaque authentication 
handle which hides the true identity of the user from the 
target site. This is fine as long as the SP doesn’t require 
any identifying attributes to complete the service, but this 
is unlikely to be the case in most transaction scenarios. In 
this case the AA will need to provide these attributes to 
the SP, so the IdP has an Attribute Release Policy (ARP) 
to say which SP can receive which user attributes. Since 
there is no way to guarantee, or even specify, the remote 
enforcement of privacy obligations, the receiving SP is at 
liberty to distribute, use or correlate information about the 
user without being subject to any liabilities. Again, the SP 
doesn’t convey to the service clients the capabilities it 
tends to offer, so an impostor SP can use this weakness to 
extract users’ personal identifying information. Impera-
tively, a mechanism for the dynamic composition of re-
quirements and capabilities between the service provider 
and client is very desirable. The combination of XACML 
authorization model[14, 15] and XACML SAML profile 
model[16] bring flexibility in the simultaneous handling 
of confidentiality and privacy in open systems, and have 
addressed a number of use cases. 
The Web Services Profile of XACML (WS-XACML) 
which builds on the XACML and SAML standards is 
suitable for securing services such as construction e-
purchasing using the WS platform. Doing this requires the 
building of technical trust, which may be facilitated by 
means of public key encryption technology[17]. The es-
sence of trust is to establish confidence among communi-
cating participants. Finding ways to assure each party that 
their information will be used in accordance with their 
wishes will increase the level of trust and confidence be-
tween the communicating parties and may even reduce 
the liabilities of regulated organizations such as construc-
tion industry. In the construction industry where WS is 
becoming popular, adding components that can enhance 
trust and confidence will be beneficial to all parties. 
 
3.1 WS trust models 

Figure 1 depicts one approach for brokering trust and the 
issuance of security tokens as defined in [wstrust]. The 
first part of the figure (i) illustrates the trust relationships 
that might exist between the various participants of the 
flow. The second part of the diagram shows the flow of 
the message. Here, (1) the WSclient obtains security to-
kens from its trust realm Identity Provider / Security To-
ken Service (IP/STS), (2) these tokens are then presented 
to the WS –SP trust realm (IP/STS) (3) which can certify 

the presented tokens or issue fresh tokens to access the 
services provided by the WS-SP. Precisely, a token from 
one STS is exchanged for another at the second STS. The 
claims and tokens can be verified and validated based on 
the trust relationships shown in the first part of the figure. 
The initial process of authentication is omitted for sim-
plicity. 

 
Figure 1. Direct Brokered Trust. 
 
Figure 2 illustrates a second approach; the assumption is 
that direct trust among all participants is impractical so 
that an intermediary STS is necessary to broker federated 
trust among trust realms. However, the intermediary STS 
must be trusted by the participants for this approach to 
work. The figure below depicts the basic principles. In 
part (ii), the WS-client obtains security tokens from its 
trust realm (IP/STS), (2) these tokens are then presented 
to the intermediary STS trust realm (3) which can certify 
the presented tokens or issue fresh tokens, the WS-client 
presents the new or certified tokens to the WS-SP trust 
realm to access the services provided by the WS-SP (4). 
Precisely, a token from the client’s STS is exchanged for 
another at the intermediary STS and another for the WS-
SP realm. This federating framework provides the 
mechanism for building trust relationships among partici-
pating parties in our secure e-purchasing model which 
simultaneously facilitates the protection of resource in 
relation to confidentiality and privacy. Figure 3 shows the 
typical trust relationships among the participants. This 
shows that trust between two entities that is indirect at 
one level may be direct at the higher layer. In this case, 
indirect trust between SP and the client is enabled by trust 
between the Identity Provider / Security Token Service 
(IdP/STS) and the client. 
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Figure 2. Indirect Brokered Trust. 
 

 
Figure 3. Typical Trust Relationships. 
 
Similarly, indirect trust between the IdP and SP is enabled 
by trust between the IdP and STS on one hand, and SP 
and STS on the other hand. The direct trust is enabled by 
the certificate chain sharing a common trust anchor [17]. 
The security services are exposed as Web Services which 
brings flexibility in the handling of authentication and 
access control of protected resources in the context of 
construction e-purchasing. Trust here represents the pub-
lic key infrastructure (PKI) relationship that binds the 
participating entities including TTPs. Whilst some of the 
relationships are predetermined offline before the applica-
tion request, others can simply be composed dynamically; 
our model attempts to support both. In general, the trust 
realms should themselves have the infrastructure to assert 
and verify the claims of entities and providing this 
mechanism as a web services has a number of advantages. 
The underlying security framework is governed by secu-
rity tokens and policies controlled by the different trust 

realms in the form of capabilities and requirements that 
need to be matched as depicted in figure 4. 

 
Figure 4. The Security Policy Architecture: Capability and 
Requirement. 
 
3.2 WS-XACML authorization model for secure e-

purchasing 

The draft Web Services Profile of XACML (WS-
XACML)[18] defines an assertion that may be used to 
convey both requirements and capabilities related to au-
thorization, access control, and privacy for Web Service 
clients and for the Services themselves. The “XACM-
LAssertionAbstractType” defined in [12] allows con-
straints to be specified on a policy by expressing them as 
XACML <Apply> functions. In a privacy policy, these 
constraints can be used to describe a user’s acceptable or 
a server’s supported P3P policy contents. In [18], an 
XACML Assertion contains two sets of constraints, 
namely: Requirements and Capabilities. Figure 4 illus-
trates the WS-XACML profile architecture. The first set, 
called “Requirements”, describes the information and/or 
behavior that the policy owner requires from the other 
party. The second set, called “Capabilities”, describes the 
information and/or behavior that the policy owner is will-
ing and able to provide to the other party. Requirements 
are logically connected by AND: the policy owner re-
quires the other party to satisfy all of the constraints listed 
in the Requirements section. Capabilities on the other 
hand are logically connected by a non-exclusive OR: the 
policy owner is willing and able to provide any subset of 
the capabilities described by these constraints. 
Two XACMLAssertions match if, for each assertion, each 
constraint in the Requirements section is satisfied by at 
least one constraint in the Capabilities section of the other 
assertion. WS-XACML specifies efficient generic algo-
rithms for determining that one constraint “satisfies” an-
other. We can use this mechanism to evaluate an 
XACML-P3P policy against an XACML privacy profile 
(or Shibboleth ARP), providing we have matching seman-
tics between the variant policies. For example, Figure 5 
illustrates how a WS-XACML constraint can indicate that 
a P3P policy either must contain (if in the Requirements 
section) or can provide (if in the Capabilities section) the 
“non-identifying information” value for its “ACCESS” 
section. A typical physical purchasing protocol (for the 
purchase of an air handling unit (AHU)) is illustrated as 
follows: 

1. Client provides AHU specification to approved sup-
pliers 

2. Suppliers use their internal product data to pre-select 
AHUs which meet client specification  
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3. Supplier reviews product selections and selects AHU 
to meet client spec 

4. Supplier submits AHU selection to client 
5. Client reviews supplier submissions 
6. Client selects an AHU from submitted selections (or 

loop back to 1) 
7. Client instructs purchasing department to arrange pur-

chase and delivery of AHU 

 
Figure 5. Examples of WS-XACML constraints on P3P Access. 
 
To automate this process using WS, the client and the 
supplier have to represent their specs and= product infor-
mation in the form of policies. Using WS-XACML we 
can model these into requirements and capabilities using 
the model in figure 4 whilst figure 6 and 7 show the ser-
vice client and provider policy assertions respectively, so 
that each party can match their capabilities against the 
other’s requirements. Where the matches succeed they 
can supply each other with the values in the capabilities 
sections. To add security to the protocol, we make use of 
the concepts already presented in this paper involving a 
trusted third party. 

 
Figure 6. Client's Internal XACMLPrivacyAssertion for Item X. 
 

 
Figure 7. Supplier's Internal XACMLPrivacyAssertion for Items 
X and Y. 
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4 DISCUSSION 

In figure 8, we illustrate how the service client and ser-
vice provider can interact using the framework described 
on this paper. The service client, in an attempt to request 
for the available services (items for sale that can meet its 
spec), is directed to an authentication service in step 2. 
The service client authenticates with its own IdP in step 
31. The IdP issues an authentication token to the STS 
which asserts the fact that the service client has been au-
thenticated properly and can be given a ticket to approach 
the service provider (WS Portal). The STS issues an au-
thorization ticket with a reference pointer to the authenti-
cation token and passes it to the service provider end-
point. The WS Authorization (WS-Authz) engine, acting 
on behalf of the service provider, can now convey the 
service provider’s XACMLAssertions, which contain the 
Requirements and Capabilities of the SP, to the client’s 
WXA , using the authentication reference pointer as the 
client’s identifier. The client’s WXA has the client’s 
XACMLPrivacyAssertion also containing Requirements 
and Capabilities of the client. The client’s WXA performs 
a matching process and if satisfied sends the client’s 
XACMLPrivacyAssertion to the service provider’s WS-
Authz. The service provider’s WS-Authz also performs a 
matching process and authorization which results to 
“PERMIT”, the service provider can now give item X to 
the client. At the conclusion of the protocol, both parties 
have provided capabilities to meet all the requirements of 
the other party. 

 
Figure 8. Secure E-Purchasing Platform Protocol. 
 
In some transactions it will be the case that a user’s capa-
bilities are insufficient to match a SP’s requirements. In 
this case the user might indicate to the software that if a 
request for an item is received that contains requirements 
not covered by any of their sets of capabilities, then the 
user should be able to view the request and possibly ex-
tend their capabilities. As an example, say Service A has 
agreed not to reveal the user's PII to 3rd parties, but later a 
new partner Service B offers very generous compensation 
to any of Service A's account holders willing to sign up 
for B’s new services. In this case, Service A could send 
the user a new XACMLAssertion containing a Require-
ment to allow release of information to Service B, along 
with the Capability to provide compensation. The user 
                                                 
1  Double arrow depicts several round of communication is pos-

sible in both directions 
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does not have a Capability to match this new Require-
ment, so the user's client software displays the new Re-
quirement, along with the Capability of offering compen-
sation, to the user. If the user dynamically chooses to ac-
cept this compensation, a new XACMLPrivacyAssertion 
is added to the user's set, for this and future use. This 
mechanism might be especially useful where the user has 
used the "namedRecipients" Attribute in the user's Capa-
bilities – it allows the user to increment the list of name-
dRecipients on a case-by-case basis. Of course some users 
do not want to be bothered with having to decide about 
each new potential recipient, so it would need to be con-
trolled by a software configuration option. 
 
 
5 CONCLUSION 

We have presented secure construction e-purchasing plat-
form which enables the bilateral exchange of security 
requirements and the capabilities to satisfy them. Also, 
we have given examples of the formal usage using WS-
XACML which provides a framework for the dynamic 
exchange of requirements and capabilities. Our solution 
demonstrates significant improvement in distributed au-
thorization and the provision of resource control where 
privacy and trust services are essential. 
The WS-XACML framework provides a suitable mecha-
nism in which two or more communicating partners can 
publicize their requirements and capabilities, and can de-
termine whether their requirements are met by the other 
parties. Thus WS-XACML provides a standard way for 
enabling a secure e-purchasing platform so that two par-
ties can propose specific sets of values that satisfy the 
other’s requirements and when digitally signed ends in an 
exchange of non-repudiable obligations which satisfy 
them. 
Our protocol has a couple of limitations. Firstly it as-
sumes that the other party exists as a legal entity that can 
be sued if violations occur. This requires a robust PKI 
system to exist that will only issue public key certificates 
to bona-fide organizations and will put meaningful identi-
fying information in the issued certificate. Secondly, it is 
open to probing attacks. A malicious party can probe an-
other party by providing bogus capabilities in order to 
gather the other party’s requirements and then terminate 
the connection before any actual data is transferred. In 
[5], we address how XACML can be used to minimize the 
risk associated with the probing attack by trust negotia-
tion i.e. the gradual and incremental exchange of informa-
tion. 
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CONSISTENT INFORMATION MANAGEMENT FOR STRUCTURING CONSTRUCTION 
ACTIVITIES 
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ABSTRACT: Follow up charts require a list of activities, inter-dependencies between activities, and the duration of 
each activity as its input. This is also true to construction processes where follow up charts for complex projects can 
cover thousands of construction activities. The management of such a huge list requires a structure. For this purpose, 
project specific work breakdown structures are developed. Software tools are used in practice for the development of 
follow up charts, but these tools only document lists of activities and their structure. The structure of the activities is 
specified by a project manager. A project manager is responsible for the specification of summary tasks and the as-
signment of activities to summary tasks. Of course, experts know that for instance a summary task named “structural 
work” should not include painting activities. However, there exists no formalism that prohibits such an assignment. As 
a consequence, an extensive manual checking of follow up charts is required. This checking includes the verification of 
the list of activities concerning completeness and correctness, the verification of summary tasks concerning their struc-
ture and their assignments of activities, the verification of the inter-dependencies between activities and the verification 
of each activity duration. This paper is focused on a formalism to guarantee the correctness of the assignment of con-
struction activities to summary tasks including a consistent structure of summary tasks, which is, from a mathematical 
point of view, the correctness of a structure in the set of construction activities. A mathematical formulation is pre-
sented based on set theory and relational algebra. This formulation is applied to construction activities. A prototype 
has been implemented, and an example is presented where a revitalisation project has been modelled based on the ap-
proach that is presented in this paper.  
KEYWORDS: construction scheduling, information management, consistent structuring, construction processes, proc-
ess modelling. 
 
 
1 INTRODUCTION 

The quality of follow up charts depends on the experience 
of the project managers that create these charts. Core in-
formation of follow up charts is the list of activities, inter-
dependencies between activities, and the duration of each 
activity (Brandenberger, J. and Ruosch, E. (1993)). In 
practice, this information is captured by project managers 
and documented in project management software tools, 
specifically scheduling tools (e.g. Harris, P. E. (2006) and 
Jäger, M. and Holert, R. (2003)). Lists of construction 
activities can cover several thousand entries, thus it is 
necessary to structure this list by specifying summary 
tasks. Typically, these summary tasks are based on the 
work breakdown structure which is developed individu-
ally for each project. All information in follow up charts 
needs to be checked. This is an extensive task which is 
executed by experienced project managers, and this task 
is not supported by formal methods. For instance, an in-
correct assignment of a painting activity to electrical work 
needs to be detected by a project manager. Of course, 
rules for naming construction activities reduce the speci-
fication and verification effort. The aim of this paper is to 
develop a formalism (1) that guarantees a consistent and 
correct structure of construction activities and (2) that is 

flexible enough so that it can be applied to the variety of 
construction projects. 
Structuring information based on different trees is consid-
ered as faceted structuring. Kang and Paulson (1997) in-
troduced a Construction Information Classification Sys-
tem (CICS) based on four facets, including facility, space, 
element and operation. Chang and Tsai (2003) picked up 
the CICS and introduced an Engineering Information 
Classification System (EICS) addressing the gap between 
construction and engineering work. The aim of CICS and 
EICS is to use common information, both for cost estima-
tion and for schedule planning. Applying CICS and EICS 
in the context of project management requires the process 
relevant information units to be structured correctly. A 
formal method to create the structure is the main focus on 
this paper.  
The approach presented in this paper is based on the con-
sideration that modelling construction processes involves 
the use of project independent elementary information 
such as elementary activity descriptions or performance 
factors. Project independent information is collected in 
extensive data bases. Adequate structuring trees are re-
quired to support the user locating specific entries. Com-
monly accepted structures are classification systems like 



STLB-Bau (2007), DIN 276 (2006) or MasterFormat™ 
(2004). STLB-Bau (2007) is a structured set of German 
text elements for standard conform specification writing. 
An equivalent is MasterFormat™ (2004), which is pre-
dominant in the North American building industry. DIN 
276 is a German standard for cost evaluation breaking 
down costs into specific groups. The approach of this 
paper is to make use of the elementary information struc-
ture for the benefit of composed or derived project de-
pendent information. Elementary information structure is 
used to guarantee the correctness of the assignment of 
construction activities to a project individual structure. A 
specific modelling technique of construction activities is 
presented where construction activities are in relation to 
elementary information. Their underlying structures are 
used as a framework for structuring construction activi-
ties. The theoretical background is based on set theory 
and relational algebra. It is described in section 2. The 
application to construction activities is presented in sec-
tion 3. It allows a formal checking of correct assignments 
of construction activities to a project specific and individ-
ual structure. The approach has been used for scheduling 
a real project. Section 4 is focused on this. The paper con-
cludes with a summary and an outlook. 
 
 
2 MATHEMATICAL BACKGROUND 

This section addresses the mathematical background of 
structuring sets by trees on the basis of relational algebra. 
The aim of this approach is to establish a methodology, 
which allows for structuring sets in such a way that at a 
specific tree node the encountered subset of elements 
holds tree node specific conditions. Formal checking 
while assigning an element to a tree node guarantees for 
validated and reliable tree node specific subsets. The tree 
itself is not preset. It is defined by a project manager. This 
guarantees the required flexibility. Definitions and nota-
tions are according to the work of Pahl and Damrath 
(2001). 
 
2.1 Structuring elements of a set 

In favour of reducing the complexity while managing and 
dealing with large sets, it is necessary to inculcate a struc-
ture to the sets. This shall be realised in four steps.  
Step one: Partitioning of a set into a system of disjoint 
subsets 
Let A be a set of elements . For the partitioning 
of the set 

k1 a,,a L

A  a set  is introduced.  consists of struc-
turing terms . A relation  is intro-
duced.  puts the elements of 

S S
m1 s,,s L SARAS ×⊆

ASR A  in relation to the 
elements of . S
The relation  holds the following properties:  is 
left-total and right-unique. Each element  is as-
signed to exactly one element 

ASR ASR
Aa∈

Ss∈ . Merging those ele-
ments , pointing to one and the same element 

, results in a system of disjoint subsets. Thus the 
mapping can be used to obtain a classification of the ele-
ments , in the mathematical sense. 
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Figure 1. Classification of the elements . Aa∈
 
Step two: Setting up a relation based tree structure 
A relation SSRSS ×⊆  is introduced, which holds the 
following properties:  

IRR T
SSSS ⊆o   ⇔  the relation  is left-unique, 

 
SSR

0RR T
SSSS =∩ ++ ⇔  the relation  acyclic and 

  
SSR

ERR *
SS

T*
SS =o ⇔  all elements  are pair-

wise quasi-strongly connected via a root element.  is 

the transitive closure of the relation  and  is the 
reflexive transitive closure of the relation . 
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Figure 2. Relation-based tree structure. 

 

The domain  represents an acyclic rooted 
graph which, due to the left-uniqueness of the relation 

, even holds the required properties for a rooted tree. 
Hence, the domain  is adequate to represent a 
hierarchical structure and is therefore denominated by 
structuring tree. The elements of  represent the set of 
tree nodes, which span a tree structure according to the 
relation . 

)R;S(G SS

SSR
)R;S(G SS

S

SSR

Step three: Structuring elements 
Assigning those disjoint subsets of A  to those nodes of 
the tree, which are related to one and the same element 

Ss∈ , results in a tree structure in the set A  on the basis 
of the structuring tree . As the assigned sub-
sets build a system of disjoint subsets, the resulting tree is 
denominated by classification tree. 
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Figure 3. Assigning elements  to the structuring tree 
 based on  

Aa∈
)R;S(G SS ASR

Step four: Levels of detail 
Considering the tree presented in Figure 2, it is obvious to 
interpret the level of a tree node, which is the distance of 
a tree node to its root, as a level of detail in a technical 
sense. The root node represents the overall generalisation. 
Following a path to some tree node represents a progres-
sive specialisation. As a consequence, the root node of the 
tree should be related to the entire set A , and a sub node 
of the tree should be related to an adequate subset of A , 
depending on the specific level of detail. Referring to the 
tree presented in Figure 3, further assumptions are neces-
sary to result in a system of subsets according to the men-
tioned properties. The following building rule is set up to 
define the subset, which shall be related to a specific tree 
node. An arbitrary tree node is considered. Its associated 
subset shall consist of the union of all subsets related to 
the tree node and any of its child nodes. The following 
relation  describes a connectedness be-
tween the elements of 

*T
SSAS RRR o=

A  and the elements of  that 
holds the required properties. The relation R concatenates 
the subsets of 

S

A  shown in Figure 3 according to the in-
verse tree order, applying logical OR for each edge in the 
tree. 
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Figure 4. Assigning elements  to the structuring 
tree  based on  

Aa∈
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2.2 Transferring the structure of a set 

Let A  be a set of elements  and  a 
structuring tree as described in Figure 2.  in-
culcates a structure to the elements of the set 

k1 a,,a L )R;S(G SS
)R;S(G SS

A . It is con-
sidered to be an existing tree. Furthermore let Z  be a set 
of elements  and  a relation which 
describes dependencies between the elements of 

m1 z,,z L AZRZA ×⊆
Z and 

the elements of A . The relation  is said to be left-
total. 
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Figure 5. Relation between elements Zz∈  and elements 

Aa∈ . 

Applying the concatenation operator to the relations  
and , as defined in relational algebra, allows for cal-
culating a relation 

ZAR

ASR

ASZAZS RRR o= . This relation speci-
fies which element Zz∈  is connected to which element 

Ss∈  via some element .  represents a struc-
ture of set 

Aa∈ ZSR
Z . This structure can be computed based on a 

given structure of the set A . Figure 6 illustrates the con-
nectedness of the elements Zz∈  and the elements 

Ss∈ . Hence, the tree structure presented in Figure 2 is 
used to derive a structure for the set Z  as shown in Fig-
ure 7. 

ZS

z

1z

1 ,z 2z

3 , 4z z2 ,z

S

s 1

s 2

s 3

s 4

Z R

4  
Figure 6. Connectedness between the elements Zz∈  and the 
structuring terms Ss∈  via elements . Aa∈
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Figure 7. Transferred structure on the basis of 

ASZAZS RRR o= . 

 
For the purpose of structuring an unstructured set on the 
basis of an existing structure, it is crucial that the relation 

, describing the remote connectedness of ZSR Zz∈  and 
Ss∈ , holds left-totality. This guarantees that for each 

element Zz∈  there is a related element Ss∈ . It is not 
required that  holds right-uniqueness. As a conse-
quence,  can not be used to obtain a classification in 
the set of elements 

ZSR

ZSR
Zz∈ . The main aspect of the dis-
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cussed matter in this section is to describe a formal 
method, which allows for transferring the structuring of 
an element to a related element. Figure 8 shows the result 
of applying step 4 to the set of related elements Zz∈  
according to the relation .  *T

SSASZA RRRR oo=

z

s 4

s 3

s 2

s 1 1 ,z 2z

z4

, 4,z2 zz3z1 ,

G
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Figure 8. Transferred structure on the basis of 

. *T
SSASZA RRRR oo=

Transferring the structure of a set to a related set results in 
a disposition of elements Zz∈  that corresponds to the 
technical sense of the level of detail of the structure. The 
principle of transferring an existing structure of a set to 
another set can be applied to each remotely related set. 
 
2.3 Method for set structuring based on formal criteria 

In this section a formalism is developed, which allows to 
assign checkable criteria to each node of a user defined 
structuring tree. As a consequence, only a validated sub-
set of elements is related to a specific position in the tree. 
In other words, assigning an element to a specific tree 
node is only possible, if the element passes a formal 
checking according to the required set of criteria. The 
addressed user defined tree represents a structure that 
shall be set up to receive data. The data is unstructured. If 
there is a relation from the unstructured data to some 
other data that is already structured, then those existing 
structures can be used for structuring the actual data. 
The following description is divided into three parts: 
First, sets, relations, and structuring trees are described 
that are named elementary data. This is followed by a 
description of a set and relations that are named related 
data. Once all the required data is introduced, the ap-
proach for an evaluable structuring tree is developed. 
Elementary data 
Let the sets  be sets of different elementary in-
formation entities. Each set  is related to an 
associated set of structuring terms  via a relation 

. 
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Figure 9. Structuring sets according to step one of section 2.1. 
 
Let the domains  and  be 
structuring trees that are used to structure the elementary 
information entities. These structuring trees are consid-
ered to be existing trees. They are used to structure ele-
mentary datasets.  
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Figure 10. Structuring trees according to step two of section 2.1. 
 
Applying the tree structures shown in Figure 10 to their 
corresponding set  on the basis of relation  re-
sults in the structuring presented in Figure 11.  
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Figure 11. Tree structures applied for sets according to step 
three of section 2.1. 
Applying the tree structures shown in Figure 10 to their 
corresponding set  on the basis of relation 

 results in the structuring presented in 
Figure 12. The tree structures shown correspond to the 
technical sense of level of detail. 
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Figure 12. Tree structures applied for sets according to step four 
of section 2.1. 

 
Related data 
Let set Z  be a set of information entities that is related to 
different sets of elementary information entities. The con-
nectedness of the elements Zz∈  and the elements of 

 is denoted by . Each relation 

 holds left-totality. 
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Figure 13. Relation between unstructured elements Zz∈  and 
structured elements iAa∈ . 

 
Approach 
Let  be a user defined structuring tree as pre-
sented in Figure 14. In contradiction to the trees 

 and  a user defined struc-
turing tree is not considered as an existing tree. The struc-
turing tree  shall be used to inculcate a struc-
ture to the elements of the set 

)R;T(G TT

)R;S(G 1,SS11 )R;S(G n,SSnn

)R;T(G TT
Z . 
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Figure 14. User defined structuring tree. 
 
Let be a set of relations, where each relation maps 
the elements of  onto the set of structuring tree 
nodes . This step represents the assignment of criteria 
to the nodes of the user defined structuring tree. There is a 
single essential condition in setting up the relations . 
Each root node of an existing structuring tree that is con-
tained in the sets , needs to be related to the root 
of the user defined tree. These relations are presented with 
bold arrows in Figure 15. The necessity of this restriction 
is explained later in this section. 
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Figure 15. Assigning criteria to the nodes of the user defined 
tree. 
 
Based on the introduced sets, relations, and structuring 
trees it shall now be described, how the existing structur-
ing trees  and  can be used 
to validate inserting of related information entities 

)R;S(G 1,SS11 )R;S(G n,SSnn
Zz∈  

into a user defined structuring tree on a formal basis. Thus 
the related subset of a specific tree node consists of a 
validated subset only.  
The path from the root of the tree to a specific location 
represents a sum of conditions. Adding an element Zz∈  
to a specific tree node requires each condition to be satis-
fied. The sum of conditions is composed of node relevant 
conditions and a path relevant condition. The path rele-
vant condition represents the intersection of each node 
relevant condition (logical AND).  
The node relevant conditions are based on the relation 

 and calculated as follows:  TZRZT ×⊆

SiT
*T

SiSiAiSi

n

1i
ZAiZT RRRRR oooU

=
= . 

ZTR  describes the connectedness between the elements 

of Z  and the elements of T .  represents the trans-

posed reflexive transitive closure of . If there is a 
remote relation  between 

*T
SiSiR

SiSiR
zRt Zz∈  and Tt∈ , then the 

node relevant condition for node  is satisfied. Assigning 
the elements 

t
Zz∈  to the structuring tree  

based on the relation  is presented in Figure 
16. This accords to step tree of section 2.1. 
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Figure 16. Node relevant conditions. 
 
Applying the path relevant condition to the tree, presented 
in Figure 16, results in the final control structure, pre-
sented in Figure 17. Based on the system of subsets pre-
sented in Figure 17, it is now possible to check the as-
signment of an element Zz∈  to a user defined structur-
ing tree. An element may only be assigned to a specific 
tree node if it is part of a tree node related subset. 

z

3z2 t 2

t 6 t 7

t 5 3z3z
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t 1 2 , 3z z1 ,z

3z3z 3z3zt 3 t 4 2  
Figure 17. Concatenation of node relevant conditions by logical 
AND. 
 
Depending on the assignment of criteria to a user defined 
tree, it can easily happen that the resulting control struc-
ture, as shown in Figure 17, contains empty subsets. In 
this case, the set of conditions is restrictive in such a way 
that there is no element that can be assigned to the node. 
To make sure that there is at least one node in the tree that 
is able to take any element, the above mentioned restric-
tion has been set up. Each root node of an existing struc-
turing tree that is contained in the sets  needs to 
be related to the root of the user defined tree. Without this 
restriction it would be possible to set up a user defined 
tree, which would not guarantee that each element 

n1 S,,S L

Zz∈  
is allowed to be added to the tree. This, however, is the 
crucial purpose of this tree. 
If a classification is required, each element Zz∈  may 
only be added once to the tree. 
 
 
3 INFORMATION MANAGEMENT 

In this section, the information management of a process 
modelling technique for scheduling construction tasks is 
described. It has been developed at the Department of 
Process Modelling in Civil Engineering at Technische 
Universität Berlin. The modelling technique has been 
addressed in the article “Can algorithms support the 
specification of construction schedules?” by Huhnt and 



 612

Enge (2006). The information management is presented 
in this paper. It is based on sets of units of information 
and trees used for structuring the elements of the sets. 
Different sets of information units are introduced. Some 
sets are project independent. They are specified only once 
in a construction company. Other sets are project specific. 
They are specified for each project. Some sets are struc-
tured by a single tree. Other sets are structured by several 
trees. The set of project specific construction activities is 
introduced as related data. A project specific construction 
activity is an activity executed at a specific component. 
There are different types of components. The structure of 
the project specific set of construction activities is 
checked according to section 2.3. 
 
3.1 Project independent sets of information units 

Starting point for modelling a construction process are 
sets of elementary data. This includes a set of elementary 
activities, a set of status values, and a set of component 
types. Elementary activities are non-divisible and trade 
specific units of information. Performing an elementary 
activity is time consuming and describes the transforma-
tion of a building component. The state which is reached 
after terminating the activity is described by a status 
value. In this respect, the set of status values represents a 
set of state descriptions, each corresponding to an elemen-
tary activity.  
Based on the set of activities and the set of status values, 
component oriented manufacturing processes are mod-
elled. These are denoted by component types. A compo-
nent type describes the manufacturing of a component of 
a specific type in a generalised way (Enge 2005). 
 
3.2 Project dependent sets of units of information 

Buildings are the matter of projects in civil engineering. 
In the context of the underlying modelling technique, a 
building is decomposed into a set of components. Each 
component is assigned to a component type. The elements 
of the set of components are elementary information 
units. Based on this set of components and their related 
component types, a set of process relevant activities is 
generated. Grouping elementary activities in such a way 
that they form an appropriate unit in the context of sched-
uling leads to a set of summarised activities. Each set of 
summarised activities forms a unit of information and is 
denoted as construction activity.  
Each construction activity consists of at least a single 
elementary activity that is executed at a specific compo-
nent. The elementary activity and the addressed compo-
nent form a tuple. A construction activity can be related to 
more than one tuple. Modelling pre-requisites and results 
of construction activities based on components in states is 
described in Huhnt and Enge (2006). 
 
3.3 Structuring trees for elementary units of information 

The following trees are introduced to structure the ele-
ments of the sets of elementary information units:  

- Trades 
is an elementary structuring tree, structuring according 
to STLB-Bau (2007). The tree is project independent. 

It is used to structure the elements of the set of ele-
mentary activities and the set of status values. 

- Type of building works 
is an elementary structuring tree, structuring according 
to the type of work that is executed at a component, 
e.g. construction, deconstruction, conversion, tempo-
rary construction, etc. The tree is project independent. 
It is used to structure the elements of the set of com-
ponents. 

- Location 
is an elementary structuring tree, structuring according 
to the location. The tree is project specific. It is used 
to structure the elements of the set of components. 

- Type of components 
is an elementary structuring tree, structuring according 
to DIN 276 (2006). The tree is project independent. It 
is used to structure the elements of the set of compo-
nent types. 

The set of components is structured based on Type of 
building works and Location. Due to the relation of a 
component to a component type and via a component type 
to activities and status values, all other introduced struc-
turing criteria are available for components as well as for 
component types. Transferring structures of sets to re-
motely related sets is described in section 2.2. 
 
3.4 Structuring trees for construction activities 

The following tree is introduced to structure construction 
activities:  

- Tasks 
is an evaluated structuring tree, structuring according 
to a user defined pattern. The tree is project specific. It 
is used to structure the elements of the set of construc-
tion activities. 

The tree Tasks represents a special tree. So far, the ad-
dressed structuring trees conform to the general under-
standing of a structuring tree. They represent a hierarchi-
cal structure that can be used to hold elements. There is 
no underlying logic that validates the composition of tree 
node specific subsets. In other words, there is no mecha-
nism that guarantees that a specific tree node only holds 
elements corresponding to the description of the tree 
node. The element disposition depends on the user and its 
correctness needs to be checked manually. This approach 
is prone to errors. One possibility of avoiding inconsistent 
dispositions is to set up generalised trees with predefined 
related subsets. This concept is applied e.g. to manage the 
project independent information. As this approach does 
not allow any flexibility, it is restricted to few use cases 
only. Construction processes are individual, each one with 
different requirements concerning the structuring. Hence, 
it is impossible to set up a general structure to organise 
any construction processes. A different approach is neces-
sary to satisfy the requirements concerning flexibility. For 
this purpose, the special approach presented in this paper 
has been developed. The user defined structuring tree 
which has been introduced in section 2.3 is an adequate 
structure. This tree allows for setting up a project specific 
structure. The concept of the described user-defined struc-
turing tree is applied to the tree Tasks. A construction 
activity can only be inserted into the tree if node and path 
relevant conditions are satisfied. 
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The specification of the tree Tasks requires the definition 
of the tree and the assignment of criteria to the tree nodes. 
The set of assignable criteria is made up by the node sets 
of the trees Trades, Type of building works, Location, and 
Type of components. These sets represent the different 
sets of structuring tree nodes that are used for structuring 
the set of components, the set of elementary activities and 
the set of component types. The connectedness described 
in section 3.2 between construction activities and both, 
components and elementary activities, as well as the con-
nectedness of components and component types, allows 
for structuring construction activities on the basis of all of 
these sets. Once the tree is set up, process specific con-
struction activities can be inserted. The structuring results 
in a classification of the process relevant construction 
activities if each element is assigned only once.  
In this context, two significant differences compared to 
conventional approaches shall be pointed out. On the one 
hand the set of process relevant activities is complete, 
assuming that the decomposition of the project into com-
ponents is complete, and on the other hand the structuring 
guarantees for reliable subsets. These two aspects signifi-
cantly increase the quality of information management in 
modelling construction processes. 
 
 
4 USE CASE 

A pilot implementation has been developed based on the 
approach described in this paper. The pilot implementa-
tion includes a modelling technique where construction 
activities are specified independently, and the technologi-
cal inter-dependencies between these activities are com-
puted. Correctness and completeness of the calculated 
inter-dependencies can be guaranteed with respect to user 
input. A proposal for a follow up chart is generated which 
can be used as a basis for further scheduling activities. 
The pilot implementation has been used to develop a 
schedule for a real construction project. The result has 
been compared to a conventionally developed project 
schedule. The project covers the reconstruction of a nine 
story office building with approximately 1000 m² surface 
per floor. The building is torn down to its skeleton and 
rebuilt again. The tasks cover outside facilities, the re-
placement of the facade, the technical building equipment 
and the reconstruction of the interior. The reconstruction 
of floor one to four is not part of the project. This work is 
treated in a separate project.  
In the context of the process modelling, the building has 
been decomposed into 197 components of 44 component 
types. Generating the set of project relevant construction 
activities resulted in 363 elements. The underlying proc-
ess of the conventional schedule consisted of 216 activi-
ties. The assimilation of the levels of detail has been real-
ised by defining adequate summary tasks in the set of 
construction activities. The definition of summary tasks is 
part of the structuring of the construction activities. For 
this purpose the tree Tasks has been set up. Each node of 
this tree represents a summary task in the conventional 
sense. The tree consisted of 84 nodes. To ensure reliable 
subsets, each node has been configured by a single crite-
rion.  

As a consequence of using the described approach, each 
summary task contains only those construction activities 
that semantically fit to the summary task. Inconsistencies 
where a construction activity, which is to be executed on 
the first floor, is assigned to a summary task of the second 
floor cannot occur any more. A manual checking is not 
necessary to guarantee the correctness of the structure. 
 
 
5 CONCLUSION 

This paper describes in detail the mathematical founda-
tion of relation-based set structuring, using specific trees. 
Based on this concept progressively different structuring 
techniques are introduced. The main focus is on a struc-
turing, which allows to assign checkable criteria to each 
node of a user defined structuring tree, so that conse-
quently only a validated subset of elements is related to a 
specific position in the tree.  
The described structuring techniques are applied to the 
information management of a process modelling tech-
nique developed for scheduling construction activities. 
Based on data of a real construction process the modelling 
technique has been applied, and the resulting schedule has 
been compared to a conventionally developed schedule. 
The results of the investigations, stated in this paper, are 
focused on structuring aspects.  
It is assumed that a construction process involves project 
independent and project specific information. Depending 
on the type of information, different structures are ap-
plied. Particularly, the project specific structure of con-
struction activities has been of special interest. It turned 
out that structuring construction activities on the basis of 
a structuring tree, satisfies the required flexibility of indi-
vidual construction processes and contributes to the clar-
ity of the underlying information management. The ease 
in locating specific activities increases performance while 
modelling. 
Further investigations are necessary in the context of 
evaluating subsets of tree nodes. Adding an element to a 
tree node requires node specific conditions and path spe-
cific conditions to be satisfied. A specific evaluation rule 
has been applied here. Further rules still need to be inves-
tigated. Different combinations of the logical operators 
may be considered. 
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MISSING FUNDAMENTAL STRATUM OF THE CURRENT FORMS OF THE                    
REPRESENTATION OF CONCEPTS IN CONSTRUCTION 

Ivan Mutis, Raja R.A. Issa, Ian Flood 
Rinker School of Building Construction, University of Florida, Gainesville, USA 

ABSTRACT: The generation of concepts in the construction industry involves the interpretation of syntactically defined 
symbolic notations, such as logic, frames, semantic networks, natural language, and of other forms such as visual rep-
resentations. These notations are deliberately organized to define concepts. Models as forms of representations are 
based on symbols that are aimed at referring to some entities of the world with properties and relations apprehended 
within them. Models involve grouping a set of relations, which characterize concepts, with the purpose of sharing and 
understanding these concepts by members of the community. However, models suffer the limitations that logic and the 
symbolic notations bear, because they cannot capture the richness of the phenomena of the world in their syntactic no-
tation nor other intentionality features. Other forms of representations such as visual representations suffer the same 
limitations. 
An analysis of the nature of the representations employed in the construction industry suggests the inclusion of the ac-
tor’s role in a new stratum for generating representations of construction concepts. This actor, who manipulates or 
generates the representation for communicating concepts, is committed to the intentionality aspects of the represented 
concept that are not captured in current forms of the representation. The inclusion of these and other phenomenological 
aspects concerning the nature of the representation are intended to generate representations for accurate interpreta-
tions. The modus operandi with these representations indicates a subsequent interpretation by other actors or project 
participants. The inclusion of this stratum promises a significant progress in creating efficiency in interoperability on 
construction projects. The assumption is that the representations are cognitive manifestations of common, shared con-
cepts employed by the construction industry community. This analysis is supported and developed through the semiotic 
theory which addresses the nature of the representations through signs and the role of agents with the representations 
and with the external physical domain. 
This study attempts to approximate semiotics as an experience that illustrates the reasoning process from external rep-
resentations and the role of intentionality in employing external representations. This experience inquires about the 
form of the correspondence of the perceived, entity, event, and relations, or, in other words, a correspondence of a phe-
nomenon in the world with the concept in the construction participant’s mind. In addition, the purpose of this experi-
ence is to provide direction to the method of how semantics aspects should be understood to give interpretations for 
concepts employed in the construction industry. 
KEYWORDS: semiotics, construction concepts, representations, interpretation. 
 
 
1 INTRODUCTION 

This investigation searches for the understanding of the 
forms of representation employed in the construction in-
dustry in their prima naturae and in their prima character 
states. The objective is to comprehend the role of their 
semantics, their relationship with the actor’s or the inter-
preter’s role, and the extent of their ability to capture the 
richness of the construction domain. A clear distinction 
between the nature of representations, their semantics, 
and the role of their interpreters is suggested. A close 
analysis of these elements indicates a missed stratum 
where the semantics of the representations that articulate 
the actor’s interpretations can take place. The suggested 
approach consists of a study of the fundamentals of forms 
of representations employed in construction industry. 

Interoperability in the construction industry implies the 
interpretation of syntactically defined symbolic notations 
and of other forms such as visual representations. These 
notations are deliberately organized to define concepts. 
The understanding and characterization of concepts into 
symbols and other forms of representations are also ad-
dressed in this research. The analysis of the systematic, 
common forms of symbols, and particularly those from 
the semiotics experience of the representations are put 
into consideration within this approach in order to ques-
tion the current employed forms of representation in their 
ability to express meanings in interoperability. Sharing 
concepts among the construction industry community is 
limited to the captured content in the representations pro-
ducing errors and misinterpretations in these operations. 
The suggested approach consists of the study of the rela-
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tionship between concepts and their associations to a 
more primitive sense of signs, i.e concepts and system-
atic, common forms of symbols that can be embedded in 
models or in computers, and of the role of the agents with 
the representations of concepts and the domain. 
 
 
2 FORMS OF REPRESENTATIONS IN THE CON-

STRUCTION DOMAIN 

The agents of a community generate descriptions of hypo-
thetical objects and states of affairs of their domain 
through forms of representations with the purpose of 
communicating them. These descriptions are abstract and 
are grounded on the possibility of their existence, al-
though they can be imaginary. An architect, as an agent of 
the construction-project network, can generate the de-
scription of a clay tile roof though a set of symbols, which 
can be systematically expressed in natural language. The 
syntactic set of symbols can be interpreted as an utterance 
in natural language and those utterances are indeed sys-
tematically interpretable as to what they mean (Harnad 
1994). This description is a characterization of the clay-
tile-roof objects. The characterization can be expressed 
through the advantages of being energy efficient, fire-
proof, and long lasting compared to asphalt or fiberglass 
shingles. The clay roof description can also include the 
state of affairs within the space-time region, such as the 
suitability of use in hot and dry climates. The goal of the 
architect’s abstract description is to represent his or her 
concept in a form of representation to be communicated 
to other actors in the domain. This concept is represented 
through a set of symbols in the example. The architect’s 
intention through the description of the abstract object is 
to make a reference to the possible identifiable physical 
object that meets the architect’s description in the domain. 
In the simplest case, the architect describes their abstract 
creation of the clay-tile-roof assembly. 
In the construction domain, the represented concept 
through symbols, models, or visual representations is in-
tended to be related to the physical domain i.e be physi-
cally realized. The construction participant reifies and 
finds relationships between the interpreted concept and 
the physical domain. The agents in that world perform 
this association and transform physical objects through 
actions. Some of these actions are prescribed within the 
representations. For example, a construction schedule is a 
document and a representation that contains axiomatic 
rules, and it is employed for planning activities on a con-
struction project. These activities are actions that are go-
ing to be taken in the space-time domain. The space do-
main corresponds to the physical domain of the construc-
tion project and the time domain, to the schematic order 
when the actions are executed by the project participants. 
The construction schedule is a representation that is inter-
preted by the actors, and it can also be directly manipu-
lated by other agents such as computers. The actors’ in-
terpretations are semantic operations and the manipula-
tions of the actors’ representations are “computations” of 
the symbolic composition of the representations. The op-
erations of some activities performed on the axiomatic 
hierarchy of the construction schedule are “computa-

tional” operations. These operations are based on a sys-
tematic symbol manipulation following a set of rules. The 
“computational” operations are not part of the semantic 
operations although they are interpretable, but they are 
manipulations of a systematic set of symbols. The seman-
tic operations are based on the actors’ interpretations. The 
actors link together the components of the representation 
in order to perform actions in the construction domain. 
These links, which can be either from the representations 
to the domain or to other components of other forms of 
representations, are semantics. The agents’ interpretations 
of and links with objects in the domain, actions, or rela-
tions to other representations are semantic operations. 
 
2.1 Capturing the richness of the domain 

The creation of forms of representations, when actors 
capture aspects from the domain, is intended to reflect 
perceived features that were assessed as relevant. This 
judgment sacrifices other features from the infinite rich-
ness of the domain for gaining efficiency over the com-
plexity for the operations of these forms of representa-
tions. As was mentioned previously, these operations are 
from the semantics or the computation domain. The rich-
ness is limited to the sacrifice made through the actors’ 
categorization, analysis, and conceptualizations of the 
features to be represented. The same judgment occurs 
when the representations are generated in the actors’ 
minds. In this case, the representation is intended to meet 
common aspects or features of the world shared by the 
community. 
A model, which is a form of representation, conceives the 
world within this limited description. The judgment of the 
modeler is the mechanism to explicitly build the represen-
tations based on assumptions and commitments. The sac-
rifice made through these judgments is an essential factor 
for understanding the failures of the operations of the rep-
resentations in the construction domain. The agents that 
manipulate the representations ignore the assumptions 
and the commitments made by the creator of the represen-
tations. This misconception is the cause of misinterpreta-
tions and of nonacknowledgment of the captured features 
which have been explicitly described in the representa-
tion. 
 
2.2 Grounding the representations and the domain 

The role of the construction participants as agents is to 
link poor representations through actions in the domain. 
The agent’s interpretation of the representations and the 
agents actions in the domain are the connection of the 
concept which is embedded in a representation, to the 
physical domain. The actions can also be performed by 
other agents without interpretation of representations. 
These agents, however, follow another prescribed set of 
actions from the models and they do not perform interpre-
tations. The prescribed set of actions of an elevator, an 
agent in a construction project, is to vertically transport 
materials within a certain distance, at a given speed, over 
certain time segments, etc. The elevator’s action responds 
to a model that enables the performance of the mechanical 
movements. A model corresponds to the non-guarantee of 
operating under any circumstance in the project. The 
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model may prescribe the basic actions for transporting 
materials. However it may not prescribe the necessary 
speed for transporting hazardous material. 
For a better understanding of the relationship among 
agents, representations, and the domain, consider Figure 
1. The two activities in a PERT model are representations 
of a prescribed series of steps, with certain constrains 
such as early start, early finish, late start, late finish and 
their corresponding relationships with subsequent activi-
ties, which an agent has to follow. Clearly, this form of 
representation models the execution process of two activi-
ties, which represent a specific concept, for example the 
timing of vertical movements for transporting materials. 
The agents, a computer and a construction project actor, 
perform actions that are prescribed by the model in the 
domain. The computer agent performs the action by com-
puting the model that consists of manipulating symbolic 
notations. Then, by some mechanism, such as computing 
the operation of the crane, the model acts upon or inter-
acts with physical elements in the domain. The construc-
tion actor, who is an agent as well, performs interpreta-
tions on the represented model in order to execute the 
indicated process with physical components in the do-
main. 
When a relationship is set up among a model and an agent 
or an agent and a domain, an interoperability act takes 
place. This research recognizes that the automation by 
computation of the representation is costly and difficult to 
implement due to the numerous set of operations that con-
stitute construction activities. Hence, it focuses on the 
relationships between the construction actor and the rep-
resentation and construction actor and the domain. The 
goal is to suggest methods for interpreting representations 
effectively by developing better methods to represent 
concepts. A motivating analysis concerning the nature of 
the representations and these relationships is presented in 
the following sections. 
 
2.3 Imperfect representations 

The representations in the construction industry do not 
fully pick out aspects of features that intervene in an ac-
tivity on a project. The representations are not complete. 
The industry has developed other forms for finding the 
description of the concepts. The partiality or incomplete-
ness of representations in delimiting situations in the con-
struction domain is balanced with other forms of formal 
descriptions or conceptualizations, i.e the specifications. 
The objective is to help the construction project actor per-
form more accurate interpretations by enriching the de-
scription of represented concept. 
The specifications are formal descriptions of a concept 
expressed in natural language. They express a desired 
behavior of the concept in particular. If the concept has 
already been represented in a form such as in a model, the 
model will describe the series of steps of what is modeled. 
The specifications represent the committed purposes with 
the concept. The actor’s actions, which follow this form 
of representation will be complemented with additional 
information through formal description of the concept by 
employing the specifications. The model describes the 
relations, steps, and the order of the actions to be taken by 
the actor, while the specifications describe the intended 

requirements or conditions that need to be met for the 
concept in the domain. 
The specifications indicate a declarative form of describ-
ing a concept and model a procedural form. Division 6 of 
the 2004 MasterFormat (CSI 2004) models “Wood, Plas-
tics, and Composites” and classifies the elements made of 
these composite materials used in a construction project. 
This model indicates how the elements should be organ-
ized in construction documents. The specifications of an 
element indicate formal characteristics of the element 
such as the operating temperature range. A brief observa-
tion of these forms of representations, the MasterFormat 
taxonomy and the temperature range expressed in natural 
language, suggests a description of a concept that captures 
a particular intention of the modeler. The taxonomy de-
scribes a set of elements that are made of plastics and the 
specification, the intended operating range temperature. 
The modeler describes through these representations the 
construction participant’s manipulation or use of a plastic 
element within a temperature range on a project. Clearly, 
the taxonomy explains how the breakdown of the plastic 
elements concept is defined, and the specification de-
scribes an intended temperature constraint. Therefore, the 
specifications are sets of descriptions that capture the in-
tention of the actor with the representation, as described 
in the preceding taxonomy model example. In other 
words, the specifications attempt to describe the intention 
of the modeler or construction participant with constraints 
or action constraints on the elements in the domains. Fur-
thermore, the modeler specifies the conditions of the 
situation of the element described in the taxonomy 
through the specifications in order to balance poor, ex-
plicit descriptions of the concept in the taxonomy. 
From the taxonomy model example, two elements have to 
be outlined. The first element is the construction partici-
pant or interpreter, who is the mediator between the do-
main and the representations or the model. The second 
element is the representation that prescribes the behavior 
of the agent that manipulates it as well as the intention of 
the modeler or the actor that builds the representation. 
The actor that builds the representation, or modeler, at-
tempts to make explicit the constraints of the concept in 
the world. This task cannot be fully satisfied due to the 
infinite and diversified nature of the world. 
The use of the representations on a project by the con-
struction participant is not a guarantee that his or her rea-
soning for interpretating them is the correct one. The ac-
tor’s reasoning is based on representations that are in-
complete or poor. Small domains can be systematically 
represented with acceptable and reliable results when the 
representations are grounded in the domain. However, the 
unique nature of construction projects makes them a 
source for infinite richness that has to explicitly be con-
ceptualized in the representations. The actor’s reasoning 
on the poor representations is essential for grounding 
them in the domain. In other words, the interpreter as a 
cognitive agent should solve the complexity of applying 
poor representations in the real world. Accordingly, there 
is a need for constructing new forms or representations 
that facilitate the construction participant’s quest in solv-
ing this complexity. 
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3 MODUS OPERANDI 

The sine qua non of the modus operandi of concepts in 
the construction domain is mainly cognitive. This cogni-
tive function is considered natural and its dynamics do 
not involve artificial processes, such as the use of algo-
rithms for efficiency. This modus operandi is presented to 
formulate a framework for the characterization of con-
cepts in the construction domain. This illustration con-
tributes to the understanding of the use and nature of the 
representations employed in this domain. The purpose of 
this illustration is to clarify fundamentals of the relations 
between the representations and the construction project 
participants as cognitive agents. This relationship is cen-
tral for the understanding of problems of representations 
generated from multiple sources within interoperability. 
One paradigm example is the reconciliation problem for 
integrating, mapping or merging sources of information 
(Mutis and Issa 2007a; Mutis and Issa 2007b). This 
analysis facilitates the detection of the additional forms of 
knowledge representation proposed within this approach. 
The examination of the modus operandi particularly ad-
dresses the perception, and interpretations of the represen-
tations and their constituents that depict concepts from the 
domain. The relationships between concept representa-
tions and the actor’s interpretation are based on the ac-
tor’s sensory experience, the actor’s internal conceptual 
role, and the use of representations as existing methods to 
communicate construction concepts among the commu-
nity. This analysis exposes the role of the actor with the 
representation through a sensory experience. 
 
3.1 Sensory experience and its role on concept interpre-

tation 

The perception and interpretations of modus operandi are 
in their simplest form a sensory experience and a cogni-
tive process. The general aspects of the dynamics of the 
sensory experience and cognitiveprocess can be deemed 
as self-explanatory by the reader. This triviality is bor-
rowed from an ordinary commonsensical perspective that 
ignores the fundamental nature of representations and the 
complexity of cognitive processes. The analysis approach 
in this study is supported by concepts derived from the 
areas of the philosophy of language and the cognitive 
sciences. 
The perception is an approximation of one or of a set of 
isolated physical entities in the world through the senses. 
It is the response of the mind to elemental uses of knowl-
edge. The uses become more complex when the agents 
adjust their goals for perception. This process is internal 
or embodied, which implies that concept structures and 
linguistic structures are shaped by the peculiarities of our 
perceptual structures Meanings or semantics are embod-
ied and, consequently, entirely internal. The truth condi-
tions of the isolated physical entities are provided by 
thought and perceived by the senses. The semantics are 
rendered by the interpretations performed on the condi-
tions of the stimuli. The actor interprets an internal repre-
sentation of external stimuli through a set of inter-related 
concepts learned by experience. The internal representa-
tions resemble other representations the actor already 
knows. This reasoning is performed by employing meta-

phors (Lakoff and Johnson 2003). The internal structure 
that forms a concept is complex and intricate and when-
ever the actor must work with such a concept, the actor 
interprets the concept in terms of an easier or simpler part 
of the whole concept (Minsky 1986). The easiest and 
simplest form is the primitive construct of that concept. 
The reasoning about the primitive construct is a form of 
the particular skeletal method of understanding about a 
concept that is central whenever the agents need to com-
municate a concept. 
Figure 2(a) illustrates an interpretation of a visual repre-
sentation by two actors working on the same construction 
project. Each one of the actors performs interpretations of 
the available explicit information of the drawings. They 
map their perception into an internal skeletal or primitive 
construct that constitutes a form that gives the semantics 
to complete the interpretation. The mapping is the reason-
ing mechanism that each agent performs. It can be noticed 
that a representation accomplishes two functions: infer-
ence of thoughts for (1) interpretation and (2) communi-
cation. The inference consists of the internal reasoning 
and the communication refers to a “calculus” on the accu-
rate level of granularity to generate a representation in 
order to communicate their meanings. 
 
3.2 Concept generation: a translation 

The internal thoughts are correlated and translated to an 
external representation, at least in the primitive form. The 
process of translating a concept into a representation is 
called concept generation. Figure 2(b) shows the genera-
tion of a concept by an actor on a construction project and 
its communication to another actor. The assumption in 
Figure 2(b) is that the representation is the only means for 
sharing information between the actors. The actor corre-
lates internal forms of representation: the syntactical ex-
pression ‘aluminum windows’ and the actor’s primitive 
construct that resembles the concept “aluminum window” 
that is visually represented. Then, the actor translates 
these associations into the drawings, a visual representa-
tion, which is done as an attempt to communicate the 
‘aluminum window’ concept to other construction project 
actors.  
The representation implies a purpose of translating “truth 
conditions” that one actor asserts about a concept. These 
“truth conditions” are better stated as beliefs that are 
translated into the representations. The beliefs are not 
intended to create senses of ambiguity on the assertions, 
but to underline that any assertion does not convey truth 
or logical necessity. In its capacity, the representation 
translates the concepts from the actor’s mind. Otherwise 
stated, the representation is an instantiation of the actor’s 
concept. The translations cannot be understood as literal 
by virtue of the differences of the mental constructs from 
the other actor. Even if two actors perceive the same rep-
resentation, as illustrated in the Figure 2(a), the semantics 
of the representation for each actor is different. If two 
actors share the same concept, the role of the concept is 
not exactly the same, although it can be similar. A con-
ceptual role differs in each actor’s internal concept net-
work (Rapaport 2002). In Figure 2(a), the resulting differ-
ences in the internal, conceptual roles are represented 
through the semantics differences, by color of the compo-



nents of the mental constructs from each actor. The actors 
interpret the semantics of the representations in terms of 
the actor’s own concept. The semantics relationships are 
consigned and are part of the large network of the actor’s 
mental constructs. This investigation attempts to ap-
proximate the semiotic experience with the shaped con-
cepts in the actor’s mind. This experience gives answers 
of the form of the correspondence of the perceived phe-
nomenon, i.e. entity, event, or relations, in the domain to 
the concept in the mind. In addition, this experience es-
tablishes the method of how semantics should be under-
stood in order to give interpretations of concepts. 

 
Figure 1. Representations, agents, and domain relationships. 
 

 
      (a)            (b) 
Figure 2. Modus operandi. 
 
 
4 THE SEMIOTIC ANALYSIS 

The best way for explaining a semiotic analysis for repre-
sentations is through examples derived from its corre-
sponding theory. The principal purpose is to set up a 
framework for the nature of interpretation of concepts 
and, for the purposes of this research a framework for 
interpreting the nature of the construction domain concept 
representations. Accordingly the following analysis is 
conducted based on Peirce’s (1991) theory of signs and 
his trichotomy: independence, relative, and mediating 
(Peirce 1991). Peirce was a logician who challenged the 
tradition of understanding thoughts not as ideas but as 
signs. The signs are external to the agent, who is respon-
sible for the thoughts and actions of an individual to 
which they are ascribed, and they do not have meaning 
unless interpreted by a subsequent thought. Signs, under 
the semiotic experience, are representations that contain 
meanings and purposes, which are prescribed by Peirce’s 
trichotomy independence, relative, and mediating. The 
representations take the form of a visual representation, 
of a set of markers that describe a formal language, of 

markers that are used to represent natural language, 
among other possible representations, such as the collec-
tion of hexadecimal numbers. In this analysis, the lan-
guage that previously was used to describe symbols is 
changed by the terms used in semiotics as signs. 
This semiotic analysis is an examination of the compro-
mise between the meanings of a representation per se and 
the concept associated with the understanding of such 
representation. The semiotic analysis gives a perspective 
from the nature of understanding of the concept from each 
one of Peirce’s categories. Pierce’s semiotic theory is 
based on his firstness, secondness, and thirdness catego-
ries. “Firstness is the conception of being or existing in-
dependent of anything else. Secondness is the conception 
o being relative to, the conception of reaction with, some-
thing else. Thirdness is the conception of mediation, 
whereby a first and a second are brought to a relation 
(Sowa 1999). The following section presents Pierce’s 
framework according to Material, Relational, and Formal 
aspects of the signs organized within the trichotomies. 
The first and Material trichotomy consists of Qualisign, 
Sinsign, Legisign; the second trichotomy consists of Icon, 
Index, and Symbol, and the third includes the Rheme, 
Dicent Sign, and Argument. 
 
4.1 Qualisign 

Qualisign is a sensory experience originated due to stim-
uli of some material on the actors’ senses. It has not refer-
ence or any additional indication to identify a meaning on 
it, but it has a character of being qualia. In the broad 
sense of the term, ‘qualia’ refers to the phenomenal as-
pects of the actor’s reaction. Figure 3 shows a representa-
tion, which in this case should be perceived by visual 
senses. Any actor can perceive it through visual stimuli. 
The source of this stimulus is a ‘contrast’. This first dis-
tinction that the actor possesses by contrasting a represen-
tation is a sensory experience. Qualisign is simply the 
sensory experience and, as an experience itself, it is inde-
pendent of the source. It has the same quality as an ap-
pearance. Qualisign is founded on Peirce’s firstness cate-
gory, which is independent of anything else. In the exam-
ple, the visual-representation contrasts are themselves 
independent from the source. They could have originated 
from printed drawings on paper, or rom a computer 
screen. When the agent perceives the representation, here 
by visually contrasting dark and light, a set of relation-
ships originating from what is perceived are internally 
created within the agents mind. These relationships are 
used to create distinctions in the actor’s mind. 
 
4.2 Sinsign 

This category is named material indexicality and relates 
qualisign, or the perception due to stimuli, to an internal 
concept that resembles an entity or an event. Sinsign is the 
result of the recognition of the simple material quality or 
qualisign. The recognition assigns meaning or semantics 
to the qualisign. The assignment of relations to the per-
ceptual experience is the identification of semantics. Ac-
cording to this tradition, it takes place in secondness. 
The fact that sinsign has been identified implies the rec-
ognition of a particular mental construct or concept within 
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the actor’s mind. In the semiotics experience, the source 
is recognized by perception and it is related to a specific 
source that has previously been understood by experience. 
Figure 4 shows a section of drawings that are chunks of 
traces of ink on paper and are recognized as a source that 
allows assigning meaning to the traces of ink on paper as 
drawings. In other words, this recognition identifies the 
concept drawings by visual perception. In the Figure 4 
example, the recognition of this visual perception implies 
a match within the actor’s mind of an a priori, learned, 
piece of drawings concept. However, the recognition of 
pieces of drawings does not imply the definition of the 
convention or a consensual semantics of the sinsign. 
 
4.3 Legisign 

Legisign’s main feature is the essential character of obey-
ing a social consensus about the semantics of a particular 
concept. Legisign has a force of convention or a social 
understanding of the sort of recognized sinsigns. Legisign 
is under a mediation category, which indicates that the 
actor’s reasoning does not add additional semantics to the 
interpreted sign. Legisign identifies the convention or 
social understanding of such a particular concept. If the 
representations correspond to legisign, the actor's reason-
ings about the meaning of the perceptions, identifies that 
the representation or signs have relations to the learned 
and socially agreed upon concept, and performs assertions 
about these relations. These relations are inferences from 
previously learned concepts within the actor’s mind. 
The lack of social consensus about a concept, an agree-
ment, or an enforced legislation negates the possibility of 
considering a representation as legisign. The meaning of a 
concept is shared in commonality within a network. The 
understanding of the signs is based on a common set of 
constructs that constitute a concept. The interpretation of 
sinsigns can be a positive reaction towards an association 
of a previous, social consensus. If this reaction is per-
formed, the interpreted sign are consider legisigns. In the 
example, the visual distinctions of a group of parallel and 
perpendicular lines grouped in a certain layout infer a 
form a window in the agent’s mind. In the example (see 
Figure 5), the distinction implies the identification of an 
arrangement in a layout of parallel and perpendicular 
lines. The ‘arrangement’ of lines corresponds to sinsign, 
which corresponds to the schema shown in Figure 5(a). 
The result of the association of the ‘arrangement’ into a 
concept that resembles the concept ‘window’ is a legisign. 
The concept ‘window’ was learned a priori and corre-
sponds to a socially agreed upon concept that is supposed 
to have a definition that stands for: a physical device that 
isolates two environments by keeping a visual contact 
between them. The convention of the window definition 
should resemble multiple a priori mental constructs that 
meet the description of this definition. Figure 5(b) illus-
trates the hypothetical internal representations for a cer-
tain agent that stands for the concept that resembles the a 
priori learned concept of windows. 

 
Figure 3. Visual experience as qualisign. 
 

 
Figure 4. Sinsign 
 
4.4 Icon 

This category is part of the relational trichotomy, which is 
determined between a representation and an entity. A sign 
is a representation when it is recognized per se as a repre-
sentation for the cognitive agent. To define an icon is to 
define a resemblance to a concept in the agent’s mind. An 
icon is a representation that resembles a specific entity. 
The distinctions as an entity are possible as a result of the 
learning process within the actor’s mind. The cognitive 
agent interprets it by establishing relations or finding se-
mantics. The representation is not interpreted as qualia or 
as pure material, but the nature of the material has the 
quality to be recognized as a representation by the actor. 
The relations that the actor identifies are apprehensions 
based on similarity. The similarity is a property of the 
perceived phenomena and it is employed to find relations 
to the mental construct of the actor. Similarity does not 
designate the characteristics of a concept. It establishes 
general indications of what a representation of a concept 
refers to. 

 
     (a)                (b) 

Figure 5. Legisign. 
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              (a)                       (b) 

Figure 5. Icons, and the resembled concept. 
 
An icon through the effect of the similarity distinctions 
does not implicate true existence of that entity. An icon 
makes clear the resemblances to a concept that has been a 
priori elaborated. The primary distinction through simi-
larity in the agent’s body of knowledge does not assign 
further semantics to the icon. The similarity is a contrast-
ing reasoning that formulates indication to a concept. Fig-
ure 6(a) shows an example of a representation that it is 
visual. The form of the representation resembles a con-
cept the reader is already familiarized with and which is 
depicted in the Figure 6(b). This a priori, primary, dis-
tinction is derived from similarity contrasts, and it is sup-
posed to resemble a concept, in this case, the concept 
‘window’. Icon distinctions depend on the cognitive 
agent’s experience. Thus, in the example the representa-
tion could resemble the habitat of insects or the design of 
a marine, emergency flag. 
 
4.5 Index 

The constituents of index are markers or icons whose se-
mantics exclusively indicate a relation to a specific con-
cept. An index loses its semantics if it does not react upon 
a concept, i.e it ‘declares’ the existence of a concept. The 
index’s semantics function is to afford the existence of a 
concept. An interpretation of the concept can be guided 
by the index, although the index may not be necessary for 
its interpretation. The index serves to make connections to 
a concept in the cognitive agent’s mind. The indication to 
the concept does not imply the distinction of the concept’s 
properties or some additional semantics. Indexes provide 
no other than the indexical relation.  
The nature of the index can be of any type such as a 
physical or material entity, relations or events, or even an 
imaginary thought. A cognitive agent does not need a 
physical or material connection in order to get an indexi-
cal “relation”. A visual representation such as a photo-
graph serves to identify a concept on the photograph and 
it is not physically connected. In the same way, a set of 
markers that form the student ID number, which pos-
sesses semantics and constitutes a social concept for iden-
tification purposes, provides for indexical functions and is 
not physically connected. Physical connection means a 
direct contact that produces a stimulus to the actor’s 
senses. By virtue of the connection or relation with a con-
cept, index is part of the relational trichotomy that estab-
lishes a relation between a sign and an entity. The connec-
tion, expressed through the indexical relation, is inde-
pendent of any similarity relation to the entity. The in-
dexical function is an internal inference that generates 
distinctions to a particular concept within the actor’s 
mind. Index conveys mappings to a concept that resides in 
the cognitive agent’s mind. If an index is learned by ex-

perience and it is identified through social conventions or 
consensus, this index points to a concept that can be rec-
ognized by other members of the actor’s network. An 
index that possesses a social role has nonsolipsistic char-
acter and its nature is not imaginary. 
Although, Peirce suggested that indici point to objects or 
facts, this study treats objects or facts as concepts that 
actors identify by stimuli. The concepts must be com-
monly recognized by social actors, i.e they are common, 
shared concepts. This particular, social, inclusion feature 
of index implies a purpose of sharing concepts among the 
community. This purpose, then, should make any index, 
by virtue of its semantics, be an artificial signal to point to 
a concept. The pointed or mapped concept, by virtue of 
the indexical relation, must be the same independently 
from which actor performs the interpretation. A photo-
graph is an index that can be read by any other actor, and 
the indexical relation always maps to the photographed 
entity. Under this social dimension, indexes map to a 
unique entity and they serve as an identification of that 
entity. However it is important to note that indexes are not 
‘identities’, they are artificial representations that, under a 
social consensus, afford the indexical relation. The set of 
markers that compose a social security number can indi-
cate identity or ownership of a boat. Index just points to a 
concept and social conventions convey the semantics of 
what is pointed at. Within the social, convention role, 
index has the character of being dependent on the mapped 
object although it is an artificial representation that can 
exist by itself. The reasoning process consists of perform-
ing inferences with the purpose of finding matching to the 
identified entity. The social security number is an index 
that serves as a means of matching other sets of numbers 
in a knowledge base of social security numbers. The in-
ference for a search of matches is based on similarity rela-
tions. In Figure 7, the set of markers “Type H”, at the 
bottom of the visual representation ‘drawings’, indicates a 
map to the concept ‘aluminum windows’. This indication 
to the concept encompasses the set of showed constraints 
of size, of spatial arrangement of the components of the 
‘aluminum windows’, and of the displayed values such as 
that of the concept’s dimensions. The reasoning behind 
the “Type H” index consists of performing searches for 
matches to other representations that contain the set of 
markers “Type H” within a knowledge base. This knowl-
edge base can be construction specifications, schedules or 
any documents that contains the representation, index 
“Type H”. In the same way, the inference that acts on 
other sets of markers, such as the social-security-number 
index, searches for matches that are based on the similar-
ity relation. 
 
4.6 Symbol 

Symbols are the result of a rule or association for a sign 
by virtue of the experience or of the learning ability of the 
cognitive agent. This rule governs the representation of 
signs or indexes. Symbols are the outcomes of the learn-
ing process that has shaped the concept for a particular 
meaning. The actor establishes the semantics of a concept 
by learning. When an actor recognizes a symbol, it is 
simply associated to a concept, i.e the actor understands 
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the semantics of that symbol with no additional inferences 
or aids from other sources for its comprehension. 
The interpretation of symbols depends on the previous 
actor’s experience and its assertion responds to the actor’s 
understanding of such a symbol. In the actor’s learning 
process, the addition of semantics to other representations 
and rules, such as syntax rules, can be a very complex 
process. This semantics addition should respond to any 
perceived sign during its interpretation. This suggests that 
there exists symbols only under interpretation, and that 
their character of existence is embodied in the actor’s 
mind. The symbol interpretation is the resulting distinc-
tion of an a priori, learned concept in the actor’s mind, 
and the resulting perceptions are instances or replicas of 
the agent’s concept. Figure 8 illustrates a symbol on a 
computer screen. The symbol is an instance of some 
printed drawings. The actor associates the perceived signs 
with the concept drawings. At the same time, the actor 
identifies further semantics in each one of the distinctions 
performed and perceived from the provided signs on the 
computer screen. The role of the computer screen is to 
serve as a means of replicating the signs that represent the 
symbol of the concept ‘drawings’, or in other words in-
stances of the concept ‘drawings’. The computer screen 
mediates the represention of the concept drawings 
through the symbols on the screen. Clearly, the symbols 
are presented in visual representation form. 
The agent can find additional associations for additional 
semantics during the resulting reasoning concerning the 
symbols on the computer screen. The additional associa-
tions are mediated through the signs shown on the screen. 
The screen mediates for additional associations or addi-
tional semantics in order to be distinguished by the actor. 
The lines on the top and the left side of the scheme on the 
computer screen are signs that add semantics to this visual 
scheme. The actor might read these signs as symbols for 
defining and delineating ‘size’ properties of the visual 
scheme. Therefore, the actor associates additional seman-
tics to the mediated concept. Clearly, the screen serves as 
a device that mediates for a representation, which in this 
case is a visual representation, of the concept ‘drawings’. 
The symbols on the computer screen afford information 
that the actor has a priori learned and defined by experi-
ence. The learned concept ‘drawings’ should guarantee 
the necessary semantics without the need for employing a 
mechanism of reasoning such as additional inferences or 
the use of rules or propositions. A cognitive agent elabo-
rates a mental image from the symbol that mediates a rep-
resentation of an entity. The entity, in this case, is repre-
sented on the drawings. 
 
4.7 Rheme 

This category represents a set of markers that afford a 
proposition or relation to some concept. Rheme are the 
makers that have been identified by the actor as signs that 
have a form of representation and that hold information of 
a concept. Rheme essentially represents the signs that be-
long to a formal language and that can be either natural or 
artificial. For example, the word ‘bell’ is composed of a 
set of markers that hold information about a concept: “A 
simple sound-making device or a percussion instrument 
that has a form of open-ended hollow drum and resonates 

upon being struck.” The markers ‘b’, ‘e’, ‘l’, ‘l’ as set 
hold this definition. The actors that perform the percep-
tion of the markers have learned the concept and they 
imply a consensus or a social concept description, which 
is part of features of formal language. 
Rheme’s components have the quality of quilisign and 
they can be identified as signs or markers; they can be 
recognized as representations. The resulting identification 
of the primary information of the markers is their recogni-
tion as a representation. Rheme affords some information 
that holds meaning to the cognitive agent. The informa-
tion does not have any additional indication than the pos-
sible identification of a concept. The series of markers 
‘aluminum window’ might afford the information for an 
actor about a material element that resembles the role, the 
form, and the properties of a window, which is made of 
aluminum material. This example takes an ontological 
account by naming properties and forms, with the purpose 
of explaining the possible concept characterization that an 
actor might possess. Then, the set of markers ‘aluminum 
window’ represents a qualitative possibility in a formal 
way in the example. Although Peirce (1991) defines 
Rheme as terms that have the ability to conserve a blank 
in a set of a proposition, Rheme’s definition can be ex-
tended to signs to be used in formal languages in general. 
 
4.8 Dicent sign 

Dicent sign, also expressed as dicisign or dicent, repre-
sents a formal category of indici. Dicent sign is the asser-
tion of a concept, which, in turn, is the result of identify-
ing the semantics of the concept. The actor reasons on the 
perceived sign, shapes its semantic, and expresses an as-
sertion. Dicent sign can be interpreted as true or false, but 
this interpretation is embodied. Then a truth or false char-
acter resides on the semantics that are refined through the 
distinctions made on the perceived entity. The actor’s 
interpretation has the character of being true or false. 
Therefore, the sets of markers that compile the representa-
tion and constitute dicent sign have the capability of being 
true or false. The result is an assertion produced when the 
actor assigns semantics. Dicent sign affords grounds for 
interpretation and its purpose is to perform an assertion 
about what is perceived by the actor. 
Dicent sign can adopt indexation signs due to its nature. 
An example of dicent sign is as follows: the project man-
ager makes the following assertion, “The subcontractor 
fixed the window.” This phrase is an assertion built in 
natural language that is composed of a series of words 
that in turn are a set of markers that afford information 
and that assert the existence of an entity or event. In the 
example, the cognitive agent, who perceives the set of 
markers that form the phrase, might take for granted the 
truth or might reject the assertion. This means that the 
phrase still affords grounds for interpretation. 
 
4.9 Argument 

Argument is a sign that involves formality in the interpre-
tation of a dicent sign and it falls under the formal media-
tion category. It is the reaction to the perception of a 
learned concept without further reasoning for finding ad-
ditional semantics on the perceived sign. Argument has 



the form of law to the actor and does not give grounds for 
interpretations other than that intended. Although argu-
ment suggests an intended interpretation, the cognitive 
agent processes it as a definitive “belief.” In other words, 
this argumentation is taken as “belief” and its reasoning 
about premises concerning the argument validity are not 
examined. For example, “The window must be made of 
aluminum, and not from any other metal.” Therefore, the 
assertion is created to represent a constraint in the type of 
metal of a window. The interpreter or cognitive agent 
might vary the interpretation according to his or her belief 
concerning the meaning of aluminum metal. 
The mediation level of argument represents a further re-
sult than the addition of semantics to the signs. The de-
rived result of the sign perception and interpretation re-
flects intentionality. With argument, the intentionality 
reaches a level of formality, which does not require addi-
tional reasoning for assigning semantics for the actor. 
Clearly, the basic reasoning of argument consists of the 
identification that is learned and refined a priory. The 
basic argument for interpretation is regarded as previous 
knowledge. 
 
4.10 The semiotics experience and its implications in con-

struction industry 

The purpose of introducing the semiotics theory through 
this investigation is to analyze the role of the construc-
tion-actor’s experience within a representation of a con-
cept. The analysis includes aspects of reasoning among 
signs as forms of representations and aspects of the ac-
tor’s interpretation. Current efforts that quest for effi-
ciency in interoperability fail to notice the dynamic of 
signs and the use of natural language within any activities 
on construction projects. Errors, misinterpretations, re-
work with the employed representations in their modus 
operandi are common problems found during current 
construction practices. This analysis suggest an opportu-
nity to understand the nature of the multiple practical 
problems with the actor’s experience with signs, natural 
language, and, in general terms, other forms of represen-
tation of concepts in interoperability. 
As a further illustration, consider the following interop-
erability situation in order to highlight the implications of 
the semiotic experience analysis with common practical 
problems. Suppose that one actor shares information with 
other actor in a construction project. One actor generates 
the information and the other receives it. They do not pre-
viously arrange meetings, nor do they work in collabora-
tion for generating the information. The recipient obtains 
the information in tables as well as their corresponding 
meta-model which it is shown in the Figure 9. 
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The meta-model and the tables are forms of representation 
that are intended and structured to describe some in-
stances of concepts such as the construction company 
budget. The recipient’s or interpreter’s problem is to 
comprehend the semantics of the meta-model. From the 
semiotics standpoint, the meta-model satisfies the defini-
tion of sinsign, since it represents the recognition of the 
internal understanding of the diagram as a meta-model as 
well as the syntax of meaning of the words. However, the 
interpreter does not recognize the meaning of the relation-
ships of these words within the meta-model. The 

metalevel does not have the character of a symbol for the 
interpreter. Thus, the metalevel does not embrace a me-
diation stratum where the social understanding of the ar-
rangement of the shown entities has a social meaning. 
Therefore, in order to determine semantics on the 
metalevel, the interpreter will demand additional informa-
tion from the source, which is an activity that requires 
multiple resources. 

 
Figure 7. Index. 
 

 
Figure 8. Symbol on a computer screen. 
 

 
Figure 9. Meta-Level representation. 
 
 
5 CONCLUSION 

Misinterpretations, errors, rework among other typical 
construction problems are the resulting, hindering factors 
that affect the effectiveness of sharing, exchanging, and 
integrating of information in construction projects. The 
effective communication of the information is the goal 
during their modus operandi on the construction projects. 
This research significantly advances the understanding of 
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the role of the actors and of the concepts embedded 
within the representations. 
The nature and character of the forms of representations 
and the difference between symbol manipulation and se-
mantic operations form the basis for the understanding of 
complex practical problems in establishing interoperabil-
ity on construction projects. This research explores the 
nature of signs and intentionality through a semiotics ex-
perience with the purpose of finding answers concerning 
the perception and interpretations of the representations 
that hold concepts from the domain. The approach em-
phasizes the relations among concept representations and 
the actor’s sensory experience, and the use of representa-
tions as existing methods to communicate construction 
concepts among the community. Examples from the con-
struction domain are used to illustrate the concepts and to 
show the promise of this approach in facilitating interop-
erability on construction projects. 
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A COMPARISON OF MULTIDISCIPLINARY DESIGN, ANALYSIS AND OPTIMIZATION 
PROCESSES IN THE BUILDING CONSTRUCTION AND AEROSPACE INDUSTRIES 

Forest Flager, John Haymaker 
Department of Civil and Environmental Engineering, Terman Engineering Center, Stanford, USA 

ABSTRACT: Advancement in computer-based product modeling and analysis tools now allows diverse disciplines to 
simulate product performance in the early stages of Architecture, Engineering and Construction (AEC) projects. How-
ever, the capability of this technology to permit AEC professionals to quickly create, represent and rigorously analyze 
design options from the perspective of multiple disciplines has not been fully realized compared to other industries such 
as Aerospace. This paper compares Multidisciplinary Design, Analysis (MDA) and Optimization (MDO) processes in 
the AEC and aerospace industries based upon case data gathered on recent projects in each industry. Case study re-
sults are then generalized by industry to highlight the respective strengths and limitations of current practice in each 
industry to support effective MDA and MDO. Finally, the appropriateness of adapting methods and technology devel-
oped in the aerospace on AEC projects is discussed. 
 
 
1 INTRODUCTION 

Advancements in computer-based product modeling or 
Building Information Modeling and analysis methods 
now allow architects and engineers to simulate building 
performance in a virtual environment. The number of 
performance criteria which can be analyzed from product 
models now includes to some extent architectural, struc-
tural, mechanical (energy), acoustical, lighting and an 
expanding list of other concerns [Fischer 2006]. Conse-
quently, performance-based design supported by product 
models is becoming state-of-the-art practice [Hänninen 
2006].  
Building orientation, massing and systems selection (e.g. 
structural, mechanical) are typically determined early in 
the design process and have a significant impact on the 
life-cycle economic and environmental performance of a 
facility [Smith 2003]. However, the potential of this tech-
nology to inform the early stages of the design process 
not been fully realized because current tools and proc-
esses do not support the rapid generation and evaluation 
of alternatives. 
The amount of time required to generate and evaluate a 
design option using model-based methods means that 
very few, if any, options can be adequately studied during 
the conceptual design phase before a decision must be 
taken. Often engineers resort to using model-based meth-
ods only to validate a chosen design option, rather than to 
explore multiple alternatives. The inability to quickly 
generate multiple options and to rigorously analyze them 
from the perspective of multiple disciplines invariably 
leaves a broad area of the design space unexplored. The 
uncharted regions of the design space - different building 
orientations, massing, internal layouts and combinations 

of systems (i.e. structural and mechanical) - potentially 
may contain better performing building solutions than 
anything previously considered [Shea et. al. 2005]. 
The aerospace industry faces similar design challenges 
due to the close integration required between vehicle 
components to achieve stringent performance require-
ments. The tight performance coupling between system 
components challenges conventional design paradigms 
[Bowcutt 2003]. To address this problem, the aerospace 
industry has developed and successfully employed un-
conventional approaches, among them parametric geome-
try definition, automated discipline analysis and multidis-
ciplinary optimization (MDO) [Bowcutt 2004]. 
This paper compares MDA and MDO processes in the 
AEC and aerospace industries based on case study data 
gathered from each industry. First, we present the limita-
tions of current AEC practice based on a series of directed 
interviews with architects and engineers from a leading 
firm. Next, we discuss methods for Design Space Explo-
ration (DSE) and MDO that have been developed and are 
currently being utilized by the aerospace industry based 
on case study data gathered through a similar set of di-
rected interviews. Finally, we consider the appropriate-
ness of adapting methods and technology developed in 
the aerospace industry to AEC projects. 
 
 
2 BENCHMARKING THE CURRENT BUILDING 

DESIGN PROCESS 

2.1 Process description 

The conceptual building design process is characterized 
by the collaboration of architects and engineers who col-



lectively define their performance goals and then generate 
and evaluate design alternatives to find a solution that 
best meets the these goals [Rosenman and Gero 1985, 
Haymaker and Chachere 2006]. This process can be char-
acterized by three iterative steps (Fig. 1): (A) the architect 
creates a design option based on perceived stakeholder 
requirements and, depending on the project, engineering 
heuristics. The architectural team represents the option in 
the form of sketches, 2-D drawing and/or a 3-D CAD 
model to communicate with the project team. (B) The 
engineering team then spends a significant amount of 
time integrating this information in order to construct 
discipline-specific analysis models to simulate the behav-
ior of a particular building system. The representation of 
the option required for a particular analysis varies depend-
ing on the system to be modeled, the requirements of the 
analysis tool, the particular behavior to be studied, and 
level of accuracy required. The analytic results are then 
used by the engineering team to complete the initial de-
sign of their respective building systems which are each, 
in turn, communicated to the rest of the design team in the 
form of sketches, 2-D architectural drawing and/or a 3-D 
CAD model. (C) Finally, the design team conducts meet-
ings to ensure that the building systems are coordinated 
and are consistent with the architectural concept. The co-
ordination process is also labor intensive and typically 
focuses on resolving conflicts so as to reach a feasible 
design option rather than optimizing the performance of 
the building as a whole. 

(A) GENERATE

Determine Program / Design Goals

Generate Architectural Option

Document Architectural Option

(B) ANALYZE

Create Analytical Representation

Run Analysis

Document Engineering Option

(C) DECIDE

Coordinate Design

Decide Design Option Effectiveness

Optimize Design Option

Architect 
generates
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Architectural Option

Structural Engineer
designs and analyzes
Structural System

Mechanical Engineer
designs and analyzes
Mechanical System

Lighting Engineer
designs and analyzes

Lighting System

Acoustic Engineer
designs and analyzes

Acoustic System

Design Team
decides

Design Effectiveness

Feedback Informs Next Design Iteration   

= Manual Process

= Semi-automated Process

= Automated Process

                                                

 
Figure 1. The current building design process. 
 
2.2 Process metrics 

To assess the effectiveness of the current process and 
provide a baseline for future research using time as the 
unit of analysis, a survey of architects and multidiscipli-
nary engineers at a leading practice1 was conducted. The 
goal of the survey was to determine (1) approximately 
how many design iterations are possible within a standard 
project timeline and how long iteration customarily takes 
as well as (2) the relative amount of time spent on key 
process tasks. Based on an information-processing view 
of design teams [March 1956, Galbraith 1977, Jin and 
Levitt 1996], these tasks were then classified into four 

 
1  Survey results were obtained in February, 2007 from 50 de-

sign professionals (5 architects, 45 multidisciplinary engi-
neers) working at Ove Arup and Partners (www.arup.com) in 
San Francisco, USA and London, England. 

categories based on their relationship to design informa-
tion – specification, execution, management, and reason-
ing – which are defined in Figure 2.  
The following working definitions were given to those 
surveyed:  

- Design option: A particular configuration of the fol-
lowing variables: building orientation, massing and 
system types (e.g. structural – steel framing, mechani-
cal – radiant floor system). Changes to one of more of 
these variables constitute a distinct design option.  

- Design iteration: The generation and analysis of a 
single design option using model-based methods (Fig-
ure 1: steps A-D). The level of information required to 
demonstrate the feasibility of an option was set to a 
common industry milestone known as “25% Design 
Development (DD)”, which includes the preparation 
of architectural drawings, the selection of building 
systems and the preliminary positioning and sizing of 
system components. 

The results of the survey are shown in Figure 2. These 
results suggest that architects and engineers spend the 
majority of their time managing design information (54%) 
and relatively less time executing (36%), reasoning (8%) 
and specifying (6%) this information. 

25 wks7 wksLegacy

SubsequentInitial 

Number of 
Possible 

Iterations*

Iteration Duration
Relative Time Spent

Design 
Method

Specification
(e.g. determining tasks, 
staffing, and what information 
is used and produced)

Execution
(e.g. generating options 
and running analyses)

Reasoning 
(e.g. interpreting results, 
choosing options)

Management
(e.g. representing, documenting 
and coordinating existing 
information

*   assuming a 12 week period 

6%           32%                               54%              8%

 
Figure 2. Building design process metrics. 
 
2.3 Summary of limitations  

Conceptual design decisions have a significant impact of 
the life-cycle economic and environmental performance 
of buildings. Performance-based analysis methods sup-
ported by product models have little opportunity to influ-
ence these early stage design decisions due to schedule 
limitations. According to the initial survey it takes archi-
tects and engineers over one month to generate and ana-
lyze a design option using product models and, typically, 
less than three such iterations are completed during the 
conceptual design phase.  
This appears to be due to a collection of tool and process 
limitations. Part of the problem is that designers’ tools are 
intended to generate static design options rather than help 
them define and explore solution spaces. Another prob-
lem is that when information is produced, little considera-
tion is given as to how to represent that information to 
facilitate multidisciplinary analysis. Many have written 
about the difficulties of tools used by different disciplines 
to share data effectively [i.e., Gallaher 2004]. As a result, 
design professionals appear to be spending less than half 
of their time doing work directly related to design and 
analysis. The majority of this time is spent managing de-
sign information, including manually integrating and rep-
resenting this information in their task-specific format, 
and coordinating their solutions (Fig. 2). These limitations 



prevent a more complete and systematic exploration of 
the design space based on multidisciplinary model-based 
performance analysis.  
The aerospace industry is in the process of overcoming a 
similar set of limitations by adopting a suite of technolo-
gies and methodologies to support multidisciplinary 
analysis (MDA) using product models, among them pa-
rametric geometry definition, integrated design schemas, 
automated discipline analysis and multidisciplinary opti-
mization leading to improved process and product per-
formance. Our intuition is that these methods and tech-
nologies can be adopted by AEC design teams to signifi-
cantly reduce the time required to generate and analyze a 
design option using model-based methods. Reducing the 
design iteration time will allow architects and engineers 
to formally investigate the performance of many more 
design alternatives within the current project timeline than 
is currently possible. This work has the potential to im-
prove building performance in terms of initial cost, en-
ergy performance and overall quality. 
 
 
3 CURRENT AEROSPACE PRACTICE 

3.1 Background 

Aircraft design is typically broken down into three phases 
[Nicolai 1975]: (1) concept design, where the mission’s 
requirements are defined and the vehicle topology is iden-
tified based on those requirements; (2) preliminary de-
sign, where the external shape and positioning of major 
components (e.g. engines, fuel tanks, cockpit) are deter-
mined and approximately sized; and (3) detailed design, 
where the remainder of the vehicle components are speci-
fied. Generally, the external shape directly influences 
flight performance while structural characteristics are 
substantially determined by the layout of internal compo-
nents [Vandenbrande et. al. 2006].  

 627

In 1998 Boeing began a project to design a hypersonic 
vehicle as part of the National Aero-Space Plane (NASP) 
program. The mission requirement was for the vehicle to 
take off from a commercial airport and deliver a payload 
into the upper stratosphere. Preliminary design was criti-
cal to this project as close integration between the vehicle 
components and the external shape were required in order 
to achieve the desired performance level (Fig. 3). 

  
Figure 3. Close integration of vehicle components is required to 
achieve hypersonic performance. 

After six years of project work using legacy design meth-
ods similar to those used in the AEC industry (Fig. 1), the 
design team was unable to produce a design that was ca-
pable of meeting the mission requirements. In 2002, Boe-
ing began to adopt a suite of technologies and methodolo-
gies to support multidisciplinary analysis (MDA) using 
product models, among them parametric geometry defini-
tion, integrated design schemas, automated discipline 
analysis and multidisciplinary optimization leading to 
improved process and product performance.  
 
3.2 Process description  

Boeing’s Multidisciplinary Optimization (MDO) process 
is organized fundamentally differently than traditional 
design processes. Figure 4 shows the main components: 
(A) the design team defines the design space by creating a 
parametric vehicle topology and then selects the parame-
ters to be varied and their associated ranges. A new ge-
ometry model is created for each point in the design space 
corresponding to a particular parameter configuration 
using a parametric CAD tool. (B) Each discipline then 
analyzes the design represented by this geometric model 
and produces analysis results (e.g. lift, drag, heating, and 
mass properties). These parameters are used to compute 
the flight trajectory and corresponding fuel requirements. 
(C) A Design Explorer controls the selection of new pa-
rameter configurations using statistical methods based on 
the need to explore the entire design space. The optimizer, 
in turn, uses the performance feedback to find the most 
promising areas in the space. The implementation of this 
process is explained in more detail below. 
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Figure 4. A systematic design space exploration process for 
aerospace vehicle design [based on Vandenbrande et. al. 2006, 
Fig.7]. 
 
(A) Vehicle topology definition and parameterization: 
The structure of the design space and the parametric 
model are both defined with each other in mind. One of 
the most challenging aspects of the process was determin-
ing suitable parameters to control the desired shape 
change behavior and the necessary rules for vehicle defi-
nition such that any combination of parameters produces 
a sensible configuration. The vehicle was parameterized 
using 12 global independent variables that are illustrated 
notionally in Figure 5. 
 
 



 
Figure 5. Design variables selected for vehicle optimization2. 
 
(A) Geometry creation: The ability to automatically cre-
ate vehicle geometry based on parametric variations and 
to produce discipline-specific geometry data for analysis 
is a key element of the MDO process. This was achieved 
using an internally developed geometry generation tool 
called the General Geometry Generator (GGG). The basic 
requirements of this tool are the following [Vandenbrande 
et. al. 2006]: continuous function of the input parameters 
– ideally the geometry should morph differentially, ena-
bling the calculation of partial derivatives of the com-
puted performance characteristics with respect to the de-
sign parameters; explicit shape control to ensure any 
combination of parameter values produces a valid vehicle 
geometry for analysis; and, finally, the capability to em-
bed engineering knowledge into the geometry generation 
to support the necessary analysis codes. 
(B) Analysis: Disciplines included in the MDO were 
aerodynamics, propulsion, structure (mass properties) and 
aeroheating. The tools used for analysis ranged from 
spreadsheet models based upon geometric scaling rela-
tionships to full 3-D computational fluid dynamics (CFD) 
simulations. Each vehicle configuration was analyzed 
over a range of speeds, altitudes and angles of attack. The 
results, including lift, drag, mass properties and heating, 
were then input into a performance module to analyze 
vehicle flight trajectory in order to determine the fuel re-
quired to meet a user specified mission. 
(A-C) Process integration: Phoenix integration’s Model-
Center® and AnalysisServer® [Ng and Malone 2003] 
provide the underlying framework for integrating the hy-
personic vehicle MDO process. Analysis server allows 
legacy codes to be “wrapped” and published on a comput-
ing network. This allows disciplines to keep ownership of 
their codes, maintain and upgrade them, and serve them 
from their preferred computing platform. ModelCenter 
provides a graphical environment which permits users to 
select published components and graphically link their 
inputs and outputs as required to create an integrated 
MDA model (Fig. 6). Tool integration using ModelCenter 
required significant set-up time as “wrappers” were cus-
tom written between tools on a point-to-point basis. Once 
the integrated process is in place, however, the time and 
labor expended in exchanging data between each disci-
pline’s design and analysis codes (which are often on dif-
ferent computer systems) were almost completely elimi-
nated. 
(A) Design explorer and optimizer: The optimization 
problem was defined as finding the set of 12 independent 
design parameters (Fig. 5) that minimized the vehicle’s 
Take-Off Gross Weight (TOGW) subject to the following 
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2  Image courtesy of Geojoe Kuruvila, Associate Technical Fel-

low, The Boeing Company 

three constraints: available propellant being greater than 
that required to accomplish the mission; temperature be-
ing maintained within prescribed limits; and finally, tail 
surfaces sized to meet preliminary stability and control 
requirements. The tool used to define Design of Experi-
ments (DOE) matrices, build Response Surface Models 
(RSM), and perform the optimization was Boeing’s De-
sign Explorer [Cramer and Gablonski 2004]. A key tool 
in this kit is the Design and Analysis of Computer Ex-
periments Package (DACEPAC) [Booker 1998], which 
provides a means for exploring the relationship between 
simulation input variables and output values by construct-
ing surrogate models. A sequential optimizer is then used 
to find the optimal surrogate model.  

 
Figure 6. Sample ModelCenter interface for hypersonic vehicle 
MDO process [Bowcut et. al. 2004]. 
 

 
Figure 7. Hypersonic baseline vehicle versus optimized shape. 
Each point in the graph represents a unique design option. The 
desirable designs have a relatively low TOGW and a positive 
excess propellant fraction3. 
 
3.3 Process results 

The aim of the study was to minimize vehicle take-off 
gross weight (TOGW) while satisfying the mission re-
quirements. The MDO process described above produced 
98 different vehicle configurations and analyzed 3900 
engine inlet flow paths (including 3-D CFD analysis) in a 
fully automated loop over the course of six days. In con-
trast, in the previous eight years of the project using leg-
acy methods, only 12 vehicle configurations and 116 en-
gine inlet flow paths were analyzed by a dedicated team 
of people to reach a baseline design [Bowcutt et. al. 
2004]. The MDO process improved baseline TOGW by a 
                                                 
3  Image courtesy of Geojoe Kuruvila, Associate Technical Fel-

low, The Boeing Company 



39% margin (Fig. 7) despite an increase in drag. This 
dramatic improvement resulted from non-intuitive 
changes in the vehicle configuration. The vehicle is 
shorter and narrower, yet taller; the engine is longer; and 
the tail control surfaces are smaller. 
 
3.4 Process metrics 

To assess the effectiveness of the current process and 
provide a baseline for future research using time as the 
unit of analysis, a survey of multidisciplinary engineers at 
Boeing that had worked on the project before and after the 
implementation of the MDO method was conducted. The 
guidelines for the survey were designed to be comparable 
to the AEC survey described in Section 2.2.  

2.54 wks6 wksLegacy

>1,000**
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1.5 hrs14 wksMDO

SubsequentInitial 

Number of 
Possible 

Iterations*

Iteration Duration
Relative Time Spent

Design 
Method

Specification
(e.g. determining tasks, 
staffing, and what information 
is used and produced)

Reasoning 
(e.g. interpreting results,
choosing options)

Management
(e.g. representing, documenting 
and coordinating existing 
information

*   assuming a 12 week period 
** after process set-up has been completed

8%           32%                            50%                 10%

26%             18%       8%                   48%

Execution
(e.g. generating options 
and running analyses)

 
Table 2. Comparison of legacy and MDO process metrics for the 
design of a hypersonic vehicle. 
 
The results of the survey indicate that the design iteration 
duration using legacy methods on this project is similar in 
duration to the results for a typical project in the AEC 
industry. It is also apparent that although the MDO proc-
ess requires significantly longer setup time when com-
pared to legacy processes, it was dramatically more effi-
cient once in place. The distribution of how engineers 
spent their time varied significantly between the legacy 
and MDO method. Using the legacy design process, engi-
neers spent half their time managing design information 
(55%) and relatively less time executing and reasoning 
with this information (42%). These results are similar to 
the distribution observed in the AEC industry. Using the 
MDO process, engineers spent only 8% of their managing 
design information. Once the process had be specified and 
automated, the rest of the time was spent on the more 
“value-added” activities of executing and reasoning with 
this information (66%). 
 
3.5 Lessons learned 

One of the major challenges of the project was to define 
the vehicle’s topology and parameters. The design team 
invested a significant amount of time in determining the 
suitable parameters to control the desired shape change 
behavior and identifying rules for vehicle definition such 
that any combination of parameters produced a sensible 
design option for analysis. Frequently the rules and key 
parametric relationships were only discovered by trial and 
error during the development of the vehicle’s configura-
tion. 

The time required both to create the parameterized model 
and to integrate the necessary software challenged the 
patience of the design team. The team had to wait nearly 
four times as long as they were accustomed to before re-
viewing analytical results for a design option. This being 
the first implementation of a large-scale MDO process at 
Boeing, it required a great amount of faith in the MDO 
process on the part of the team. Now that the process is 
better understood, expectations can be managed more 
effectively. The team felt that the integrated software plat-
form that was developed could be reused for subsequent 
design processes with minor modifications. 
Finally, the MDO process drastically changes the role of 
the engineer. Instead of applying expertise to manipulate 
a set of parameters for a given vehicle configuration, the 
MDO process requires the engineer to help determine the 
parameters and rules that define the design space without 
a specific configuration in mind. Once the process is im-
plemented, engineers spend a great deal more time inter-
preting results, deciding between options and reconfigur-
ing the design space towards more promising areas. For 
example, in the legacy process a designer might be ex-
pected to review analytical results for a single option in a 
day. In the MDO process, designers were frequently 
asked to review results from over 20 options in a day. At 
the same time, the workload for other tasks decreased 
sharply. The MDO process therefore requires a different 
design philosophy and team skill set than legacy methods. 
 
 
4 SUMMARY AND CONCLUSIONS 

Decisions made early in the design process have a signifi-
cant impact on the life-cycle economic and environmental 
performance of buildings. Engineering simulation sup-
ported by product models is becoming state-of-the-art 
practice in the AEC industry. However, the potential of 
this technology to inform early-stage design decisions has 
not been fully realized because current tools and proc-
esses do not support the rapid generation and evaluation 
of design alternatives.  
Boeing has developed and successfully implemented an 
MDO process to address similar problems in the aero-
space industry leading to significant improvements in 
process and product performance. The requirements of 
this MDO process, including a parametric geometry gen-
eration system, software integration tools to automate the 
exchange of model-based information, and methods and 
tools for design optimization will now be discussed in 
regard to their potential application within the AEC in-
dustry: 

- Parametric geometry generation system: A few aca-
demics and practitioners [Burry 2003] are utilizing pa-
rametric design representations in their research and 
practice. Norman Foster’s practice, for example, util-
izes parametric methods to explore and refine design 
solutions. However, the extent to which these genera-
tive systems are driven by engineering performance 
criteria has been limited by a lack of integration with 
analysis tools and processes. Further work is needed 
to determine if the necessary analysis representations 
can be defined in advance for a range of options and if 
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geometric dependencies can be identified and captured 
within a parametric model. 

- Software integration tools: The integrated software 
platform developed for the Boeing MDO process re-
quired a significant investment in time and resources 
to automate data exchange between a specific set of 
tools. It is unlikely that a single AEC firm would 
make a similar investment given the relative number 
of different firms involved in a typical project and the 
variability of software tools compared to aerospace 
projects. A significant amount of work has been done 
to develop information exchange standards in the 
AEC industry [Karola et. al. 2002, Lee et. al. 2003, 
Eastman et. al. 2005]. Further work needs to be done 
if this area to simplify these standards and document 
the benefits of such an approach in order to encourage 
industry-wide adoption. 

- Multidisciplinary design optimization: MDO requires 
the capability to quantify system effectiveness in 
terms of a global objective function and constraints. 
Further work is needed to determine if is beneficial to 
quantify the conceptual design of an AEC project in 
such a fashion.  

Based on the success of Boeing’s implementation of the 
MDO process in the context of the aerospace industry, 
this process holds great promise for improving the AEC 
design process. After reviewing the requirements for 
MDO, however, it is apparent that there is considerable 
work to be done to make such a process feasible in an 
AEC context. However, incremental benefits can be 
gained through parallel research in each of the above ar-
eas. It is useful to examine work done in other industries 
throughout this process to see what insights might be 
gained to improve performance-based design processes 
for the early phases of AEC projects. 
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VIRTUAL REALITY TECHNOLOGY APPLIED IN ENGINEERING EDUCATION 
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ABSTRACT: The three-dimensional geometric models used to present architectural and engineering work, show only 
the final form, which does not allow progress in constructions to be observed. But, the visual simulation of the construc-
tion process of a building need mod-els which are able to produce dynamic changes to their geometry. This paper re-
ports how techniques of geometric modelling and virtual reality were used to obtain models that could show their 
physical evolution over time and which would be able to simulate construction processes visually. Two types of work, 
concerning the construction of a cavity wall and a bridge, were developed as virtual models for educational purposes. 
These models make it possible to view the physical evolution of the work, to follow the planned construction sequence, 
to visualize details of the form of every component of each work and to support the study of the type and method of op-
eration of the equip-ment necessary in the construction process. These models have been used to distinct advantage as 
educational aids in first-degree courses in Civil Engineering. The use of virtual reality techniques in the development of 
educational applications brings new perspectives to the teaching of subjects related to the field of construction. 
KEYWORDS: education, engineering, simulation, 4d models, virtual reality. 
 
 
1 INTRODUCTION 

Normally, three-dimensional (3D) geometric models, 
which are used to present architectural and engineering 
work, show only the final form, not allowing the visual 
simulation of their physical evolution. Models which deal 
with construction need to be able to produce changes to 
the geometry of the project. The integration of geometri-
cal representations of a building with scheduling data 
related to construction planning information is the basis 
of 4D (3D + time) models (Liston, K. et al, 2001). In the 
field of construction 4D models integrate 3D models and 
the project timeline. In addition Virtual Reality (VR) 
technology has been used to make 4D models more realis-
tic allowing interaction with the environment showing the 
construction site. Lately VTT Building Technology has 
been developing and implementing applications based on 
this technique, facilitating better communication between 
partners in construction projects (Leinonen, J. et al, 
2003). The use of 4D models only linked to construction 
planning software or to virtual/interactive capacities, 
brings essentially economic and administrative benefits 
through the visual simulation of the “real situation” of the 
work at several points in its evolution. Those models are 
created for each particular project and are most usually 
manipulated by the principal designer or contractor. In 
other cases they are used to explain complex or innova-
tive construction processes to subcontractors. When mod-
elling 3D environments a clear intention of what to show 
must be planned, because the objects to be displayed and 
the details of each one must be made appropriate for the 
goal the Engineer wants to achieve with the model. For 
instance, if the objective is to explain the relationship 

between construction phases and the financial stages, the 
4D model must represent the corresponding physical 
situation according to the established construction dia-
gram and with the appropriate degree of detail. Develop-
ing didactic models for students involves technical tasks, 
at a level that undergraduate students are able to under-
stand but which can be exploited for teaching purposes, 
too. 
In the present study, two engineering construction work 
models were created, from which it was possible to obtain 
three-dimensional models corresponding to different 
stages in their formation thus simulating distinct stages in 
the construction process (Sampaio, A. et al, 2004). In or-
der to create models, which could visually simulate con-
struction work and allow interaction with it, the authors 
turned to techniques of virtual reality. The developed ap-
plications make it possible to show the physical evolution 
of the work, the monitoring of the planned construction 
sequence, and the visualization of details of the form of 
every component of each construction. They also assist 
the study of the type and method of operation of the 
equipment necessary for these construction procedures. 
The aim of the practical application of virtual models is to 
provide support in civil engineering education, particu-
larly in those disciplines relating to bridges and construc-
tion process, both in classroom-based education and in 
distance learning based on e-learning technology. Special-
ists in construction processes and bridge design were con-
sulted and involved in constructing the models in order to 
obtain efficient and accurate didactic applications. The 
selected examples are two elementary situations of con-
struction work: 

- An external wall, a basic component of a building; 



- And the cantilever method of bridge decks construc-
tion which is frequently used. 

In the construction of virtual models some pedagogical 
considerations and technical knowledge were taken into 
account as demonstrated in the selection of the quantity 
and type of elements to be shown in each virtual model, 
in decisions concerning the sequence in which they are to 
be shown, in the relationship established between the 
components of both types of construction, in the degree of 
geometric detail needed to be presented and in the techni-
cal information that must accompany each stage of con-
struction. Further details positively complement educa-
tional applications rendering them more useful and effi-
cient. In particular, the model of the wall shows informa-
tion concerning construction activity of interest to stu-
dents. This corresponds to the geometric stage displayed 
at each moment. The bridge construction model focuses 
on the movement of the equipment in operation during the 
progression. This means that when students go on site 
visits, since the essential details have previously been 
presented and explained in class, they are better able to 
understand the construction operation they are observing. 
In addition, the use of techniques of virtual reality in the 
development of these didactic applications brings benefits 
to education by improving the efficiency of the models in 
the way they allow interactivity with the virtual activity. 
The virtual model can be manipulated interactively allow-
ing the teacher or student to monitor the physical evolu-
tion of the work and the construction activities inherent in 
its progression. Therefore, this new concept of VR tech-
nology applied to didactic models brings new perspec-
tives to the teaching of subjects in the area of civil engi-
neering. 
 
 
2 VIRTUAL 3D MODEL OF THE WALL 

One of the developed applications is that of the model of 
a masonry cavity wall, one of the basic components of a 
standard construction. To enable the visual simulation of 
the construction of the wall, the geometric model gener-
ated is composed of a set of elements, each representing 
one component of the construction. The selection of ele-
ments and the degree of detail of the 3D model configura-
tion of each component were made in consultation with 
teachers and construction specialists. Using the EON Re-
ality system (EON, 2003), a system of virtual reality tech-
nologies, specific properties were applied to the model of 
the wall in order to obtain a virtual environment. Through 
direct interaction with the model, it is possible both to 
monitor the progress of the construction process of the 
wall and to access information relating to each element, 
namely, its composition and the phase of execution or 
assembly of the actual work, and compare it with the 
planned schedule. This model had been used to distinct 
advantage as an educational aid in Civil Engineering de-
gree course modules. 
 
 

2.1 Geometric modelling of the construction elements  

The definition of the 3D model of an exterior wall of a 
conventional building comprises the structural elements 
(foundations, columns and beams), the vertical filler pan-
els and two bay elements (door and window). Every ele-
ment was modelled using the AutoCAD system. The 
structural elements of the model were created with paral-
lelepipeds and were connected according to their usual 
placement in building works. Because this is an educa-
tional model, the steel reinforcements were also defined. 
In the model, the rods of each reinforcement are shown as 
tubular components with circular cross-section (Figure 1). 

 
Figure 1. 3D models of the masonry wall components. 
 
The type of masonry selected corresponds to an external 
wall formed by a double panel of breezeblocks, 11 cm, 
wide with an air cavity, 6 cm, wide (Figure 1). Comple-
mentary to this, the vertical panels were modelled, com-
prising: the thermal isolation plate placed between the 
brick panels; the plaster applied to the external surface of 
the wall; the stucco applied on the internal surface; two 
coats of paint both inside and out and the stone slabs 
placed on the exterior surface. Finally, two usual bay 
elements, a door and a window, were modelled. 
 
2.2 Programming the virtual construction  

The completed model was then transferred to the virtual 
reality system EON (as a design file with 3ds extension). 
In this system, the visual simulation of the building proc-
ess of the wall, following a realistic plan of the construc-
tion progress, was programmed. For this effect, 23 phases 
of construction were considered. The order in which 
components are consecutively exhibited and incorporated 
into the virtual model, represent the physical evolution of 
the wall under construction (Figure 2): 

- During the animation, the student can control the 
length of time that any phase is exhibited and observe 
the model, using the most suitable camera and zoom 
positions for a correct perception of the details of con-
struction elements; 

- It is possible to highlight the component incorporated 
at each new phase and to examine it in detail; 

- Included, under the window in which the virtual scene 
is exhibited, is a bar, which shows the progress of the 
construction. Throughout the animation, the bar is 
filled, progressively, with small rectangles symboliz-
ing the percentage built at the time of the viewing of 
that particular phase, in relation to the completed wall 
construction. Symbolically, it represents the bar dia-
grams normally used on construction plans. 
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Figure 2. Exhibition of phases in building evolution.  
 
Simultaneously, with the visualization of each phase, a 
text is shown (in the upper right corner of the window, 
Figure 3), giving data relating to the stage being shown, 
namely, its position within the construction sequence, the 
description of the activity and the characterization of the 
material of the component being incorporated. 
In order to guarantee the authenticity of the model as far 
as the construction sequence and the definition of each 
component was concerned, engineers specializing in con-
struction activities were consulted. In this educational 
application, it is important to include details such as: a bar 
showing the progress of the construction; text with infor-
mation concerning the stage shown; the possibility of 
highlighting elements from the model; the accuracy of the 
grid of reinforcements and the way they connect inside 
the structural elements; the details of the configuration of 
vertical panels and components of the window and the 
door. On the occasions when a 4D model is used on a 
specific programme where some of these details are not 
essential, then they are not modelled in such detail. 

 
Figure 3. Presentation of text describing the exhibited phase. 
 
 
3 VIRTUAL 3D MODEL OF THE BRIDGE DECK  

The second model created allows the visual simulation of 
the construction of a bridge using the cantilever method. 
Students are able to interact with the model dictating the 
rhythm of the process, which allows them to observe de-
tails of the advanced equipment and of the elements of the 
bridge (pillars, deck and abutments). The sequence is de-
fined according to the norms of planning in this type of 
work. 
The North Viaduct of the Bridge Farm, in Madeira, Por-
tugal, was the case selected for representation in the vir-
tual environment (GRID, 1995). In cross-section, the deck 
of the viaduct shows a box girder solution and its height 

varies in a parabolic way along the length the three spans 
of the structure. The most common construction tech-
nique for this typology is the cantilever method of deck 
construction. This method starts by applying concrete to a 
first segment on each pillar, the segment being long 
enough to install on it the work equipment. The construc-
tion of the deck proceeds with the symmetrical execution 
of the segments starting from each pillar. The continua-
tion of the deck, uniting the cantilever spans, is completed 
with the positioning of the closing segment. Again the 
support of an appropriate specialist this time in bridge 
designs was essential in order to obtain an accurate 
model, not only of the geometry definition of components 
of the bridge and devices, but also of the establishment of 
the progression sequence and of the way the equipment 
operates. 
 
3.1 Geometric modelling of the construction scenario  

A computer graphic system which enables the geometric 
modelling of a bridge deck of box girder typology was 
used to generate 3D models of deck segments necessary 
for the visual simulation of the construction of the bridge 
(Sampaio, A., 2003). Geometric description can be en-
tered directly into the deck-modelling program. To 
achieve this, the developed interface presents diagrams 
linked to parameters of the dimensions, so facilitating the 
description of the geometry established for each concrete 
case of the deck. Figure 4 shows the interface correspond-
ing to the cross-section of the deck in the example. 
The description of the longitudinal morphology of the 
deck and the geometry of the delineation of the service 
road, serving the zone where the bridge is to be built is 
carried out in the same way. The configuration and the 
spatial positioning of each are obtained with a high degree 
of accuracy. Using the data relating to the generated sec-
tions, the system creates drawings and three-dimensional 
models of the deck. To obtain the definition of the deck 
segment models, consecutive sections corresponding to 
the construction joints are used. The configuration pre-
sented by each segment model is rigorously exact. Figure 
4 shows one of the segments of the deck. 

 
Figure 4. Interface of to describe cross-section s and the 3D 
model of a deck segment. 
 
To complete the model of the bridge, the pillars and 
abutments were modelled using the AutoCAD system. 
Then followed the modelling of the advanced equipment, 
which is composed not only of the form traveller, but also 
the formwork adaptable to the size of each segment, the 
work platforms for each formwork and the rails along 
which the carriages run (Figure 5). As, along with the 
abutments, the deck is work out with the false work on 
the ground, the scaffolding for placement at each end of 
the deck was also modelled (Figure 5). Terrain suitable 
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for the simulation of the positioning of the bridge on its 
foundations was also modelled. 

 
Figure 5. 3D models of the scaffolding and advanced equipment. 
 
3.2 Programming the construction sequence  

The attribution of virtual properties to the model of the 
bridge was implemented by using the virtual reality sys-
tem EON Studio. Once all the 3D models of the construc-
tion environment had been generated, they were trans-
posed, in 3ds extension data file format, to the virtual 
reality system. The definition of the construction se-
quence is based on a counter, which determines the next 
action when a mouse button is clicked. The first action 
consists of the insertion of the pillars in the first scenario, 
which is composed solely of the landscape. The next step 
is to place one of the segments on the top of each pillar. 
After this, a form traveller is placed on each segment. The 
construction of the deck is defined symmetrically in rela-
tion to each pillar and simultaneously in both directions. 

 
Figure 6. Placing the initial pillars and the advanced equipment. 
 
For the simulation of the first cantilever segment (in each 
span), the four form travellers, the corresponding work 
platforms and the formwork components are included in 
the scenario. Once the first segments have been dealt 
with, the construction of the cantilevered deck takes 
place. In each phase, two pairs of segments are defined. 
For each new segment the following steps are established: 

- Raising the form traveller; 
- Moving the rails in the same direction as the construc-

tion (relocating them on the latest segment to have 
been completed); 

- Moving the form traveller on the rails, positioning it in 
the zone of the next segment to be made; completing 
the segment; 

- Finally, the zone of the deck near the supports is con-
structed, the false work resting on the ground (Figure 
7). 

Moving the camera closer to the model of the bridge and 
applying to it routes around the zone of interest, it is pos-
sible to visualize the details of the form of the compo-
nents involved in the construction process. In this way, 
the student can interact with the virtual model, following 
the sequence specifications and observing the details of 

the configurations of the elements involved. This interac-
tion with the virtual model is greatly beneficial to stu-
dents. When the students are visiting an actual construc-
tion site, they have to stay at a distance for safety reasons, 
so are unable to observe the operation and progress of the 
building in any detail. Having interacted with the model 
of the bridge in class or on their personal computers they 
are better able understand what is happening in the real 
construction zone. 

 
Figure 7. Movement of the advanced equipment and concreting 
above the false work near the abutment. 
 
 
4 LEARNING ASPECTS 

The models are actually used in face-to-face classes of 
certain subjects in the Civil Engineering curriculum: 
Technical Drawing (1st year), Construction Process (4th 
year) and Bridges (5th year). Traditionally, the curricular 
subject matters included in the virtual models, have been 
presented through 2D layouts or pictures. Now, the 
teacher interacts with the 3D models showing the con-
struction sequence and the constitution of the type of 
work modelled. Essentially, then, the models are used to 
introduce new subjects: 

- As in Technical Drawing, students have to define and 
draw structural plans over the architectural layouts, 
the virtual model of the wall helps to explain the con-
nection between the architectural drawings and the 
structural solutions needed to support the house con-
figuration. During the presentation of the model, stu-
dents should learn those technical elements relating to 
the selection of structural solutions in particular those 
that minimize the impact of the inclusion of elements 
(such as beams and columns) in the house interiors on 
the aesthetics. Students in the first year of their degree 
course usually have some difficulty in understanding 
the spatial localization of the structural elements and 
how they must be built and located almost inside the 
walls. However, once they have seen the virtual con-
struction of the wall, the relationships between the ar-
chitectural configurations and the structural elements 
in a building are well understood. 

- When the Construction Process is being taught, in or-
der to prepare these first year students to visit real 
work places, the teacher shows the animation of the 
construction and explains some aspects of the con-
struction process of the wall, in particular, the way the 
iron grid is defined inside a beam or a column and es-
pecially the complexity of the connection between the 
different types of grids of iron reinforcements near the 
zone where the structural elements connect to each 
other (Figure 8). In order to clearly explain this issue 
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related to the structural elements, the iron grids were 
created as 3D models with distinct colours, and they 
appear on the virtual scenario following a specific 
schedule. The type, sequence and thickness of each 
vertical panel that composes a cavity wall are well 
presented in the virtual model showing, step by step, 
the relationship between each of them. The configura-
tion detail of each element of a complete wall can be 
clearly observed by manipulating the virtual scenario 
of the construction. 

 
Figure 8. Complex relationship between reinforcements in the 
joint zones of the structural elements. 
 

- The construction model of a bridge particularly shows 
the complexity associated with the concrete work of 
the bridge deck that is carried out symmetrically. The 
model also shows, in detail, the movement of the ad-
vanced equipment. In class, in this case in the fifth 
year, the lecturer must explain why the process must 
follow that sequence of steps and the way the equip-
ment functions. When the student goes to the work 
place he can observe the complexity and the sequence 
of construction previously explained. 

It is also an advantage for students to be able to interact 
with these models. For this reason, the models were 
posted on the Internet pages of undergraduate courses in 
Civil Engineering, where they can interact with the appli-
cation EonX (EON Viewer, 2006). 
 
 
5 CONCLUSIONS 

It has been demonstrated, through the examples presented 
here, how the technology of virtual reality can be used in 
the producing teaching material of educational interest in 
the area of construction processes. The pedagogical as-
pects and the technical concepts inherent in the curricular 
subject material presented were taken into consideration 
during the construction of the model. 

The applications generated represent two standard situa-
tions of constructions. The student can interact with the 
virtual model in such a way that he can set in motion the 
construction sequence demanded by actual construction 
work, observe the methodology applied, analyze in detail 
every component of the work and the equipment needed 
to support the construction process and observe how the 
different construction elements mesh with each other and 
become incorporated into the model. 
These models are used in Civil Engineering and Architec-
ture courses in those modules involving construction. 
They can be used in classroom-based education and in 
distance learning supported by e-learning technology. 
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INTERACTIVE VISUALISATION AS A TOOL FOR INTERPRETING BUILDING THERMAL 
SIMULATION RESULTS 

Yaqub Rafiq, Martin Beck, Pieter De Wilde 
  

ABSTRACT: During building design there is a growing need to reduce energy usage whilst maintaining the comfort of 
the occupants. The latter is referred to as ‘thermal comfort’ and can be measured by the extent that the internal tem-
perature of the building does not exceed a specified comfort level. Traditionally these two measures of building per-
formance are seen as a trade off. Moreover, energy efficient building design is a complex process involving a large 
number of design variables each of which differentially affect both energy usage and thermal comfort. There is a vast 
search space to be traversed to find an optimal set of potentially good designs. This coupled with computationally ex-
pensive building performance simulation software leads to a problem which is potentially intractable. In the past the 
authors have used the Interactive Visualisation Clustered Genetic Algorithms (IVCGA) to address some of the com-
plexities of multi-disciplinary building design problems. The aim of this paper is to apply the IVCGA to allow the build-
ing designer (physicist) to: Firstly discover a set of potential design solutions which meet the design objectives of mini-
mal energy usage and maximal thermal comfort individually; Secondly discover a set of potential design solutions 
which are common to all objectives (mutually inclusive region); Thirdly present a means to understand the impact that 
particular design variables have upon each objective. 
KEYWORDS: genetic algorithms, visualisation, design, thermal simulation. 
 
 
1 INTRODUCTION 

While there are many definitions of design and the pur-
pose of each stage which makes up the whole design 
process, in essence design is a co-ordinated human activ-
ity. Simon (1969) defined design as a problem solving 
process and an activity of searching the solution space for 
a solution that satisfies client requirements and it is fit for 
purpose. It was Smithers (1993) who questioned the va-
lidity of this approach. Smithers argued that search im-
plies a well defined problem from which a solution can be 
generated: At the early stages of the design process (i.e. 
conceptual stage) the design requirements (i.e. the ‘prob-
lem’) are often ill-defined and the process should be 
viewed as one of exploration rather searching the solution 
space. This issue is also eloquently advanced by the work 
of Gero (1993), Maher et al (1995) and Maher (2000) 
who point the way to which conceptual design is both an 
exploration of the design requirements and the potential 
solutions to those requirements. 
One of the key ideas underpinning this paper is the notion 
of 'design as exploration'. Hence, the focus is on explor-
ing the design space where interest in the inter-
relationships between design variables and / or objectives 
is primary. To achieve this exploration two interrelated 
aspects of visualisation techniques and human involve-
ment play a key role. By combining these two aspects an 
interactive user interface and human-driven search proc-
ess is developed which goes beyond the predefined algo-

rithmic procedure and aids the designer to freely explore 
the design search space in a creative way. Unlike analysis 
tools it is not intended to yield one single solution, but 
rather to supply the designer with stimulating, plausible 
directions (Bentley and Corn 2002). This enables the de-
signer to widely explore design requirements and corre-
sponding solution spaces, evaluate merits of computer 
generated solutions by considering non-quantifiable non-
encoded criteria in order to drive the search to a designer 
preferred direction. 
 
1.1 Design space visualisation  

A number of systems described in the literature are appli-
cable to visualisation and manipulation of engineering 
design data. Robert Spence from Imperial College has 
used extensive experience of human computer interaction 
in engineering design to develop the Influence Explorer 
(Tweedie et al 1996) and the Prosection matrix (Spence – 
“The Acquisition of Insight”). The Influence Explorer is 
designed to help in the decision making process during 
engineering design; input parameters and output perform-
ance measures are shown in parallel displays, the colour 
of the solutions changes during interaction so that the user 
can assess which solutions are within specified tolerances.  
Visualisation of alternative coordinate systems has been 
extensively researched and implemented by Andeas Buja, 
Diane Cook and Deborah Swayne at AT&T Labs 
(Swayne et al 1998 & 2001). After a number of design 
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changes GGobi (Swayne et al 2001) was developed which 
presents data in a variety of ways using window cloning 
and supported by brushing (Becker & Cleveland 1987). 
The data can also be viewed in different coordinate sys-
tems using the projection pursuit technique (Friedman and 
Tukey 1974). Gilbert et al also use principal component 
analysis to visualise biological data in Space Explorer 
(Gilbert et al 2000) using the first principal components to 
visualise the ‘natural’ clusters in the data. The systems 
described above use static and pre-classified data whereas 
the IVCGA described in this paper allows arbitrary data 
to be clustered in alternative coordinate systems, refine-
ment of clustering by the user is also possible. 
 
1.2 The interactive visualisation clustering genetic algo-

rithm 

Most architectural and engineering design problems are 
multidisciplinary, multivariate and multi objectives so 
visualising and understanding interaction between design 
variable would lead to better understanding of the search 
and solution spaces as well as understanding of the design 
issues. The main aim of engineering design is to provide a 
number of design alternatives (Dym 1994) and check the 
suitability and robustness of the design by evaluating 
neighbouring solutions (Phadke 1989). In this study the 
Genetic algorithm, GA, (see Goldberg, 1989, for over-
view) was chosen as it is capable of widely searching the 
design space in order to generate design solution by ran-
dom sampling method that attempts to converge on good 
design solutions. Because of the GA’s optimisation strat-
egy, it is capable of returning a number of local optima 
(or clusters) that are good candidates as robust design 
alternatives.  
Packham and Denham (2003) argue that the clusters 
should be presented to the engineer in terms of the origi-
nal design variables or a coordinate system that can be 
easily related to the original variables. This approach en-
ables the user to get a solid understanding of the search 
and solution spaces. It is also necessary to check that the 
regions of the search space indicated by the clusters are 
robust (not sensitive to changes in variables). Therefore a 
novel clustering algorithm based on kernel density esti-
mation (Silverman 1986) was used in the Interactive 
Visualisation Clustering Genetic Algorithm system 
(IVCGA) by Packham (2003) which identifies high per-
forming clusters in terms of a given coordinate system. 
The IVCGA as a whole combines the diverse research 
areas of engineering design, multivariate visualisation and 
evolutionary computing. It was developed as a combina-
tion of these research areas as a means to improve under-
standing and wider exploration of the solution space in 
modern engineering design activity. The overall goal was 
to create an interactive visualisation system that generates 
data and provides analysis of the data by indicating re-
gions of the search space that are worth investigating 
(Packham & Denham 2003).  
An important feature of the IVCGA is that it allows the 
user to interact with the data and search process, and us-
ing domain knowledge the user is able to choose a num-
ber of possible actions, i.e. to choose the next action such 
as to perform a more detailed search inside a region or try 
to find other high performing regions. 

While IVCGA is discussed in more detail in Packham 
(2003) and Rafiq et al (2005), however some of the fea-
tures of the system can be summarised as: 

1. Fast Exploration of the search space using an auto-
matic clustering procedure that identifies clusters of 
good solution both in variable or objective space. Col-
our is used to highlight important clusters, enhancing 
perceptual understanding of the data. 

2. An easy to use interface that allows direct manipula-
tion of the data and views. Various high dimensional 
visualization techniques are supplied to enable under-
standing of the data from different viewpoints and 
combination of parameters. 

3. Extensive interaction is supported allowing the gen-
eration of further data with the GA inside or outside 
regions identified by the user or clustering algorithm. 
The definition of clusters can be modified by the user 
or even created manually, ensuring complete freedom 
of search and human-led exploration of the search 
space. 

The majority of these techniques discussed in the design 
space visualisation section are incorporated as interactive 
visualisation tools with the IVCGA and are used in this 
paper. 
 
1.3 Discovering inter-relationship between parameters 

and objectives  

In order to demonstrate the capabilities of the IVCGA, the 
technique is applied to a relevant problem in building 
engineering: The analysis of robustness and adaptability 
of domestic houses towards climate change scenarios. 
Obviously, such an analysis requires a deep insight into 
the interrelationships between different building design 
parameters, environmental conditions, and thermal per-
formance. A typical single two storey terrace house in the 
UK is used to investigate the effect of four essential de-
sign parameters (building orientation, floor insulation, 
wall insulation and attic insulation) on the objectives of 
energy consumption and thermal comfort (criteria for 
energy consumption and thermal comfort are presented in 
the methodology section) 
In the context of this building engineering problem, the 
aims of this paper are to allow the building designer 
(physicist) using the IVCGA to: Firstly discover a set of 
potential design solutions which meet the design objec-
tives of minimal energy usage and maximal thermal com-
fort individually; Secondly discover a set of potential de-
sign solutions which are common to all objectives (mutu-
ally inclusive region); Thirdly present a means to under-
stand the impact that particular design variables have 
upon each objective. This latter aim achieves an enhanced 
understanding of the inter-relationship between design 
parameters and objectives, thus potentially discovering 
less important parameters which play minimal role in 
energy usage or thermal comfort. 
Taken together these three aims allow an exploration of 
differing design requirements: By providing designers 
with an enhanced understating of the differential effects 
of the design parameters and coupling this with domain 
knowledge, the designer is helped to find compromise 
design alternatives which partially satisfy minimum en-
ergy consumption and maximum thermal comfort. 



An interesting aspect of this research is that these three 
facets are achieved through post-processing and maximal 
use of information already generated during the individual 
runs of the GA search for each objectives separately thus 
reducing computational expense. 
These four design parameters (i.e. orientation, floor insu-
lation, wall insulation and attic insulation) are used as 
their effect upon building performance are relatively well 
understood, and provide a means to confirm the results of 
this study. For example building orientation is directly 
linked to solar access, and insulation layer thickness is 
directly linked to transmission losses.  
As these parameters are generally fixed at construction 
time1 it is thus instructive to understand the impact these 
parameters have upon the objectives before design or 
construction details are firmed. Moreover, given the lon-
gevity of a typical building and the current world-wide 
attention on climate change, where the consensus of opin-
ion being that of a warmer climate in the UK, it would be 
informative to see how the design parameter-objective 
interaction generalises if the building was in a warmer 
climate. To this end, objective performance is assessed 
under two typical western European climatic conditions: 
That of Birmingham (UK) and Rome (representing poten-
tial future UK climate). 
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2 BUILDING THERMAL MODELLING 

The building used in this paper is a three bedroom ter-
raced dwelling. This is the most common type of housing 
in the United Kingdom (approximately one third of all 
houses are terraced; and approximately half of all houses 
have three bedrooms). The dwelling is assumed to have a 
floor size of 84 m2, and modelled as a three zone building: 
With one zone for each of ground floor, first floor and 
attic. The ground floor and first floor are heated; the attic 
is not. None of the zones contains an active cooling sys-
tem. Façade lay-outs have been based on a range of exist-
ing dwellings in England. A wireframe image dwelling is 
shown in Figure 1, below. 

 
Figure 1. Wire frame model of dwelling used in simulation. 
 
A model of this building is developed based on common 
construction practice, materials and dimensions for the 

                                                 
1  Admittedly insulation can be added after construction, but 

except for attic insulation this can be a costly and inconven-
ient process.  

United Kingdom (e.g. insulated cavity wall, double glaz-
ing, wooden internal floors, insulated attic, and slate roof 
on felt membrane). Of the wide range of building parame-
ters four have been chosen for this study:  

- The orientation (rotation) of the building. With 0 de-
grees representing North-South facing (as shown in 
Figure 1). Rotation is performed in a clockwise direc-
tion.  

- Three parameters relating to insulation: Ground floor 
insulation; wall insulation; and attic insulation (also 
known as loft insulation). 

The ranges of these four parameters are shown in Table 1, 
below. 

Table 1. Building uncertainty parameters and their investigated 
range. 

Name Description Range 
X1 Building orientation 0 to 90 [degrees] 

Insulation levels 

X2a Floor  0.02 - 0.100 [m] 
X2b Wall 0.05 - 0.120 [m] 
X2c Attic 0.03 - 0.150 [m] 

 
For this study three objectives (termed here Performance 
Indicators, PI) are used: 

- PI1: Indicates the energy use of the dwelling as meas-
ured in GJ/year. Note that PI1 relates to required end-
use heating energy only, and does not take into ac-
count: The type or the efficiency of the heating sys-
tem; any energy conversion or transport factors. 

- PI2 and PI3 : Are the thermal comfort of the ground 
floor (PI2), and the first floor (PI3). Thermal comfort 
is measured by the number of hours per year that the 
mean air temperature in the respective zone exceeds a 
threshold value of 25°C. This threshold value is in 
common use (i.e. Hacker et al, 2005). A lower PI2 and 
PI3 value indicates better thermal comfort, with values 
below 100 hours per annum being considered accept-
able (DeWit, 2001).  

Assessment of the three objectives was performed using 
EnergyPlus version 1.2.3. Other than the four design vari-
ables, all other design parameters remained fixed with 
values taken from ASHRAE (2005) Handbook of Funda-
mentals, chapters 25 and 38 and the CIBSE (1988) De-
sign Data Guide, Appendix 2. For other calculation pa-
rameters (i.e.. time step) the default settings of Energy-
Plus have been used. For a fuller discussion of the model 
used see DeWilde et al (2006) 
 
 
3 RESULTS 

For all cases presented in this section, clustering was done 
in objective space and three clusters identified using Ker-
nel Density Estimation. Initial inspection of the effect of 
building orientation (rotation) upon energy usage (PI1) 
would tend to suggest two possible ranges of rotation as-
sociated with low energy those shown as areas A and B in 
Figure 2. However when one of the thermal comfort ob-
jectives (PI2) are considered, it is clear that only lower 
values of rotation provide good thermal comfort also, 



with a marked increase as rotation increases2. This exam-
ple demonstrates the significance of a trade-off between 
energy consumption and thermal comfort when deciding 
on building orientation. Area A represents the presence of 
windows in the North and South faces of the building 
while in Area B these windows are in East and West faces 
of the building. During the summer time (when days are 
longer) the latter will result in more heat entering the 
building, which adversely affect the thermal comfort. 
These results meet the first two aims of the paper:  

- Firstly discover a set of potential design solutions 
which meet the design objectives of minimal energy 
usage and maximal thermal comfort individually. The 
areas A and B represent solutions of minimal energy 
usage, where as area A represents maximal thermal 
comfort.  

- Secondly discover a set of potential design solutions 
which are common to all objectives (mutually inclu-
sive region). In this case only area A represents a re-
gion which is common to both objectives. 

 
Figure 2. Showing relationship between rotation of building and 
(a) energy usage, PI1; and (b) ground floor thermal comfort, 
PI2. 
 
When floor insulation is considered, results shown in 
Figure 3(a) indicate no apparent relationship between 
floor insulation and PI1. This indicates that omitting floor 
insulation will not greatly affect the energy consumption. 
This is partly caused by the physical model used within 
EnergyPlus, where the soil temperature is kept at a con-
stant level throughout the year. In contrast Figure 3(b) 
demonstrates a that a lower value of floor insulation is 
associated with a marginally better value of thermal com-
fort for solutions in area A, but that more marked in-
creases are achieved in area B. This leads to the conclu-
sion that omitting floor insulation improves thermal com-
fort. This is caused by the accessibility of the thermal 
mass in the ground slab, which dampens overheating 
peaks in the summer. Note that a different built-up of 
floor layers will show a different behaviour. 
Looking at the effect of varying levels of wall insulation 
it can be seen that higher levels of wall insulation are as-
sociated with lower levels of energy usage, Figure 4(a), 
whereas wall insulation has a very marginal impact on 
thermal comfort (Figure 4 (b)). In this case the insulation 
is positioned in a cavity wall. As the inner wall provides 
thermal mass and dampening to the indoor climate, a 
change in insulation thickness here does not show any 
impact on thermal comfort. However, it now has a sig-
nificant impact on energy use, impacting the transmission 
to the outside air. 
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2  Similar results are found for PI3, but are omitted for brevity 

 
Figure 3. Showing relationship between levels of floor insula-
tion: and (a) energy usage, PI1; and (b) ground floor thermal 
comfort, PI. 
 

 
Figure 4. Showing relationship between levels of wall insulation 
and: (a) energy usage, PI1; and (b) ground floor thermal com-
fort, PI2. 
 
Investigating the relationship between the objectives of 
energy usage, PI1, and thermal comfort, PI2 (see Figure 
5) indicates that at lower energy values (less than ap-
proximately 2.14x1010 GJ y-1) there is also a significant 
number of correspondingly good thermal comfort levels. 
Above this 2.14x1010 value, the thermal comfort is far 
more variable. To understand this more, when Figure 5 is 
compared with Figure 2 it can be seen that the dramatic 
increase of PI2 values (those shown by diamonds and 
squares) are due to the increased rotation of the building. 
From these initial exploratory results, three general heu-
ristics can be made: 

1. Lower rotational values are associated with lower en-
ergy usage and better thermal comfort, Figure 2 (a) 
and (b) 

2. Floor insulation levels play no apparent role in energy 
usage, and have only slight impact on thermal com-
fort: with lower floor insulation bringing better ther-
mal comfort, Figure 3 (a) and (b) 

3. Increased wall insulation dramatically reduces energy 
use, but has no impact on thermal comfort, Figure 4 
(a) and (b). 

These results meet the third objective, namely: Present a 
means to understand the impact that particular design 
variables have upon each objective. 
These observations are made with the dwelling assumed 
to be located in a typical current UK climate range (Bir-
mingham). With the current world-wide attention for cli-
mate change and with the scientific consensus predicting 
a warmer climate in the UK, it would be informative to 
see how the performance of the dwelling and the extent to 
which the heuristics developed above are influenced by a 
warmer climate. To this end a second performance analy-
sis of the dwelling was undertaken, but this time assum-



ing the dwelling is being operated within a Rome type 
climate. 

 
Figure 5. Showing relationship between energy usage, PI1 and 
ground floor thermal comfort, PI2. 
 
Reference to Figure 6 shows a similar patterning of the 
effect of rotation of building to energy usage (Figure 6 a) 
and thermal comfort (Figure 6 b) to that found in Figure 
2. Again it is evident that two areas of low energy usage, 
A and B are present. There are, however, some marked 
differences in performance across the two climates:  

- Firstly the magnitude of the performance indicators 
with energy usage for Rome being a factor of 10 less 
than for Birmingham (i.e. Some 1010 GJ yr-1 for Bir-
mingham versus 109 GJ yr-1 for Rome). Also the level 
of thermal comfort has dropped dramatically for 
Rome when compared to Birmingham (i.e. Ranges of 
1,800 to 3,300 hours above 25oC for Rome and 0 
to300 hours for Birmingham). It should also be noted 
that the best values of thermal comfort for Rome 
(circa 1,800 hours) are way in excess of the 20 hours 
recommended.  

- Secondly, the better minimal energy usage for Rome 
is now to be found at higher rotational values (Figure 
6 a, area B). In contrast this was found to be at lower 
rotation for Birmingham (Figure 2 a, area A). 

 
Figure 6. Using Rome climate the graphs show the relationship 
between rotation of building and (a) energy usage, PI1; and (b) 
ground floor thermal comfort, PI2. 
 

When the effect of floor insulation is considered, again 
there is no apparent relationship between energy usage 
and levels of floor insulation, Figure 7 (a). However the 
marginal improvement in thermal comfort with lower 
floor insulation levels found earlier, see Figure 3 (b), has 
been replaced with quite a dramatic improvement, Figure 
7 (b). This again is contributed to better access of thermal 
mass contained within the floor (PI2). 

 
Figure 7. Using Rome climate the graphs show the relationship 
between levels of floor insulation: and (a) energy usage, PI1; 
and (b) ground floor thermal comfort, PI2. 
 
 
4 DISCUSSION / CONCLUSION 

Interactive visualisation clustering genetic algorithms 
(IVCGA) have the advantage that they can work on the 
existing data, or can use the GA to explore the search 
space to generate a population of design solutions. The 
IVCGA has proved to be efficient in rapidly identifying 
clusters of good design solutions. It uses colour to distin-
guish between clusters of good and unsuitable design so-
lutions, using user defined objectives. Users’ interaction 
with the system and using their expert domain knowledge 
enable them to quickly assess the merits of solutions for 
the intended design requirements. In this paper an exam-
ple of thermal performance of a three bedroom terraced 
dwelling is presented.  
Using IVCGG it was possible to discover sets of design 
solution which are satisfy both for minimal energy con-
sumption and for maximal thermal comfort. It was possi-
ble to clarify to the designer that clusters of design alter-
natives within a solution space, which may appear desir-
able for one objective could have a detrimental effect on 
other objectives, which may not adequately satisfy the 
overall design requirements. 
A bi-product of using interactive visualisation tools such 
as IVCGA was the discovery of new knowledge and in-
creasing designers’ confidence on their existing knowl-
edge. This new knowledge could be interrelationship be-
tween design parameters or understanding the impact of 
particular design variable on the various objectives and on 
the suitability of overall design. For example by using 
IVCGA it became clear that wall insulations has a dra-
matic effect on the energy consumption but less effect on 
the thermal comfort. Similarly floor insulation had no 
significant impact neither on energy consumption nor on 
thermal comfort. These observations enable the designer 
to develop a set of heuristics particular to the specific 
problem at hand, and to interpret these using their own 
extensive domain knowledge. Furthermore the IVCGA 
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allows the designer to test the generalisation of these heu-
ristics across different scenarios (i.e. Birmingham climate 
vs. Rome climate), and to assess the overall impact that 
particular design variables may have across scenarios.  
It is the discovery problem specific heuristics which pro-
vide a better understanding of the design requirements, 
and may be instrumental in a reformulation of these re-
quirements, thus allowing the notion of ‘design as explo-
ration’ to be realised.  
 
 
5 CONCLUSIONS 

Systems such as the IVCGA help exploration of design 
spaces, aiding understanding and interpretation of results. 
However, they do not eliminate the need for domain 
knowledge and expertise, rather they compliment and add 
to it. As an example, understanding the impact of floor 
insulation levels on thermal comfort is only possible if 
one has detailed knowledge of the sequence of material 
layers in the underlying EnergyPlus model. The knowl-
edge discovery and visualisation techniques presented in 
this paper are not intended to contribute to automated 
design rather they support informed design decision mak-
ing enabling the designer to more effectively explore the 
design space. 
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EVALUATING RELIABILITY OF MULTIPLE-MODEL SYSTEM IDENTIFICATION 
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ABSTRACT: This paper builds upon previous work by providing a statistical basis for multiple-model system identifica-
tion. Multiple model system identification is useful because many models representing different sets of modeling as-
sumptions may fit the measurements. The presence of errors in modeling and measurement increases the number of 
possible models. Modeling error depends on inaccuracies in (i) the numerical model, (ii) parameter values (constants) 
and (iii) boundary conditions. On-site measurement errors are dependent on the sensor type and installation condi-
tions. Understanding errors is essential for generating the set of candidate models that predict measurement data. Pre-
vious work assumed an upper bound for absolute values of composite errors. In this paper, both modeling and meas-
urement errors are characterized as random variables that follow probability distributions. Given error distributions, a 
new method to evaluate the reliability of identification is proposed. The new method defines thresholds at each meas-
urement location. The threshold value pairs at measurement locations are dependent on the required reliability, char-
acteristics of sensors used and modeling errors. A model is classified as a candidate model if the difference between 
prediction and measurement at each location is between the designated threshold values. A timber beam simulation is 
used as example to illustrate the new methodology. Generation of candidate models using the new objective function is 
demonstrated. Results show that the proposed methodology allows engineers to statistically evaluate the performance 
of system identification.  
KEYWORDS: system identification, multiple models, error characterization, reliability, measurements, model predic-
tion. 
 
 
1 INTRODUCTION 

System identification involves determining the state of a 
system and values of system parameters through compari-
sons of predictions with observed responses (Ljung, 
1999). When applied to structural engineering, this is 
equivalent to finding the parameter values for models that 
may represent the behavior of a given structure.  
Conventional system identification strategies, such as 
model updating, use optimization methods with measured 
data to calibrate a mathematical model of a structure that 
is often based on the model used for design. Model updat-
ing in structural engineering may be performed using vi-
bration measurements or using static responses. Friswell 
and Mottershead (1995) provide a survey of model updat-
ing procedures using vibration measurements. Recent 
papers published in this area include Jaishi and Ren 
(2005), Xia and Brownjohn (2004), Brownjohn et al 
(2003) and Koh et al (2003). Compared with the amount 
of research in dynamic systems, only a few workers have 
focused on static systems. Research into model updating 
using static measurements include work by Sanayei et al 
(2005), Banan et al. (2004a, 2004b) and Sanayei et al. 
(1999). 
Although conservative design models result in safe and 
serviceable structures, they are usually not appropriate for 
interpreting measurements from structures in service 

(Smith et al., 2006). Moreover, since system identification 
is an intrinsically abductive task, there may be many 
models that fit observed measurements (Robert-Nicoud et 
al., 2005a, 2005c). A multiple model approach to system 
identification in which each model represents different 
sets of assumptions is capable of incorporating large 
numbers of modeling possibilities.  
Errors play a major role in the system identification proc-
ess. Errors from different sources may compensate each 
other such that predictions of bad models match meas-
urements (Robert-Nicoud et al., 2005a; Mahadevan and 
Rebba, 2006). Modeling and measurement errors have 
been investigated in previous research. Banan et al. 
(1994b) stated that the selection of an appropriate model 
is difficult; it is problem-dependent, and usually requires 
the intuition and judgment of an expert in modeling. For 
example, mathematical models may not be able to exactly 
capture variations in cross-sectional properties, existing 
deformations, residual stresses, stress concentrations and 
variations in connection stiffness. Sanayei et al. (1997) 
and Arya and Sanayei (1999) emphasized that errors in 
parameter estimates may arise from many sources, the 
most significant of which are measurement errors and 
modeling errors. Measurement errors can result from 
equipment as well as on-site installation faults (Sanayei et 
al., 1997). A statistical evaluation of the performance of a 
system identification methodology must account for mod-
eling and measurement errors.  



Raphael and Smith (1998) introduced the strategy of gen-
eration and iterative filtering of candidate multiple mod-
els. Robert-Nicoud et al. (2005a) adopted this strategy 
and proposed a multiple-model identification methodol-
ogy based on compositional modeling and stochastic 
global search. Stochastic search was used to generate a set 
of candidate models. The objective function for the search 
was defined to be the root-mean-square of the difference 
between measured values and model predictions (RMSE). 
When the RMSE value was less than a certain threshold 
value, the model was classified as a candidate model. The 
threshold was evaluated by assuming reasonable values 
for modeling and measurement errors through reference 
to previous studies in finite element analysis and sensor 
precision. A model involving the right set of assumptions 
and correct values of parameters has a cost function value 
that is less than or equal to this threshold when errors due 
to mathematical modeling and measurement are equal to 
estimated maximum values. A limitation of this study is 
that the threshold value is not qualitatively associated 
with the reliability of identification.  
In this paper, a novel method of evaluating candidate 
models that accounts for the reliability of identification is 
proposed. Random variables are introduced for the errors 
in modeling and measurements. A new objective function 
is introduced for the stochastic search. The new form of 
the function uses threshold values at each measurement 
location. These threshold values are determined through 
reference to the required reliability of identification and 
probability distributions of errors. These methods are il-
lustrated for a timber beam. The paper describes the 
methodology of generating candidate models, followed by 
a section that treats errors in system identification and the 
formulation of a new objective function and concludes 
with the results and suggestions for future work. 
 
 
2 METHODOLOGY 

The framework of multiple-model system identification 
research at EPFL is shown in Figure 1. At the beginning, 
modeling hypotheses lead to a number of possible models 
using measurements from the structure. The model gen-
eration module compares measurements with predictions 
to identify a set of candidate models. A stochastic global 
search algorithm called PGSL (Raphael and Smith, 
2003b) is used for optimization. A feature extraction 
module extracts characteristics of these models. 
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Figure 1. Framework of multiple-model system identification 
research at EPFL (ongoing work highlighted). 

Data mining techniques are used to cluster models (Saitta 
et al., 2005). Ongoing research includes error estimation 
for better system identification, improving the measure-
ment system design and developing appropriate engineer-
computer interaction. The highlighted areas are focal 
points of current research. 
The methodology used to generate a set of candidate 
models is illustrated in Figure 2. Users input measurement 
data and specify a set of modeling assumptions. Model 
parameters and their permitted range of values are set a 
priori. Structural models are generated by stochastic sam-
pling in a model space that consists of all combinations of 
acceptable parameter values. At each instance of model 
selection from the population of models, the structure is 
modeled as a finite element model, and its predictions are 
obtained. Responses from each model are compared with 
measurements in order to ascertain if the model is a can-
didate model. A candidate model is one that has predic-
tions congruent with measured behavior. PGSL uses an 
objective function to determine if a model is a candidate 
model. The objective function is the distance metric used 
to differentiate candidate models from other models. 
Once a sufficient number of models have been sampled, a 
set of candidate models is available for subsequent analy-
sis. 

 
Figure 2. Methodology used for generating a set of candidate 
models. 
 
This paper examines the reliability of system identifica-
tion. A reliability of 100% requires that the following 
three conditions are met: all possible models are consid-
ered in the set of models; there are sufficient measure-
ment data to filter out wrong models and; all errors are 
zero. 



Fulfilling these three conditions completely is never fea-
sible. However, for the purposes of this paper, it is as-
sumed that the first two conditions are met. Many struc-
tures can be evaluated using the assumption that through 
use of good stochastic search algorithms and high toler-
ance limits all possible models are generated. The second 
condition requires the assumption that enough measure-
ment data is available to filter out wrong models. Since a 
goal of this research is to determine systematically the 
best path to fulfillment of this condition, it is assumed that 
this goal is reached. 
Estimating the reliability of structural identification, as 
discussed in this paper, involves calculation of a threshold 
range of errors given a statistical tolerance limit. When 
the assumptions discussed above are not possible, evalua-
tions of reliability that are described in this paper provide 
upper-bound values. In the following section, errors that 
affect the reliability of identification are discussed. 
 
 
3 ERRORS IN SYSTEM IDENTIFICATION 

The following discussion is drawn from previous work at 
EPFL (Robert-Nicoud et al., 2000, 2005a, 2005c). Error 
definitions are used unchanged in this research. 
 
3.1 Modeling errors 

Modeling error ( ) is the difference between the pre-
dicted response of a given model and that of an ideal 
model that accurately represents behavior. Modeling error 
propagation is graphically depicted in Figure 3. Modeling 
error has three constituents – , , and  (Raphael 

and Smith, 2003a). The component  is the error due to 
discrepancy between the behavior of the mathematical 
model and that of the real structure. Component  is 
introduced during numerical computation of the solution 
of partial differential equations. Component  is the 
error arising from inaccurate assumptions made during 
simulation. Such a definition of modeling errors by sub-
dividing it into sources is similar to the delineation of 
errors in physical system modeling (Mahadevan and 
Rebba, 2006). 

mode

1e 2e 3e

1e

2e

3e
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Component  is further separated into two parts –  

and . The error part, , arises from assumptions 
made when using the model (typically assumptions re-
lated to boundary conditions such as support characteris-
tics and connection stiffness). The error part, , arises 
from errors in values of model parameters such as mo-
ment of inertia and Young’s modulus. While it might be 
impossible to separate the components in practice, it is 
still important to distinguish between these errors since 
the only error source that is usually recognized by tradi-
tional model calibration techniques is . 

3e 3ae

3be 3ae

3be

3be
 
 

 

1e : During creation of mathematical models of real structures 

: While representing mathematical models using numerical 
models 

: While simulating numerical models on computers 

2e

3e
Figure 3. Errors in computational mechanics simulations. 
 
3.2 Measurement errors 

Measurement error ( ) is the difference between the 
real and measured quantities in a single measurement. 
Measurement errors result from equipment as well as on-
site installation faults (Sanayei et al., 1997). In addition to 
sensor precision values reported by manufacturers, the 
stability and robustness (for example, with respect to 
temperature), and the effects of location characteristics 
(for example, connection losses) also account for meas-
urement error. While it is tempting to quantify measure-
ment error as a sum of individual sources, it is more rea-
sonable to quantify them probabilistically using sensor 
precision and on-site information obtained during sensor 
installation. 

mease

 
3.3 Previous objective function 

The model generation task requires an objective function 
that accounts for the errors to generate a set of candidate 
models. In Robert-Nicoud et al. (2005a), the objective 
function is formulated as follows. If ax  is the real value 

of a behavior quantity such as deflection, measx  is the 

measured value and cx  is the value computed using a 
model, the following relationships have been obtained for 
a single measurement. 

a meas measx x e= +

a c

      (1) 

x 1 2 3x e e e= + + +       (2) 

Model calibration procedures minimize the absolute value 
of the difference between measx  and cx . The difference 

between measx  and cx  is known as the residue . Rear-
ranging the terms in Equations 1 and 2, 

q

1 2 3meas c measq x x e e e e= − = + + −    (3) 

Thus, model calibration techniques minimize the quantity 
( 1 2 3 mease e e e+ + − ).This is equivalent to inaccurately 
assuming that this quantity is always zero. The objective 
function that is minimized during the optimization routine 
is the root-mean-square composite error (RMSE) which 
was calculated as 



RMSE = 
2

iq
n

∑
 

   (4) 

where , ,i ci i measq x x= −  = difference between the value 

measured at the ith measurement point and the predicted 
value computed using the model. Any model that gives an 
RMSE value less than a threshold value is considered to 
be a candidate model. The threshold is computed using an 
approximate estimate of modeling and measurement er-
rors. From Eqn. 3, since errors could be positive or nega-
tive 

1 2 3c meas meaq x x e e e e≤ + ≤ + + + s   (5) 
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≤q  Threshold    (6) = +est est
mod mease e

est
mode  and  are estimates of the upper bound for 

modeling errors and measurement errors respec-

tively. For quantifying threshold,  has been assumed 
to have a value of ±4% (from finite element simulations) 
and  was taken to be the precision of the sensor 
(Robert-Nicoud et al., 2005a). 

est
mease

est
mease

est
mode

est
mease

 
 
4 NEW OBJECTIVE FUNCTION 

The formulation described in the previous section for 
evaluating candidate models is improved by combining 
errors using statistical methods. Modeling error  is dif-
ficult to quantify. It is problem dependent and can be 
minimized using modeling expertise (Banan et al., 
1994b). Assuming an ideal situation, . The other 
errors can be modeled probabilistically.  

1 0e =

Consider i
measx  as the measured value at the ith measure-

ment location and  as the measurement error at that 

location. Similarly, 

i
mease

i
predx  is the predicted value at the ith 

measurement location and ( e e ) is the 
total modeling error. In the absence of errors, predictions 
from a candidate model exactly match the measurements. 
Since errors are present, this is represented in mathemati-
cal terms as,  

1 2 3d e= +i
pre e +

i i i i
meas meas pred predx e x e+ = +    (7) 

Δ = − = −i i i i i
meas pred pred measx x x e e   (8) 

Modeling error is defined by a variable  that follows 

a probability distribution with mean 
prede

predμ  and standard 

deviation predσ  and measurement error is defined by a 

variable  that follows a probability distribution with 

mean 
mease

measμ  and standard deviation measσ . Assume that 

the probability distribution for  remains the same for 
one modeling problem. However, this may depend on 

element types and in reality, for a complex structure with 
different element types, the distribution for  could be 
different at each location. Since values of measurement 
error depend on sensor type and location characteristics, 
the distribution for  changes for each measurement 
location. Many quantities of engineering interest that are 
not extreme loads generally follow the normal distribution 
(Jordan, 2005). Assuming both probability distributions to 
be Gaussian distributions, the combined error is defined 
by a variable 

prede

mease

mease

Z  with mean zμ  and standard deviation 

zσ , such that  

z pred measμ = μ μ−     (9) 

22
measpredz σσ +=σ     (10) 

Following from Eqn. (9), the threshold values for a cer-
tain reliability of identification are given by 

( )1 2
i i i i

meas predr x x r≤ − ≤    (11) 

such that 

( )1 2
i i

reqdP r Z r p≤ ≤ =     (12) 

1 μ= −zr c  and 2 μ= +zr c    (13) 

where c is the value that is determined from the required 
statistical tolerance limit, . reqdp

The function, if , is defined as 

( )
( )

1 2
2

1 1

2

2 2

0 i i

i i i i
i

i i i i

if r x r

f x r if x r

x r if x r

⎧ i≤ Δ ≤⎪
⎪= Δ − Δ <⎨
⎪
⎪ Δ − Δ >⎩

  (14) 

where superscript i refers to the ith measurement location.  

The significance of if  is that the difference between 
measurement and prediction at each measurement loca-
tion is compared with the corresponding threshold value. 
A model is a candidate model only if it satisfies condition 

0if =  at each measurement location, i.e., the difference 
is within the specified threshold for every single meas-
urement location. This requirement is encapsulated in a 
new objective function as follows  

1

0
n

ifE
n

= =∑     (15) 

The new objective function E in Equation 15 is employed 
for the case study in the next section. Equation 15 could 
be considered to be a form of the classical error function 
that is employed for curve fitting since it includes values 
of errors at each measurement location and provides a 
probabilistic basis for the reliability of candidate models. 
 
 
5 ILLUSTRATION 



Timber Beam Case Study 
Robert-Nicoud et al. (2005a) tested a timber beam in the 
laboratory using a multiple model approach (Figure 4). 
The same case study is simulated in this paper. A mathe-
matical model of the timber beam is created by discretiz-
ing it into 33 elements each of length 0.1 m. The spring 
support is modeled using two elements. Position and 
magnitude of the load and the elastic constant of the 
spring are treated as unknown variables. Minimum and 
maximum values for these variables are provided as input 
to system identification. Three sensors measurements are 
simulated. Models are randomly generated such that each 
model parameter has values within bounds specified by 
engineers. Each model in the set of candidate models has 
an equal probability of representing true structural behav-
ior. The methodology for generating candidate models is 
as outlined in Section 2.  

 
Figure 4. Schema of experimental timber beam (used in the case 
study). 
 
The input values and input ranges of unknown variables 
are shown in Table 1. Results are also analyzed using 
Principal Component Analysis (PCA). Three model pa-
rameters are used as data for PCA. These are transformed 
to the space defined by two principal components and the 
results are then clustered following Saitta et al. (2005). 

Table 1: Material properties of case study structure and ranges 
of variables used in system identification 

 
 
 
6 RESULTS 

In this study, 24000 models are randomly sampled. In 
keeping with the requirements stated earlier, it is assumed 
that all possible models are generated and that there are 
enough measurement data to filter out wrong models. One 
type of sensor is used. The values that are used to charac-
terize random variables pertaining to modeling error and 
measurement error are given in Table 2. Two cases of 
composite error having a tolerance limit of 50% and 95% 
are used. The number of models generated in each case is 
listed in Table 3. 

Table 2. Characterization of error variables used. 

 
 

Table 3. Number of candidate models obtained. 

 
 
It can be seen that higher tolerance limits have greater 
numbers of candidate models. Data mining is performed 
to extract information from the set of candidate models in 
both the cases (Saitta et al., 2005). Principal components 
are plotted in Figures 5(a) and 5(b). Figure 5(a) shows, in 
PCA space, the candidate models obtained in the case 
with 50% tolerance limits and Figure 5(b) shows that 
there are a greater number of candidate models discovered 
in the case with 95% tolerance limits. These plots support 
the postulate that insufficient tolerance limits may result 
in potentially important candidate models not being iden-
tified. The parallel line type clusters with free space be-
tween groups misleadingly point to a correlation between 
certain variables. This is due to the fact that the variable X 
takes discrete values only. 

 
Figure 5a. Clusters visualized using Principal Component 
Analysis (at tolerance limit of 50%). 
 

 
Figure 5b. Clusters visualized using Principal Component 
Analysis (at tolerance limit of 95%). 
The additional candidate models in the second case (toler-
ance limit 95%) are those that are not identified when the 
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tolerance limit is 50%). Results show that it is useful to 
include error characterization in the objective function in 
order to identify candidate models within model genera-
tion module (Figure 2). 
The previous objective function (Section 3.3) did not in-
clude statistical reasoning for choosing threshold values. 
Therefore, a threshold value is chosen without estimating 
the risk of losing potential candidate models. To illustrate 
this, consider Table 4, which gives the parameter values 
for the case study model and four of the candidate models 
obtained. Model 1 is a candidate model that is identified 
when the statistical tolerance limit is set to 95%. How-
ever, it was ignored when the statistical tolerance limit is 
50%. The proposed method enables the selection of a 
error threshold according to the level of confidence re-
quired in the identification process. 
Table 4. Description of four candidate models. 

 
 
Table 4 also illustrates that errors from different sources 
may compensate each other such that predictions of bad 
models match measurements. Model 1 is the right candi-
date model since it is very close to the case study struc-
ture. However, models 3 and 4 are among other candidate 
models that are identified. Depending upon the error val-
ues, either one of these models could have been adopted 
as the right model if one was to simply minimize the error 
difference. While the candidate model set includes bad 
models these can be filtered through further measure-
ments. 
 
 
7 CONCLUSIONS 

Conclusions of this research are: 
- An explicit statistical formulation of the objective 

function provides a useful basis for identifying candi-
date model sets. 

- Since various types of errors may compensate one an-
other, it is risky to accept model predictions based on 
comparisons that assume no errors. When error char-
acteristics are known, including high tolerance limits 
expands the set of candidate models. Probabilistic 
characterizations of errors ensure an estimate of the 
reliability that the candidate model set includes the 
correct model.  

Future work involves experimental error quantification 
using full scale studies. Experiments in controlled envi-
ronments are required to estimate probability density 
functions for measurement and modeling errors. Subse-
quent tasks in multiple-model system identification in-
clude data mining in order to classify them into clusters 

and engineer-computer interaction for improved knowl-
edge visualization. 
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GPCORE – A GENERIC FRAMEWORK FOR GENETIC PROGRAMMING 

Torben Pullmann, Martina Schnellenbach-Held, Peer Lubasch 
Institute of Structural Concrete Essen, Essen, Germany 

ABSTRACT: Complex engineering tasks are rarely unique in their solution. The question is not to determine a single 
solution – it is more to retrieve an optimal solution. Automated, software-based optimization technologies turned out to 
be a very promising and applicable solution for the class of non-deterministic optimization problems. 
In this paper a generic framework for the application of genetic programming will be introduced. The framework is 
based on the Backus-Naur representation, which can be seen as a meta-programming language. According to specific 
demands on engineering problems, various detail solutions have been evolved in this context. Finally, the application of 
the developed framework in load identification will be presented. An example of an evolutionary optimization within the 
analysis of measured data will be given. By means of two encapsulated optimization routines structural responses re-
corded at instrumented bridges are analyzed to determine gross weights, velocities, axle loads as well as axle spacings 
of passing vehicles. Most significant aspects of the developed framework will be covered within the example: Problem 
decomposition, problem space definition based on the meta-language, genotype generation, examples of crucial cross-
over and mutation operations, fitness evaluation and entire operation of the optimization process. 
KEYWORDS: genetic programming, framework, genetic algorithms, evolutionary algorithms, evolutionary optimiza-
tion, evolutionary computation. 
 
 
1 INTRODUCTION 

Evolutionary algorithms evolved to very powerful opti-
mization strategies for finding solutions to non-
deterministic optimization problems. Actually many dif-
ferent EA-types are co-existing (Spears et al. 2003, 
Whitley 2001), while genetic algorithms (GA) and evolu-
tion strategies (ES) represent the most common variants. 
In EA the individual solutions are denoted as “pheno-
type”, their coded counterpart as “genotype” (Geyer-
Schulz 1995). The genotype is normally coded in form of 
a long binary or string representation. The main objective 
of any EA is to produce “better” individuals based on a 
set of given or randomly chosen solutions. To measure 
the quality or “fitness” of an individual, a problem spe-
cific fitness function is applied. During the evolutionary 
process, new generations of individuals are produced. The 
forming of a generation follows Darwin’s principal “sur-
vival of the fittest”, which is obtained by fitness-addicted 
selection of parent individuals to form a new generation. 
Furthermore, genetic operators are applied to the off-
spring, like crossover and mutation operators. 
A demanding task during design and implementation of 
any optimization algorithm for a specific problem is a 
suitable problem space representation. Due to the com-
plexity of engineering problems, individuals which are 
represented in form of their corresponding genotype usu-
ally contain a variety of different information types at a 
varying size. The higher the homogeneity of this informa-
tion, the more likely simple linear representation types, 

like binary, real or string coded representation used for 
genetic algorithms, become inefficient through uncoordi-
nated optimization operations and mostly fixed genotype 
lengths.  
A groundbreaking variation of genetic algorithms is Ge-
netic Programming, fundamentally introduced in Koza 
(1992). In this innovative approach genotypes are repre-
sented by tree-based computer programs instead of a lin-
ear representation. Originally designed to create programs 
for the language LISP, Koza’s approach is generally 
adoptable to every optimization problem which can be 
formulated using a sufficient tree-based structure. The 
tree structure offers several advantages. Type safe nodes 
allow goal oriented and semantically correct crossover 
and mutation operations, which finally leads to dramati-
cally better performance. Furthermore, a node-specific 
and very fine granular adjustment of the optimization 
parameters is possible, while the problem of fixed geno-
type size becomes completely obsolete. Besides tree rep-
resentation, there are other representation paradigms in 
genetic programming, for instance linear sequential repre-
sentation, which are not further addressed in this paper. 
 
 
2 THE “GP CORE” 

Actual research projects conducted by the authors use 
genetic programming in different scopes. It turned out 
that the realizing of genetic programming is a fairly de-
manding task during design and implementation phase of 



scientific software applications. While the fitness land-
scapes of the optimization problems differ widely, the 
general genetic programming part remains similar but 
consumes an important amount of the development time 
and testing effort. The outcome of this was the design and 
development of a universal and robust framework, the 
“GPCore”, which is very flexible and adoptable to a vari-
ety of different optimization problems. 
The GPCore basically consists of a set of C++ classes 
which cover definitions and operations to apply genetic 
programming methodologies to real world problems. For 
definition and maintenance of templates and for perform-
ing test runs, the application “CPCore Manager” has been 
developed by the authors. A second application, the 
“GPCore Runtime Module”, is the intristic runtime envi-
ronment for genetic optimization tasks using the CPCore 
classes. In this context, a “program” as genotype pro-
duced by the GPCore may be a real software program 
following the rules of any known language syntax, or for 
most cases it may define a problem specific description of 
an individual. Mathematical functions can also be inter-
preted as a program, so these are used in the following 
examples. Dependent on the desired problem space, the 
interpretation and transformation of the genotypic “pro-
gram” into phenotypes and the verification of feasibility 
as well as the fitness determinations are expected to be 
delivered by an external application. For this reason the 
genotype syntax is not further limited by the architecture 
of the GPCore. 
 
2.1 Template representation 

The template representation of the GPCore is based on the 
Backus-Naur Form (BNF) proposed in Geyer-Schulz 
(1995), which generally represents a metasyntax and is 
used in terms of a meta program language. Meta program 
languages define the grammar which finally describes a 
complete program language or an equivalent description 
grammar. As we consider an individual of the optimiza-
tion process being a kind of a “program”, the Backus-
Naur representation allows defining the possibilities and 
requirements of these problem specific programs.  
A genotype based on a BNF definition may be depicted in 
a tree, which is based on different kinds of nodes, also 
called “symbols”. Symbols can be non-terminated or ter-
minated (also called “terminals”). Non-terminated sym-
bols refer to one or more child-symbols, which them-
selves can be either terminated or non-teminated. The 
root-node of a Backus-Naur tree is called start-symbol.  
Numeric values are normally represented through a recur-
sive combination of terminated and non-terminated sym-
bols, which leads to different disadvantages during opti-
mization. For this reason the Backus-Naur representation 
as introduced by Geyer-Schulz (1995) has been extended 
by a symbol called “value range”. A value range contains 
min. and max. values and an increment. As a very simple 
example, the representation of a trigonometric function in 
the Backus-Naur notation may be defined as shown in 
figures 1 and 2. 
 
 
 

<S>:=<Func> “(“ <N> “*[x])”  
<Func>:="sin"|"cos"|"tan"  
<N>:=[0;10;0.1]  

Figure 1. Backus-Naur representation of a simple mathematical 
function. 
 

 
Figure 2. Backus-Naur representation in GPCore manager. 
 
In this definition, “S” is the start symbol followed by an 
enumeration of terminated symbols and references to 
other symbols. “Func” is a non terminated symbol with 
three alternatives, and “N” is a value range between 0 and 
10 with an increment of 0.1. 
Generation of individuals is being performed by process-
ing the BNF structure hierarchically. The diversity of in-
dividuals is obtained by applying the various decisions 
within the structure, in our example selection of a trigo-
nometric function and extraction of a numeric value for 
N. On randomly defined individuals these decisions are 
performed by random values, which may be influenced by 
certain goal oriented weights. For instance it is possible to 
assign a higher weight for “sin” and “cos” than for “tan”, 
which leads to higher selection probability for these alter-
natives. In the same manner, numeric values can be polar-
ized to aspire a pre-known suitable value and its sur-
rounding with a higher probability than values which are 
more different to the pre-known value.  
This is realized through Gaussian shaping of the corre-
sponding probability distribution. Possible individuals 
based on the program definition are shown in figure 3. 

y=sin(3.1*x) 
y=cos(9.7*x) 
y=tan(2.1*x) 

Figure 3. Individuals based on the definition in figure 1. 
 
2.2 Fitness evaluation 

Due to the generic architecture of the GPCore, fitness 
evaluation is up to an independent external routine which 
may be called directly or initiated by a hot folder data 
exchange mechanism. For simplification of the data ex-
change, the generated individuals are notated in pure 
string or xml representation. Dependent on the problem 
domain, single or multiple criterion fitness evaluation can 
be performed.  
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2.3 Selection 

Based on the fitness or the pareto rank in case of multi 
criteria, children for a new generation are selected using 
either fitness proportionate selection or tournament selec-
tion. A defined elitism count ensures the preservation of 
the n best individuals, resp. the ones representing a suit-
able distribution within the first pareto rank. 
 
2.4 Crossover 

One of the most important and effective operations on 
genetic programming is the crossover operation. The de-
cision about the utilization of a crossover operation to a 
newly selected individual is being performed on a random 
basis controlled by the global crossover rate. A crossover 
operation is being performed by the following steps: 
Step 1:  Selection of a second parent individual  
Step 2:  Selection of a randomly chosen node N1 within 

the first parent 
Step 3:  Selection of a randomly chosen node N2 of the 

same type like N1 within the second parent. Eq-
uity of types in this context means both nodes 
originate from the very same element within the 
BNF template. If there is no corresponding node 
of the same type, step 2 is repeated 

Step 4:  Exchange of the complete subtrees beginning at 
the selected nodes 

Due to the type-aware subtree exchange, the consistency 
and integrity of a child after a crossover operation is guar-
anteed, as long both parents have been conform to the 
underlying BNF template (Koza 1994). Additionally each 
node within the BNF template allows the definition of an 
individual crossover variance, which enables a fine granu-
lar adjustment of the node selection. 
 
2.5 Mutation 

In contrast to most genetic programming approaches, the 
GPCore distinguishes between two completely different 
kinds of mutation, “Cumulative Mutation” and “Value 
Ordered Mutation”. 
Cumulative Mutation 
The “cumulative mutation” can be applied to any kind of 
symbol within the individual representation. A cumulative 
mutation performed on any node results in deletion and 
new random initialization of the node and (for non-
terminals) the entire attached sub-tree. The initialization is 
ensured to be consistent with the BNF template. Depend-
ent on the depth of the mutating node within the tree, this 
kind of mutation may result in a small up to an overall 
manipulation of the individual. 
Value ordered Mutation 
The representation of engineering problems often in-
volves a vast variety of numeric parameters. Goal ori-
ented adjustment of these parameters during optimization 
is a powerful mechanism to dramatically improve overall 
optimization performance. Instead of replacing numerical 
values with completely new ones during mutation, the 
value ordered mutation incorporates the original value 
and modifies it gently to a larger or smaller value. The 

magnitude of this modification is controlled by three fac-
tors:  

- A randomly chosen direction (increase /decrease 
value) 

- A randomly chosen α-cut value between 0 and 1 
- A Gaussian function, dependent on optimization pa-

rameters 
Figure 4 shows an example of mutating the numerical 
value X=6.0. The parameter μ of the Gaussian distribution 
function adopts the original numerical value. The parame-
ter σ depends on the product of a global optimization pa-
rameter σ for valued mutation and a corresponding BNF-
node-specific variance factor σ. The randomly chosen 
mutation variables in this example are “increase” and “α-
cut = 0.63”, which results in a mutated value of X=6.7. 

 
Figure 4. Value ordered mutation of numeric values, based on a 
Gaussian function. 
 
Besides application to numerical values, value ordered 
mutation can also be applied to non-terminated symbols, 
if declared as being “ordered”. In this case a chosen alter-
native of a non terminated symbol will change to a proba-
bly adjacent one, while replacing a possibly assigned sub-
tree by a randomly defined one. For example the symbol 
“NTSymbol2” in figure 5, which originally has a value of 
“B”, may mutate to “A” or “C”, but less likely to “D” or 
the least to “E”. The first two symbols in figure 5 would 
be mutated with equal results. 

<NumericSymbol>  := [1;5;1] 
<NTSymbol1> (ordered) := 
”1”|”2”|”3”|”4”|”5” 
<NTSymbol2> (ordered) := 
”A”|”B”|”C”|”D”|”E” 

Figure 5. value-range and ordered non–terminal symbols. 
 
2.6 Optimization parameters 

Dependent on the utilization of the GPCore, the described 
framework may be used in terms of genetic algorithms or 
more in the scope of evolutionary strategies, while the 
classification is fuzzy and mainly dependent on the choice 
of suitable optimization parameters. The most important 
parameters supported by the GPCore are 

- Population size  
- Fitness threshold (stop criterion) 
- Generation count (alternative stop criterion) 
- Selection (tournament or fitness proportionate selec-

tion) 
- Selection power (impact of individual’s fitness to se-

lection decision) 
- Crossover rate (probability of crossover of a new 

breed individual) 
- Cumulative mutation rate (probability of cumulative 

mutation) 
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- Value ordered mutation rate (probability of value or-
dered mutation) 

- Value ordered power (global factor σ) 
Most of these parameters can be dynamically adjusted 
during the optimization process, dependent on the actual 
optimization performance or based on pre-defined genera-
tion limits and transitions. This is especially efficient for 
optimization problems with random initialization. De-
pendent on the problem specific strategy, in many cases it 
is useful to adjust the parameters during the optimization 
process. In case of the described function approximation 
problem, the first phase uses a high crossover rate with 
medium mutation. With a growing number of generations 
a low crossover and a higher, but less aggressive mutation 
for “fine-tuning” has been chosen. In this case the optimi-
zation was performed much more effective with the gen-
eration-dependent parameter adjustment than with any 
other fixed parameter configuration which has been 
evaluated. 
 
2.7 Evaluation environment 

For evaluation of all GPCore functionalities, the GPCore 
Manager provides a simple but flexible built-in problem 
space covering mathematical function approximation. 
Main advantage of this is the flexible degree of complex-
ity when setting up a BNF template representation for 
evaluation purposes. The test environment includes a 
powerful function parser to deliver a fitness value of an 
individual by testing against a given target function 
within a certain value range. The summarized mean 
squared error of the two functions is provided as fitness 
value. Figure 6 shows a slightly more complex function 
definition, which has been used for evaluation of the 
GPCore.  

 
Figure 6. GPCore Manager - Template representation for 
evaluation. 
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Figure 7. GPCore Manager – Progress of optimization during 
evaluation. 

Figure 7 shows a running optimization task based on the 
template shown in figure 6. The diagram on the left shows 
the best, average and worst species in each generation, 
while the diagram on the right visualizes the target func-
tion (in green, defined on top) together with the 10 best 
individuals within the current generation. Below to the 
diagram on the right, the best so far solution is shown, 
which in this case is already very close to the desired so-
lution. During the running task, the global parameters can 
be directly modified to verify their impact on the optimi-
zation progress. 
 
 
3 EXAMPLE OF APPLICATION: VEHICLE IDENTI-

FICATION FROM BRIDGE MONITORING DATA 

Load identification is the inverse problem of response 
prediction: Instead of the determination of a system’s 
response due to a known loading situation the system’s 
response is known from measurements and the load repre-
sents the unknown component. A common approach to 
solve the problem is the adaptation of an analytical 
model’s load component by comparison of a prediction 
with a measured observation. The model’s system com-
ponent is assumed to be known a priori. 
Since measurements can hardly be accomplished in all 
degrees of freedom, the adaptation is conducted on the 
basis of incomplete and limited information. Generally, a 
unique solution cannot be determined. The problems are 
said to be ill-posed. Traditional optimization procedures 
may end in local extrema and are little suitable to solve 
the problem. 
The GPCore was integrated in an algorithm to perform 
load identification from bridge monitoring data. This al-
gorithm – the Soft-WIM algorithm – was developed in 
order to obtain detailed information about vehicles that 
pass the monitored superstructure of a bridge. Soft-WIM 
is based on two encapsulated GP routines to analyze the 
recordings of two essential sensors. The sensors are in-
stalled in one cross section of the bridge’s superstructure. 
Gross weights, velocities, axle loads as well as axle spac-
ings of passing vehicles are determined. Single vehicles 
and corresponding attributes are identified from data re-
corded during the presence of one or multiple vehicles on 
the bridge at a given point of time. 
 
3.1 Fundamentals 

The signals of two sensors, which are installed in one 
cross section, are considered within two optimization ker-
nels (Lubasch et al. 2005, Schnellenbach-Held et al. 
2006). The analysis is based on numerically computed 
strains and deformations which are compared to measured 
values. The goal of optimization is described by the 
minimization of the mean squared error between com-
puted strains resp. deformations and the corresponding 
measured data. A differentiation according to the kind of 
recorded structural response is drawn: One optimization 
kernel serves for the analysis of measured global struc-
tural responses, whereas the other analyses local re-
sponses. Global reactions of a bridge are recorded from 
sensors, which are located in the cross section to record 



significant values while a vehicle crosses the bridge. Re-
actions of the bridge superstructure due to vehicle loads 
are global by this definition. Local reactions are obtained 
from sensors being placed close to acting forces and in 
consequence their recording is of short duration. The re-
sponse of the bridge deck due to single wheel loads is 
considered as local. 
 
3.2 Analysis of global responses 

In comparison to local responses, the global responses of 
a bridge structure are of longer duration. The reaction of 
the superstructure due to a loading situation may be the 
result of one or multiple vehicles on the bridge. Measured 
data may represent one vehicle or the combination of sev-
eral vehicles. 
Figure 8 shows sample data of two articulated vehicles 
following each other in short distance. The data was ob-
tained during the monitoring of a post-tensioned concrete 
bridge. Recorded strains as well as the results from the 
automated analysis are demonstrated. 

 
Figure 8. Analysis of global responses: Identification of vehicle 
properties. 
 
To comply with the characteristics of global measure-
ments, the data analysis is performed in time steps by 
considering data of a corresponding time interval. For 
every time interval a minimization of the mean squared 
error of computed and measured strains is performed 
within an evolutionary optimization routine. The popula-
tion of individuals is described by vehicle combinations. 
After the analysis of a time interval a time step is per-
formed. For the initialization of the new population the 
vehicles that were identified during the data analysis of 
the preceding time interval are incorporated. A vehicle 
that was object of optimization for a predefined number 
of time steps is assumed to describe the actual vehicle and 
gets transferred to the database containing the identified 
single vehicles. 
 
3.3 Analysis of local responses 

The local responses are of short duration. Accordingly, 
the data analysis is performed per vehicle. In contrast to 
the analysis of measured global responses, a proceeding 
in time steps and the consideration of time intervals is not 
necessary. 
Figure 9 shows measured and computed strains for the 
second 5 axle articulated vehicle, which is shown in fig-
ure 8. 

 
Figure 9. Analysis of local responses: Identification of axle 
properties. 
 
The data analysis starts with the application of a neural 
network (NN) to the measured data. The NN was trained 
on the identification of a single vehicle’s axles’ times of 
occurrence. In an extensive evaluation with wide test data 
the NN has proven to identify axles with high reliability. 
The NN has shown very good results for the analysis of 
smeared sensor signals from light axles (e.g. triple axles 
of unloaded trailers). 
At the beginning of the evolutionary optimization a phe-
notype is generated based on the results from the NN. The 
evaluation of the NN’s performance has shown that the 
NN either identifies the exact number of axles or more 
axles than actually existent. A number of axles less than 
actually present has not been specified by the NN within 
the evaluation. Thus, in conjunction with estimated axle 
forces the generated phenotype based on the NN results 
already describes a quite good solution. The initialization 
of the first population of individuals is performed on basis 
of this phenotype. In order to generate the first popula-
tion, copies of the corresponding genotype are manipu-
lated slightly and assigned to the population. For the pur-
pose of slight manipulation the mutation operator is used. 
According to common understanding (Eiben et al. 1998), 
for the present optimization task exploitation is empha-
sized over exploration. In this sense, the optimization 
process shows similarities to the classical ES approach: 
For the required exploitation, the mutation operation is 
underlined. It shall be noted that traditional local search 
techniques are inappropriate to solve the problem. Global 
search is still required to obtain the real number of vehicle 
axles. 
Figure 10 shows the BNF definition for the analysis of the 
presented measured data (figure 9). Figure 11 demon-
strates the corresponding phenotype represented in a deri-
vation tree. Individuals are described by the vehicle’s 
transversal distance q and the vehicle’s axles. The optimi-
zation parameter q characterizes the distance of the right 
row of wheels to the sensor whose signal is analyzed. The 
consideration of this parameter within the optimization 
process is required since local responses are very sensi-
tive to the exact location of acting loads. 
S := <Q><AxlesReg> 
<Q> := [-1.0;0.9;0.1] 
<F> := [3.6;11.5;0.1] 
<D> := [-0.20;0.20;0.01] 
<AxlesReg> := <Ax-
leReg1><AxleReg2><AxleReg3> 
<AxleReg1> := <F><Axles1> 
<AxleReg2> := <F><Axles2> 
<AxleReg3> := <F><Axles3> 
<Axles1> := <A1> 
<Axles2> := <A2> 
<Axles3> := 
<A3>|<A3><A3>|<A3><A3><A3>|<A3><A3><A3><A3> 
<A1> := <D><T1> 
<A2> := <D><T2> 
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<A3> := <D><T3> 
<T1> := [29.724;29.784;0.002] 
<T2> := [29.872;29.932;0.002] 
<T3> := [30.108;30.276;0.002] 

Figure 10. Analysis of local responses: Sample BNF definition 
for the GP-analysis. 
 

 
Figure 11. Analysis of local responses: Sample derivation tree. 
 
 
4 CONCLUSIONS 

A generic framework for genetic programming has been 
presented and introduced in this paper. The differences 
between genetic algorithms and genetic programming in 
terms of representation space, genetic operators and over-
all usability have been addressed. Simple but effective 
examples demonstrated the use and capabilities of the 
system to mathematical problems, which can be easily 
transformed to a vast variety of real world optimization 
environments. 
Furthermore, a practical approach to determine opera-
tional loads of instrumented bridges was presented. The 
developed and implemented Soft-WIM algorithm serves 
for the identification of single vehicles that pass an in-
strumented bridge. The bases of the algorithm are two 
encapsulated evolutionary optimization kernels based on 
the previously described framework to analyze recorded 
global and local structural responses. Gross vehicle 

weights, vehicle velocities, axle loads and axle configura-
tions are obtained. The presented approach and the results 
demonstrate that structural health monitoring in conjunc-
tion with adequate mechanisms can successfully support 
the acquisition of additional information. By means of 
appropriate analyses, measured data, which may be ob-
tained during structural health monitoring, can be ex-
plored for valuable information beyond the monitored 
structure. 
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ABSTRACT: This paper introduces a novel concept of evolutionary design for blast of steel structural systems. It pro-
vides both conceptual and computational frameworks for conducting automated concept generation, analysis, dimen-
sioning, and optimization. The proposed concept has been developed through the integration of various results from 
previous research on evolutionary design, structural analysis using the finite element method, and computer simula-
tions of blast utilizing computational fluid dynamics.  
The paper describes the architecture and individual components of the computer system implementing the proposed 
concept. The system has been built upon the evolutionary design platform developed at George Mason University. In 
the developed system, blast loads have been determined using FEFLO, an advanced computational fluid dynamics sys-
tem created in the Center for Computational Fluid Dynamics at GMU. Structural design and optimization is conducted 
by Emergent Designer, an integrated research and design support tool developed by the first author. The analysis is 
performed by ABAQUS, an advanced system for finite element analysis, which allows the explicit structural analysis 
and evaluation of dynamic behavior of steel structural systems under blast loads when nonlinear behavior of materials 
and structure is considered. 
The developed system enables automatic generation of parameterized designs both at the conceptual and detailed de-
sign levels. This was achieved through fully parameterized and object-oriented interfaces connecting major components 
of the system. This full parameterization facilitates automatic parameterized 3D finite element model generation from 
the level of dimensions of sketches defining cross-sections of structural members to the level of 3D assemblies of solid 
parts representing entire structural systems. 
KEYWORDS: structural design, blast effects, evolutionary computation, finite element analysis, engineering software. 
 
 
1 INTRODUCTION 

In recent years, there has been a growing interest in find-
ing better ways of protecting our built infrastructure sys-
tems against terrorist attacks, particularly in the case of 
federal buildings and office buildings owned by large 
private corporations. Such attacks will cause loses of hu-
man lives, may create a negative psychological and politi-
cal impact, and they will be very costly to mitigate. Also, 
terrorist attacks on federal or private office buildings may 
disrupt operations of federal agencies or corporations at-
tacked with various short- and long-term consequences.  
Terrorists employ asymmetric measures, that means 
threats that are directed against infrastructure vulnerabili-
ties and weaknesses while ignoring its strengths. To 
counter such threats, a design paradigm change is neces-
sary. Instead of “traditional” uniform reinforcement of 
existing or being designed infrastructure systems, the fo-
cus should be on understanding terrorist threats in the 
context of specific systems and addressing these threats in 
the design process. That can be accomplished through 
research on terrorist threats to infrastructure systems and 
through the utilization of results of research on evolution-
ary designing. In this way, the asymmetric nature of ter-

rorist threats will be, at least partially, counterbalanced by 
our modern design tools. Such tools enable designers to 
deal with the complexity of the problems and enhance 
their search capabilities for innovative design concepts. 
In (Arciszewski et al. 2003) a concept of proactive design 
of infrastructure systems for security has been proposed. 
In this case, potential terrorist threats are represented by 
terrorist scenarios. The design is conducted as a co-
evolutionary process in which terrorist scenarios co-
evolve with designs for security. When the entire design 
process is conducted under reasonable assumptions re-
garding the terrorist threats, its results should represent a 
rational response to terrorist threats through the design of 
an infrastructure system, which should properly behave 
under a spectrum of terrorist threats represented by vari-
ous terrorist scenarios considered. One of the key con-
cepts is that of a terrorist scenario. It is understood as a 
feasible combination of decisions to be taken by a terror-
ist attack planner that may lead to a terror act, i.e. to an 
event interrupting or negatively impacting the operations 
of a given infrastructure system. A terrorist scenario can 
be formally described as a combination of symbolic at-
tributes and their values, each related to a specific terrorist 
decision. 



Unfortunately, in the case of existing office buildings 
counterterrorism measures, particularly those related to 
the reinforcements of the existing structural systems, are 
very difficult to implement and they are not the subject of 
our interest. We are therefore focused on proactive design 
of steel structural systems in office buildings. In this case, 
by proactive design we mean a structural design process 
in which a structural system is designed satisfying not 
only standard loads requirements (gravity and wind loads, 
earthquake forces, etc.) but also considering a number of 
terrorist scenarios. In the conducted research, we consider 
terrorist scenarios dealing with explosives and blasts. In 
the paper, we report our preliminary results for a single 
terrorist scenario, when a single blast occurs outside the 
office building in a distance of 13 ft. This is a situation 
when a car bomb is exploded outside a building. It is a 
specific case of proactive design, called “evolutionary 
design.” 
The paper’s objective is to report preliminary results of 
research on evolutionary design for blast of steel skeleton 
structures in office buildings. The paper provides the de-
veloped computational framework, including its architec-
ture as well as system implementation and integration. 
Initial results are also reported including the description 
of the conducted analysis and numerical results regarding 
displacements under blast conditions of a rigid frame with 
four types of beam-to-column connections. An example 
of blast induced deformations of the considered frame is 
also provided. 
 
 
2 EVOLUTIONARY COMPUTATION IN STRUC-

TURAL DESIGN  

Evolutionary computation (EC) is a modern search 
method which utilizes computational models of biological 
processes of evolution and natural selection encoded in 
evolutionary algorithms (EAs) to solve complex problems 
in engineering and science (De Jong 2006). EC also has a 
relatively long history in structural engineering. Early 
work on evolutionary structural design dates back to the 
1980s and initial applications to sizing and shape optimi-
zation of relatively simple structural systems (e.g., 
trusses (Goldberg and Samtani 1986; Hajela 1990) and 
frames (Grierson and Pak 1993)). The progress in the 
fields of evolutionary computation and information tech-
nology resulted in applications to more complex and 
computationally intensive structural design problems, 
including the topology optimization of discrete-member 
trusses (Shankar and Hajela 1991), topology optimization 
of truss structures in pylons (Bohnenberger et al. 1995), 
and topology, shape, and sizing optimization of truss 
structures (Rajan 1995). Evolutionary-based topological 
optimum design of steel structural systems in tall build-
ings was initially studied in (Arciszewski et al. 1999; 
2001) and later extended in (Kicinger et al. 2005c).  
A comprehensive survey of evolutionary computation in 
structural design, including the discussion on current re-
search progress and most promising directions of future 
research in this field, can be found in (Kicinger et al. 
2005b). 
 

3 COMPUTATIONAL FRAMEWORK 

The above described concept of evolutionary design for 
blast has been embedded in a computational framework 
and subsequently implemented in a computer tool. This 
was achieved through the integration of several advanced 
computational models, methods, and tools from the fields 
of computational fluid dynamics, finite element analysis, 
and evolutionary computation. In this section, we describe 
the overall architecture of the computational framework 
and well as its implementation in a computer tool. 
 
3.1 Framework architecture  

The overall architecture of the computational framework 
is presented in Figure 1. 
Figure 1 shows that the framework consists of three major 
computational components: 

- Evolutionary Computation Component, 
- Finite Element Analysis Component, and 
- Computational Fluid Dynamics Component 

 
Figure 1. Architecture of the computational framework for evo-
lutionary design for blast. 
 
Evolutionary Computation Component conducts the ac-
tual evolutionary design processes in which optimal de-
signs of steel structural systems subjected to blast loads 
are sought. In these evolutionary design processes, the 
quality of each generated structural design needs to be 
evaluated. This is done by the Finite Element Analysis 
Component which simulates dynamical behavior of a 
structural system subjected to blast loads. The blast pres-
sures are calculated by the Computational Fluid Dynam-
ics Component which simulates the blast effects for a 
given amount of explosives located a given distance from 
the office building (the amount of explosives and the dis-
tance from the office building are parameters of a compu-
tational experiment). The end results of blast simulation 
include the time-and-space dependent blast pressures act-
ing on the structural system and these are subsequently 
incorporated in the structural analysis conducted by the 
Finite Element Analysis Component. 
The details of the implementation of this computational 
framework are presented in the following subsection. 
 
3.2 System implementation  

The details of the implementation of the computational 
framework for evolutionary design for blast are presented 
in Figure 2. It shows that the evolutionary design of steel 
structural systems in office buildings subjected to blast 
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loads is conducted by Emergent Designer (Kicinger et al. 
2005a) which is in turn powered by ECJ (Luke 2006), an 
open-source evolutionary computation library. Evolution-
ary design for blast constitutes a separate module of 
Emergent Designer in which symbolic and numerical rep-
resentations of steel structural systems of office buildings 
are defined. Emergent Designer enables either single- or 
multi-objective design optimization of steel structural 
systems under blast loads. 

 
Figure 2. Implementation of the computational framework for 
evolutionary design for blast. 
 
Each structural design, represented during the evolution-
ary design process by a fixed-length genome, needs to be 
evaluated. In order to do that each genome is translated 
into a finite element model of a steel structural system. 
This is achieved by the integration of Emergent Designer 
with ABAQUS (ABAQUS Inc. 2004), one of the leading 
finite element analysis systems. This integration is sup-
ported by the developed Python package consisting of 
several modules. The Python package facilitates the trans-
lation of the genome into a 3D finite element model of 
steel structural system. As a result a Python script file is 
produced which follows ABAQUS scripting guidelines 
and hence can be read directly by ABAQUS kernel. This 
script file also contains all parameters (i.e., dead, live, and 
wind loads as well as material definitions) necessary to 
conduct analyses of dynamical behavior of structural sys-
tems using ABAQUS/Explicit.  
In the pre-processing phase of structural analysis, 
ABAQUS reads the time-and-space dependent values of 
blast pressures acting on a steel structural system. These 
values of blast pressures are produced by FEFLO (Löhner 
et al. 2002), an advanced computational fluid dynamics 
system developed by the Center for Computational Fluid 
Dynamics at George Mason University. When 
ABAQUS/Explicit completes the finite element analysis 
of a steel structural system, it stores the results in an out-
put database. This database contains all relevant informa-
tion about the stresses, deformations, etc. and hence pro-
vides complete description of the dynamical behavior of a 
steel structure subjected to blast loads. Next, Emergent 
Designer uses another Python script to extract one or 
more fitness values from the output database, depending 
whether single- or multi-objective optimization of steel 
structural systems is performed. These value(s) are subse-
quently assigned to the genome and the entire evaluation 

process repeats for another genome in the population of 
structural designs. 
 
3.3 System integration 

The integration of Emergent Designer and ABAQUS 
briefly described in the previous subsection offers ad-
vanced functionality for conducting evolutionary design 
processes at both conceptual design and detailed design of 
levels. In particular, the developed Python package was 
designed to facilitate design processes at both levels 
through: 

a. Automatic generation of parameterized sketches of 
cross-sections of structural members, including I-
sections and box sections 

b. Support for solid and shell finite elements 
c. Automatic generation of 3D solid parts based on pa-

rameterized sketches 
d. Automatic assignment of material properties for gen-

erated structural members (currently, only steel defini-
tion is supported) 

e. Automatic division of 3D solid parts into regions and 
cells to define optimal finite element meshes 

f. Automatic detection of element surfaces to which in-
teraction conditions are applied 

g. Automatic creation of ABAQUS assemblies (3D 
models consisting of structural member instances) 

h. Automatic applications of boundary conditions and 
blast loads 

i. Automatic mesh generation of the entire structural 
system with the mesh-size provided as a parameter of 
the model 

j. Automatic creation of ABAQUS Explicit analysis jobs 
and their evaluation by ABAQUS Kernel. 

All this functionality facilitates seamless integration of 
evolutionary design process and advanced finite element 
analysis of 3D models of steel structural systems.  
At the current stage of system development, computa-
tional fluid dynamics analyses using FEFLO are con-
ducted before the actual evolutionary design processes. 
Their results (blast pressures acting on a steel structural 
system) are saved in an output file which is subsequently 
read by ABAQUS during the process of structural analy-
sis of the dynamical behavior of the steel frame. Each 
blast simulation conducted by FEFLO is defined by two 
major parameters: the amount of explosives used and the 
distance from the office building. In this way, the results 
of computational fluid dynamics analyses generated for 
various combinations of these two parameters form a li-
brary of blast loads which can be utilized during the struc-
tural analysis of steel frames conducted by ABAQUS.  
 
 
4 INITIAL RESULTS 

As the research project described in this paper is in its 
initial stages, only preliminary results have been pro-
duced. In this section, we describe initial results of rela-
tive performance analysis of 4 types of joints in steel 
structural systems under blast loads. The goal of these 
computational experiments was to evaluate the feasibility 
of the approach described in the previous sections and to 
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determine the appropriate types of finite elements, mesh 
generation methods, and types of structural analysis for 
the evolutionary design for blast. 
The initial analysis has been conducted for a three-bay 
and eight-story steel frame shown in Figure 3. The frame 
was subjected to a blast on the ground level in the dis-
tance of 13 ft from the building. Blast loads have been 
calculated by FEFLO for a period of 500 ms as shown in 
Figure 4 . Material definition for structural steel has been 
assumed as in Figure 5 in accordance to the ABAQUS 
analysis manual (ABAQUS Inc. 2004). However, a more 
appropriate material definition is currently being sought. 

 
Figure 3. Topology of the steel frame considered in the initial 
experiments. 

E-05 0.007226 0.011256 0.022792

 
Figure 4. Blast pressure diagram displaying time-dependent 
pressure values for various locations along the frame height. 

Rate = 0
Rate = 0.001
Rate= 0.01
Rate = 0.1
Rate = 1
Rate = 10
Rate = 100
Rate = 1000

 
Figure 5. Material definition for steel assumed in the initial fi-
nite element analysis. 

In the conducted relative comparisons, four types of joints 
have been analyzed (see Figure 6) including: 

 
a 

 
b 

 
c 

 
d 

Figure 6. Four analyzed joints: standard joint (a), modified stan-
dard joint (b), Side-Plate joint (c), and TA joint (d). 
 

- “standard” rigid joint 
- “modified standard” rigid joint 
- “Side-Plate” rigid joint 
- “TA” rigid joint 

The modified standard rigid joint has been proposed by 
Ph.D. student Paul Gebski. It has an additional vertical 
plate, or plates, added to the column web within the joint. 
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TA joint is a 3D prefabricated joint, patented by the third 
author in 1976. 
In the reported analysis, solid C3D8R ABAQUS finite 
elements were used (continuum/solid 3D elements with 8 
nodes and with reduced integration). The models of steel 
frames with compared joints consisted of 33,340, 36,808, 
41,538, and 45,696 finite elements, respectively. The 
conducted analysis included the comparison of the stress 
and strain distribution, of displacements and of the sup-
port reactions, including both horizontal and vertical reac-
tions. An example of strain distribution for a model with 
standard joints for the region close to the blast is shown in 
Figure 7, which also reveals the nature of the frame’s de-
formations. 

 
Figure 7. Strain distribution for a model with standard joints for 
the region close to the blast. 
 
The comparison of maximum horizontal displacements 
(sway) of the structure under blast loads is provided in 
Table 1. It shows maximum displacement values for two 
characteristic points of the structural system (left and 
right top corners) for all four types of joints. As only ini-
tial computational experiments have been conducted, the 
results presented in Table 1 should be considered only in 
qualitative terms, i.e., they show relative differences 
among the four joint types rather than the actual numeri-
cal values. 

Table 1. Comparison of max. horizontal displacements of the 
structure for four types of joints. 

Joint Type 

Left side 
building max 
displacement 

[m] 

Right side 
building max 
displacement 

[m] 
Standard 22 cm 13,5 cm 
Pawel 17 cm 10,1 cm 
SidePlate 28 cm 16,9 cm 
Tomasz Arciszewski 21 cm 13 cm 
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5 CONCLUSIONS 

Structural design for security is becoming an important 
component of structural design. In particular, design for 
blast of steel structural systems in office buildings is es-
pecially important, because such buildings may particu-

larly attract terrorist attacks. The reported research is in 
early stages, but it has already revealed the complexity of 
the problem and its computational difficulty. The pro-
posed proactive design for security is feasible, but at pre-
sent only its simplified version, i.e. evolutionary design 
for blast, has been actually implemented and conducted.  
In this paper, the developed computational framework for 
evolutionary design for blast was introduced and the ar-
chitecture of its actual implementation discussed. A par-
ticular emphasis has been put on addressing integration 
issues among major components of the framework: Evo-
lutionary Computation Component, Finite Element 
Analysis Component, and Computational Fluid Dynamics 
Component.  
The paper also presents initial results of comparative 
analyses of four joint types for steel structural system 
conducted using the developed framework. Even though 
the results are only preliminary, they show the feasibility 
of the proposed method. 
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USING GENERATIVE REPRESENTATIONS FOR STRUCTURAL DESIGN 
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ABSTRACT: Work in recent years has shown that topological reasoning with search algorithms using traditional rep-
resentations such as parameters, ground structures, voxels, etc is very limiting. Each type of representation is only to be 
suitable for a limited number of topologies. This is restrictive because there are many problems where the topology of 
the solution is unknown except in the most general terms or there are competing topologies which are suitable for solv-
ing a given problem. Hence, at best, choosing a representation technique can be difficult and at worst it can restrict the 
search so that a full examination of the problem is not possible. Also, as the available computational power increases 
and the technology of search algorithms is enhanced, the topologies being reasoned about become ever more complex 
and so the representations within the algorithms can become cumbersome. A possible solution to these difficulties is the 
use of generative geometries where the object is represented by a set of rules which describe how to create the object. 
These can, when correctly implemented, give a compact representation and one which can be handled within typical 
search algorithms like for example genetic algorithms. This paper looks at the use of L-systems. They are being applied 
to beam design problems although this paper focuses on the representation. As will be shown in the paper, although the 
representation has some attractions, there are also some difficulties with the implementation and especially with en-
forcing constraints. The paper describes work which is in progress rather than a completed project. 
KEYWORDS: generative representation, evolutionary computation, structures, search algorithms. 
 
 
1 INTRODUCTION 

Design is a complex task involving searching for solu-
tions while applying constraints. Design is also, typically, 
a multi-disciplinary activity involving many participants 
and disciplines. Although the participants try to under-
stand the objectives and constraints of the other disci-
plines, given the high level of specialisation that occurs, it 
is inevitable that they will not be totally successful. Hence 
the various participants will set their objectives and con-
straints given a less than perfect understanding of the 
given problem. Coupled to this is the shear complexity of 
design spaces. It can easily be demonstrated that design 
spaces, for anything more than relatively trivial problems, 
contain at least millions of feasible solutions and often 
contain billions. The situation is further complicated by 
the fact that the design space is not static but evolves as 
the design process progresses and the objectives and con-
straints are refined. 
Given the above problems, designers have virtually no 
chance of locating areas of “good” solutions within the 
design space. Claims are made by designers that they can 
achieve this by using heuristics based on experience but 
even a basic level of understanding of statistics shows that 
the probability of this occurring is extremely low, less 
than the chance of winning most national lotteries. 
If the design process is to be improved, then the only fea-
sible option would seem to be some sort of computational 
support. It has already been shown that “black box” ap-

proaches are not feasible (e.g. see Rafael & Smith (2003)) 
and so it has to be some form of collaboration between 
the designer and the computational support. Currently the 
most promising approach is the use of evolutionary algo-
rithms to search through the design space and find areas 
of high performance (Parmee, 2001). These algorithms 
have the ability to cope with the complexity of design 
search spaces and additionally are able to find areas of 
good solutions by sampling a small fraction of the total 
space. 
If evolutionary algorithms are to be totally successfully as 
design tools, then they have to be able to reason about the 
full complexity of whatever problem is being considered. 
That means that they have to cope with the multi-
disciplinary aspects, the constraints and the complexity. 
The literature abounds with examples of evolutionary 
algorithms being applied to multi-disciplinary design 
problems but in all cases, the problems that are solved 
only consider part of the challenge. Take for example the 
design of typical framed buildings such as an office 
block. Three design teams have provided examples of the 
use of evolutionary design systems to solve this problem, 
these being Rafiq(1999), Khajehpour & Grierson (1999) 
& Sisk et al (1999). Probably the most complete of these, 
in terms of domain coverage, is the work of Khajehpour 
and Grierson, but their consideration of the architectural 
aspects is minimal and there is no consideration of fire 
engineering needs. Also for all three of the above exam-
ples, the topology of the building is fixed. The methods 
developed only apply to buildings with a rectangular floor 



plate. If truly comprehensive software tools to support 
designers are to be developed, then a fundamental aspect 
of such systems will be their topological reasoning ability. 
The subject of topological reasoning was discussed by 
Zhang et al (2006) who showed that the current ap-
proaches used with evolutionary algorithms all have their 
limitations. The use of parameters effectively restricts the 
search to the shapes that can be described with the chosen 
parameter set and other techniques such as voxels and 
computational geometry based methods are only suitable 
for certain classes of problems. Therefore new approaches 
are needed. This paper looks at a potentially interesting 
approach which is the use of generative representations 
where the representation is defined as the method of de-
scribing the topology within the algorithm. 
Generative representations are relatively new. A good 
example is the work of Hornby (2003) who uses genera-
tive representations to solve a number of problems includ-
ing the design of tables. Examples from the construction 
industry are rare probably the best example being Kic-
inger et al (2005) who use cellular automata to design 
bracing systems for tall buildings. 
In this paper, the use of L-systems, as advocated by 
Hornby (2003), is investigated. The aim of the work is to 
use the representation to search for good solutions to 
beam design problems but at present the work is focus-
sing on the representation. The paper therefore concen-
trates on this latter issue and looks at some of the lessons 
that have been learned to date. The research is work in 
progress rather than a completed project but nevertheless, 
the findings are of interest and will be of use to others 
who are contemplating using generative representations. 
The representation is linked to a Genetic Algorithm (GA) 
with the latter being used as the search engine. 
 
 
2 PERCEIVED ADVANTAGES OF GENERATIVE 

REPRESENTATIONS 

The traditional representation used with evolutionary al-
gorithms is the binary string. Binary representations can 
be employed in a variety of ways, for example a Boolean 
“on – off” form is used with voxel representations (e.g. 
Griffiths & Miles, 2003) and many others use binary rep-
resentations of numbers. Other examples use real number 
representations (e.g. Sisk et al, 1999). In the latter exam-
ple the length of the genome was allowed to vary as the 
solution changed. 
The above examples are both of static representations 
where the genome directly represents some salient feature 
of the problem being solved. For a generative representa-
tion, the genome only represents the problem indirectly 
because it consists of a set of rules for building the solu-
tion. 
This indirect representation can result in a very compact 
genome being capable of representing a complex solution. 
It also means that just by changing one part of the ge-
nome, quite substantial changes in the solution are possi-
ble (Hornby, 2003). However, this could also be a disad-
vantage because the search may lack stability. 
 

3 L-SYSTEMS & TURTLE GRAPHICS 

L-Systems were derived by Lindemayer (Przemyslaw et 
al, 1990) to provide functions that will generate plant like 
shapes. They have since been adopted as a sort of shape 
grammar by a number of people and used to look at de-
sign problems (e.g. Coates (1997), Hornby (2003)). In the 
original L-Systems, plant like objects are created by suc-
cessively replacing parts of a simple object by using a set 
of rewriting rules. 
The process of rewriting involves working through a se-
quence of symbols and replacing each symbol with an-
other symbol. This is achieved through a set of rules 
which specifies exactly how the rewriting process should 
occur. By undertaking this in an iterative manner starting 
from an initial symbol, complex strings can be created 
from a simple representation. Hornby (2003) gives the 
following example: 

a: → ab 
b: → ba 

If one starts with the symbol a, the following strings are 
produced : 

a 
ab 

abba 
abbabaab 

... 
If L-systems are linked to turtle graphics (Abelson & diS-
essa, 1981), then they can be used for producing shapes. 
An example of turtle graphics is given below in fig.1 

 
Figure 1. Turtle Graphics. 
 
In this example the turtle is seen in its initial state in 
fig.1(i). The turtle’s X axis is defined as being the direc-
tion in which it is facing and in this case, so far we the 
viewer is concerned, it is pointing upwards. If it is given 
the command f(1): the turtle moves forward one step 
(fig.1(ii)). It is then given the command c(1), which 
means rotate clockwise by 90o (fig.1(iii)), and another 
forward command f(1) then causes the turtle to move one 
step as shown in fig.1(iv). The full commands for turtle 
graphics coupled to a voxel representation are given in 
table 1. 
For two-dimensional representation, the set of commands 
above can be simplified as is shown in table 2. 
To use the graphics commands with L-Systems, rules of 
the following form are employed, 

A)n(F)n(R]A)n(L)[n(F:A →  
which produces the following sequence of strings, 
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1. A 
2. F(n)[L(n)A]R(n)F(n)A 
3. F(n)[L(n)F(n)[L(n)A]R(n)F(n)A]R(n)F(n)F(n)[L(n)A]

R(n)F(n)A 

Table 1. Turtle graphics commands for voxel structures 
(Hornby, 2003). 
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Command Description 
[] Push/ pop state to stack 
f(n) Move forward in the turtle’s X direction by n units 
b(n) Move backwards in the turtle’s X direction by n units 
u(n) Rotate heading n x 90o about the turtle’s Z axis 
d (n) Rotate heading n x -90o about the turtle’s Z axis 
l(n) Rotate heading n x 90o about the turtle’s Y axis 
r(n) Rotate heading n x -90o about the turtle’s Y axis 
c(n) Rotate heading n x 90o about the turtle’s X axis 
cc(n) Rotate heading n x -90o about the turtle’s X axis 

 

Table 2. Simplified turtle graphics commands. 

Command Description 
[] Push/ pop state to stack 
F(n) Move forward by n units 
L(n) Rotate the turtle’s heading n x °δ  to the left 
R(n) Rotate the turtle’s heading n x °δ  to the left 

 
 
4 PREVIOUS WORK 

There is not a lot of previous work on the coupled use of 
L-systems and turtle graphics to create some form of 
structure. The most significant contribution has been 
made by Hornby (2003), who used the approach to de-
velop table like structures. Hornby made a fundamental 
addition to the grammar of L-Systems by introducing a 
repeat operator which in concept is very much like a For 
– Next loop used in many computer languages. For exam-
ple, {block}(n) repeats the enclosed block n times. This 
coupled with the use of parametric L-Systems greatly 
enhances the functionality of the approach from that 
which is in the simple example given above. An example 
of such an L-System is given below. 

)2)]}(n(F)[1(R{1n:)n(1P
)1n(0P)1(R)2(F)1(L)]2n(1P)[n(F1n:)n(0P

000

00000
→≥

−×→≥

This L-System has two production rules, namely P0 and 
P1. A production rule consists of three components: a 
predecessor (e.g. ), a condition (e.g. ) and a 
successor (e.g. ). Normally, an L-
System contains more than two production rules, each of 
which contains multiple condition-successor pairs. Fig.2 
shows an example of Hornby’s table design which is pro-
duced from an L-System of fifteen production rules. Each 
of the rules contains two or three condition-successor 
pairs. 

)n(1P 0 1n0 ≥
)2)]}(n(F)[1(R{ 0

 
Figure 2. A table evolved using generative representation. 

5 CURRENT WORK 

For the current work, L-Systems are used as generative 
representations with the aim being to initially design 2D 
beam cross sections and later to move onto 3D shapes. 
The work is still in progress and because of complications 
which have arisen when the authors have tried to imple-
ment the representation, very little progress has been 
made on the beam design. Therefore this is not discussed 
in this paper which instead looks at some of the imple-
mentation issues that occur when using L-Systems with 
GAs. The discussion below focuses on problems that have 
been found with this form of representation. 
 
 
6 POPULATION INITIALISATION 

Each individual within the GA’s population is considered 
as a parametric L-system with fixed number of production 
rules each with a fixed number of condition-successor 
pairs. Generating an individual involves filling in a blank 
template for such an L-system. Conditions are created by 
comparing a random parameter against a constant value. 
Successors are created by joining together a fixed number 
of blocks of commands and productions, which may be 
enclosed by push/pop symbols (“[” and “]”), or replica-
tion symbols (“{” and “}”). An example of such produc-
tion rules is shown below. 
P0(n0,n1): 

n1>15  {F(2)}(n0){P4(n1-1,n1+2)L(2)}(n1)P6(n1-
1,2-n1)L(n1) 

→

n0>6  {R(3)}(n1)P6(n1-2,n0+3)[P12(n1-1,3-
n0)L(n1)][L(1)]L(2) 

→

n1>0 →  R(n0)F(1){R(2)L(3)}(n0){R(2)L(n0)}(3)L(n1) 

An individual also contains information like the starting 
condition, that is, the initial values of n0 and n1, and the 
number of iterations of the rewriting that are to be al-
lowed. After an L-system is generated, it is evaluated to 
see if its fitness is above a certain value. Currently, only 
those that score above a preset threshold are accepted into 
the initial population. The process stops when the popula-
tion is full. 
 
 
7 EVALUATING AN INDIVIDUAL 

Individuals are stored in the program and processed by 
the GA operators as L-systems rather than the structures 
they represent. However, in order to evaluate the fitness 
of an individual, it has to be interpreted into a structure 
(i.e. a phenotype). This introduces a possibly significant 
difference between this type of generative representation 
and the more traditional forms. The representation is a set 
of rules rather than a string describing the salient features 
of the problem being solved. The fitness is assessed using 
the phenotype but a small change in the genotype can 
produce a massively different phenotype so the typical 
relationship between selective pressure, expressed in con-
cepts such as the schema theory (Goldberg, 1989), and the 



genotype appears to be weaker with this type of represen-
tation. How strong this relationship actually is and its 
influence on selective pressure, is something which the 
authors intend to investigate in the near future. 
After a preset number of rewriting iterations (the limit is 
imposed because the expanded form of the genotype can 
be huge) by removing the production symbols (e.g. 
P0(n1,n2), P1(n1,n2)...), a string that only contains the 
construction commands including the push/pop and repli-
cation symbols is achieved. These commands direct the 
movement of the turtle, which produces a series of con-
nected line segments. Mapping those line segments into 
the predefined grid and filling in each of the voxels that 
those line segments pass through, results in a continuum 
which is ready to be evaluated in conjunction with exter-
nal FEA modules. Fig.3 shows a two-dimensional exam-
ple of this interpretation with the line segments on the 
left. 
The resolution of the grid affects the shape that is created. 
Fig.4 shows coarser and finer grids. 

 
Figure 3. 2D example of L-system to continuum interpretation. 
 

 
Figure 4. Coarser and finer grids. 
 
 
8 GENETIC OPERATORS 

For the generative representation that is discussed in this 
paper, genetic operators such as crossover and mutation 
do not act upon the structures but the L-systems that de-
fine those structures, that is, the production rules. There 
are several ways to mutate an individual as well as to ap-
ply crossover. Supposing that P0 is to be mutated, 
P0(n0,n1): 

n0>1 →  F(3)[R(n0)F(n1)]P2(n0-1,n1)L(1){F(1)}(2) 
some of the possible mutations are: 

1. mutate a parameter:  
P0(n0,n1): 

n0>1  F(3)[R(2)F(n1)] P2(n0-1,n1)L(1){F(1)}(2) →
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2. delete a symbol:  
P0(n0,n1): 

n0>1 →  F(3)[R(n0)F(n1)]P2(n0-1,n1){F(1)}(2) 
3. insert a symbol: 

P0(n0,n1): 
n0>1 →  F(3)[R(n0)F(n1)L(2)]P2(n0-1,n1)L(1){F(1)}(2) 

4. replace a symbol: 
P0(n0,n1): 

n0>1 →  F(3)[R(n0)F(n1)]P2(n0-1,n1)R(n0){F(1)}(2) 
For the crossover, entire condition-successor pairs of se-
lected production rules or part of each can be swapped 
between the parent individuals to generate new individu-
als. Supposing that P1 from parent 1 and P2 from parent 2 
are selected for crossover, 
Parent 1: 
P1(n0,n1): 

n1>1  [F(1)R(1)]F(n0)P3(n0-1,n1+1) →
Parent 2: 
P2(n0,n1): 

n0>2 →  {P(3,n1)F(2)}(2)L(1)F(n1) 
possible results for crossover are: 

1. replace the entire condition-successor pair: 
Child 1: 

P1(n0,n1): n0>2  {P(3,n1)F(2)}(2)L(1)F(n1) →
Child 2: 
P2(n0,n1): 
n1>1  [F(1)R(1)]F(n0)P3(n0-1,n1+1) →

2. replace part of the condition-successor pair: 
Child 1: 
P1(n0,n1): n1>1  [F(1)R(1)] L(1)F(n1)P3(n0-1,n1+1) →
Child 2: 
P2(n0,n1): n0>2  {P(3,n1)F(2)}(2) F(n0) →
Understanding the effect of mutation and crossover is an 
important part of understanding the representation. Work 
is being done on this topic at the moment and comprehen-
sive results are yet to be determined. However, what can 
be said is that the impact of both crossover and mutation 
in topological terms is very similar. Also, for both opera-
tors, the impacts on the form of the phenotype range from 
negligible to highly significant depending on the position 
of the change and what is changed. 
 
 
9 OVERLAPPING PROBLEMS 

For turtle graphics, the overlapping of line segments is 
allowed. This is useful for producing branches rather than 
creating a single path from the start to the end. However, 
too much overlapping may cause problems. Fig.5 shows 
an example for a 2D case shown in line form (i.e. not 
converted into voxels). Clearly, the magnified part of the 
solution shown on the right of Fig.5 contains far more 
information than is needed just to create the shape. It is 
yet to be understood whether the duplication of informa-
tion is good or bad in terms of the evolutionary process 



but it does cause problems when creating the phenotypes 
as their computational size can be very large. 

 
Figure 5. Excessive overlapping. 
 
 
10 SIZE PROBLEMS  

Most structural design problems have restrictions upon 
the physical size of the solution. Unlike representations 
using parameters or voxels, using an L-system as a gen-
erative representation results in a lack of control over the 
size of the structure it defines. Even with a small number 
of rewriting iterations, the resulting structures from ran-
domly generated individuals can often exceed any prede-
fined boundary. One thing that the authors have tested in 
their research is forcing the algorithm to only accept indi-
viduals from random initialisation, mutation and cross-
over operations that fit within pre-defined geometrical 
boundaries. However, experiments suggest that, by doing 
this, the efficiency of the algorithm is significantly de-
creased because of the loss of genetic information from 
the non-compliant solutions. It also appears that the re-
striction imposed on the search leads to premature con-
vergence on sub-optimal solutions. In order the solve this 
problem, the idea of a “soft boundary” is being tested, in 
which illegal individuals are allowed within the popula-
tion but are penalised in terms of their fitness according to 
how much they exceed the “real boundary”. In effect this 
is a constraint violation problem and the difficulties that 
have been experienced have been typical of search prob-
lems where non-compliant individuals are deleted from 
the population. At the time of writing, experiments are 
being carried out to test the application of the “soft 
boundary” concept. 
 
 
11 CONCLUSIONS 

Generative representations offer the attractive possibility 
that one can create very complex topologies using a set of 
relatively simple and compact rules. The work described 
in this paper, is the start of an investigation into the use of 
L-systems for the representation of structural elements. At 
present the work is in its infancy but already some sig-
nificant findings have been made :- 

- The relationship between the assessment of the fitness 
of the phenotype and the selective pressure on the 
genotype is much weaker than usual because the rela-
tionship between the genotype is a set of rules rather 
than being a more direct representation. 

- The impact of crossover and mutation is relatively 
similar. 

- The impact of the changes induced by crossover and 
mutation ranges from negligible to highly significant.  

- It is difficult to control the geometrical size of the 
shapes that are created. 

- There can be a very significant degree of repetition 
within an individual in terms of the rules covering the 
same space many times. This can result in phenotypes 
which are computationally very large. 

Further work is taking place to identify solutions to some 
of the problems that have been found to date and to inves-
tigate more fully the suitability of L-systems for solving 
topological reasoning problems in structural design. 
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GENERALITY OF USING CORRECTORS TO PREDICT THE BEHAVIOUR OF MASONRY 
WALL PANELS 

M. Y. Rafiq, C. Sui, D. J. Easterbrook, G. Bugmann 
School of Engineering, University Plymouth, UK 

ABSTRACT: The highly composite and anisotropic nature of masonry, which is a result of the variation in the proper-
ties of the masonry constituents, makes it very difficult to find an accurate material model to predict its behaviour satis-
factorily. Current research by the authors has focused more closely on the behaviour of laterally loaded masonry wall 
panels using model updating techniques supported by artificial intelligence (AI) tools. They developed the concept of 
corrector factors which models the variation in the properties over the surface of masonry wall panels. This research 
resulted in methodologies, which enables designers to more confidently predict the behaviour of masonry wall panels 
subjected to lateral loading. The paper will demonstrate the generality of using these techniques to predict the behav-
iour of laterally loaded masonry wall panels tested by various sources. 
KEYWORDS: corrector factors, evolutionary computation, cellular automata. 
 
 
1 INTRODUCTION 

Masonry is a highly composite and anisotropic material 
which is constructed from layers of brick joined by thin 
layers of cement and sand mortar. Research on masonry 
panels subjected to lateral loading, started from around 
1970 and continues to the present date (West et al 1971, 
1975, Baker & Franken 1976, Fried 1989, Lawrence 
1991, Chong 1993, among others). These researchers 
have tried to find acceptable models for predicting the 
behaviour of laterally loaded masonry walls. To date 
these attempt have not produced a reliable and accurate 
technique which can confidently predict both failure load 
and load deflection relationship for laterally loaded ma-
sonry wall panels.  
Model updating techniques, which are based on minimis-
ing the error between the experimental and analytical re-
sults to select a suitable analytical model from among 
many possible alternatives, have produced good results in 
structural damage detection. The majority of the research 
on model updating process involves computing sets of 
stiffness coefficients that help predict observed vibration 
modes of structures. The location and extent of damage 
are inferred through a comparison between the stiffness 
coefficients of damaged and undamaged structures. A 
comprehensive literature review of various model updat-
ing methods is presented by Robert-Nicoud et al (2005). 
Friswell & Mottershead (1995) provide a survey of model 
updating procedures in structural damage detection re-
search, using vibration measurements. Recent papers pub-
lished in this area include Brownjohn et al (2003), Cas-
tello et al (2002), Teughels et al (2002), Modak et al 
(2002), Hemez & Doebling (2001), Sohn & Law (2001), 
Hu et al (2001). 

The authors have used a numerical model updating tech-
nique to investigate the behaviour of masonry wall panels 
subjected to lateral loads (Rafiq et al 2006). 
 
 
2 A BRIEF SUMMARY OF THE PROPOSED 

METHOD 

Zhou (2002) and Rafiq et al. (2003) developed a numeri-
cal model updating technique that more accurately pre-
dicts the failure load and failure pattern of masonry wall 
panels subjected to lateral loading. In this research they 
introduced the concept of stiffness/strength corrector fac-
tors, which assigns different values of flexural rigidity or 
tensile strength to various zones within a wall panel. 
These modified rigidities or tensile strength values were 
then used in a non-linear finite element analysis (FEA) 
model to predict the deflection and failure load of the 
masonry panels subjected to lateral loading. 
Corrector factors were defined from the comparison of 
laboratory measured and finite element analysis (FEA) 
computed values of displacements over the surface of the 
panel. In this investigation a number of experimental pan-
els with different configuration, geometric properties, 
aspect ratios, and panels with and without opening were 
used, and stiffness corrector factors for these panels were 
determined. From a comparison of the contour plots of 
corrector factors on these panels it was discovered that 
there appeared to be regions, termed ‘zones’, with similar 
patterns of corrector factors, which are closely related to 
their positions within the panel from similar boundary 
types. In other words, zones within two panels appear to 
have almost identical corrector factors if these zones were 
located the same distance from similar boundary types 



Rafiq et al. (2003). This pattern was observed for all pan-
els with different boundary condition and geometrical 
configurations. 
Based on this finding Zhou et al. (2003) developed meth-
odologies to establish zone similarities between various 
panels. In order to achieve a more reasonable and auto-
matic technique for establishing this zone similarity be-
tween a base panel and any new panel, a cellular auto-
mata (CA) model was developed. This CA model propa-
gates the effect of panel boundaries to zones within the 
panel. The CA assigns a unique value the so called ‘state 
value’ for each zone within the base panel and an unseen 
panel, based on their relative locations from various 
boundary types. The CA then identifies similar zones be-
tween two panels by comparing similar state values of 
zones on two panels. Zones on two panels are considered 
to be similar if they are surrounded by similar boundary 
types and have similar distances from similar boundary 
types, thus have similar ‘state values’.  
Further investigation of corrector factors (Rafiq et al 
2006), using evolutionary computation and regression 
analysis techniques, revealed that the pattern of corrector 
factors that modify flexural rigidities were mainly altered 
around the panel boundaries with relatively minor 
changes inside the panel. This was a major finding of this 
research.  
Difficulties in correctly modelling boundary types is a 
well known problem even for materials like steel and 
concrete with well defined and well controlled joint de-
tails between various elements and supporting structures. 
This issue is more critical for masonry panels as standard 
boundaries such as fully fixed and simply supported 
boundary types, used in FEA models, are not realistic for 
masonry. The results of our research proved that a better 
prediction of panel response to lateral loading would be 
possible if the panel boundaries are modelled more accu-
rately. 
A closer study of the corrector factors revealed that a re-
duction in the corrector factor values around the fixed 
boundaries has a softening effect on the zones adjacent to 
this boundary type. This is a reality as it is impossible to 
have a fully fixed boundary for masonry panels as there is 
always some degree of rotation at these supports. Simi-
larly an increase in corrector factors near the simply sup-
ported boundaries signifies a degree of restraint to rota-
tion at these boundaries which is perfectly logical (Rafiq 
et al 2006). 
In order to demonstrate the generality of this concept, a 
single panel (Panel SBO1 Rafiq et al 2006) tested by 
Chong (1993) was used as a ‘base panel’.  
The corrector factor values for this panel are summarised 
in Table 1. These corrector factors from the base panel are 
then used to establish an estimate of the corrector factors 
for any ‘unseen panels’ for which no laboratory tests are 
available. A cellular automata model was used to estab-
lish zone similarities between any unseen panel and the 
base panel. Zones on two panels are considered to be 
similar if they are surrounded by similar boundary types 
and having similar distances from similar boundary types. 
 
 

Table 1. Corrector factor values for the base panel SB01. 

 
 
As was shown in this study, the major factor that affects 
the behaviour of a panel was the panel boundary types. 
The corrector factors not only model this, but also take 
care of the variation in the material and geometric proper-
ties and other unknown effects. One of the objectives of 
this research was to use these corrector factors to predict 
the behaviour of unseen panels with and without openings 
and panels for which the boundary conditions are differ-
ent from the base panel.  
 
 
3 GENERALIZATION 

By generalization we mean to test the generality of the 
corrector factors for a number of new panels tested by 
other sources which may be totally different from the base 
panel in terms of size, aspect ratio, geometry, material and 
workmanship.  
 
 
4 CASE STUDIES  

In this section, a number of masonry wall panels with 
different boundary conditions, different dimensions and 
panels with and without openings, obtained from various 
sources, are analysed to demonstrate the generality of the 
proposed method. The corrector factors for any all ma-
sonry wall panels, presented in these case studies, are 
derived from those of the base panel shown in Table 1. A 
cellular automata model is used to establish zone similar-
ity between the base panel and the new panel. The results 
of this study are summarised in the following section. For 
all examples used in these case studies, the material prop-
erties used are from the original sources. However, if 
these properties are not available, the data from tests car-
ried out in the University of Plymouth (Chong 1993) are 
used. 
 
4.1 Analyses of panels tested in University of Plymouth 

In this section, two full scale single leaf masonry wall 
panels (SB02 & SB04), tested in the University of Ply-
mouth (Chong 1993), are selected for validation purposes. 
These panels have the same dimensions and boundary 
conditions as SBO1, but panel SB02 has a single opening 
at its centre to simulate the existence of a window and 
panel SB04 has an opening to simulate the existence of a 
door. Details of the configurations of these panels are 
shown in Figures 1 & 2 respectively. 
It should be noted that these panels were tested by Chong 
(1993) at the University of Plymouth. The reason for se-
lecting these panels is that it is easy to compare the pre-
dicted and experimental result to check the validity of the 
proposed methods.  
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Corrector factor values for all panels used in the case 
studies are derived for the base panel (Table 1) using CA 
to establish zone similarities between new panels and the 
base panel. 

 
Figure 1. Panel SB02, measurement points at grid intersections. 
 
Corrector factor values for panel SB02 and SB04, derived 
from the base panel (Table 1), are shown in Tables 2 and 
3 respectively. These corrector factors are used to modify 
the flexural rigidity of each zone in the panel. In this 
study, for ease of use in the FEA models, only the 
modulus of elasticity of each zone is multiplied by the 
corrector factor value of each zone. These corrected val-
ues of modulus of elasticity are then used in a non-linear 
finite element analysis model to evaluate the predicted 
deflection at the corners of each zone and the failure load 
for the panel. The corrector factors not only model the 
boundary effects, but also model variation in the material 
and geometric properties and other unknown effects. 
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Figure 2. Panel SB04, measurement points at grid intersections. 
 
Table 2. Panel SB02 zone divisions and corrector factors. 

 
 
 
 
 
 
 

Table 3. Panel SB04 zone divisions and corrector factors. 

 
Figure 3 shows a 3D deformed shape of the panel, com-
paring the experimental and FEA predicted displacements 
at various locations on the panel SB02. Apart from minor 
discrepancies in locations near the boundaries of the 
opening, FEA results give a good prediction of the dis-
placement over the entire surface of the panel. It should 
be noted that the 3D plots cover only regions of the panel 
where load deflection data were available, they do not 
extend to the boundaries of the panel (e.g. for panel SB02 
it covers regions from A1- A9 to D1-D9). 
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Figure 3. Panel SB02, comparison of 3D deformed shape show-
ing experimental and the FEA results at 1.4kN/m2. 
 
Figure 4 shows similar information for panel SB04. Once 
again there is a very good match between experimental 
and FEA predicted deformed shapes. 
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Figure 4. Panel SB04, comparison of 3D deformed shape show-
ing experimental and the FEA results at 1.4kN/m2. 
 
To demonstrate the generality of the proposed method, 
2D load displacement plots at various locations on the 
panels SB02 and SB04 are presented in Figures 5 and 6. 
The reason for selecting these plots is to investigate if 



there is a consistent correlation between experimental and 
the FEA predicted deflection at various load levels and at 
various locations on the panel. The points were selected 
to be representative of the entire surface. In these Figures 
three different curves are plotted (1) the experimental load 
deflection curve; (2) the predicted load deflection curves 
using corrector factor values derived from a single base 
panel (SB01) and the standard smeared material model 
normally used in FEA analysis. A very good correlation is 
observed between the experimental and analytical results 
using the corrector factors. The result from the predicted 
load deflection using corrector factors is much closer to 
the experimental results than that of the smeared material 
model. Moreover, the predicted failure loads for both 
panels, using corrector factors, are much better than those 
of the smeared model. 
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Figure 5. Panel SB02, Comparison of the load deflection rela-
tionship showing experimental and the FEA results. 
 
From this investigation it can be concluded that the pro-
posed method results in an improved prediction of both 
failure load and load displacement of a panel even if the 
geometries of the new panels are different from the base 
panel.  
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Figure 6. Panel SB04, Comparison of the load deflection rela-
tionship showing experimental and the FEA results. 
 
To further examine the generality of the proposed method 
presented in this paper, a number of panels tested by other 
sources, for which little or no information on material 
properties and testing methods were available, are se-

lected. Corrector factors for all these panels were derived 
from a single base panel (SB01), as has been introduced 
in this paper. It should be noted that these panels have 
different dimensions, configuration and boundary condi-
tions than the base panel (SB01).  
It is also worthwhile mentioning that load deflection data 
for the panels presented in the following sections were 
limited to a few points over the surface of the panel, 
which was not enough to generate an acceptable 3D load 
deflection surface plot, therefore, the comparisons were 
restricted to 2D load deflection plots only. 
 
4.2 Analyses of panels tested by (CERAM) 

In the UK, CERAM is a reliable source of information on 
various aspects of masonry. CERAM has been involved 
in testing of full scale masonry panels investigating vari-
ous material types, boundary conditions, aspect ratios etc. 
for over 25 years. In this paper the authors have selected 
two panels, one solid panel (CR1) and one panel with a 
single central opening (CR2), to investigate the generality 
of the proposed method. The results of the investigation 
on both panels are presented in the following sections. 
4.2.1 Panel CR1 
Wall CR1 (Edgell 1995b) is a single leaf masonry panel 
constructed with Fletton brick with three sides simply 
supported and the top edge free. This panel has a dimen-
sion of 2800mm x 3600mm. The configuration of wall 
CR1 is as shown in Figure 7. Measurements of load de-
flection were recorded at 11 locations on this panel. 

 
Figure 7. Configuration of Wall CR 1. 
 
The flexural strengths measured from the wallet tests for 
this panel are given as: 1.40N/mm2 perpendicular to the 
bed-joints and 0.40N/mm2 parallel to the bed-joints. No 
information was available for the elastic modulus and 
Poisson’s ratio. Therefore, the elastic modulus and Pois-
son’s ratio are assumed to be the same as the base panel 
SB01. Corrector factors for this panel, also derived from 
panel SB01, are shown in Table 4. From Figure 8, it can 
be concluded that: 
The smeared material model gives a poor correlation with 
the experimental results. 
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The corrector factors improve both load deflection and 
failure load results which are close to the experimental 
results at a number of locations. 
The correlation between load deflection at the location of 
maximum deflection is much better than other locations. 
This is a good measure of comparison as in practice 
maximum deflection and stresses are critical design re-
quirements. 
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Figure 8. Panel CR1 Comparison of the load deflection relation-
ship showing experimental and the FEA results. 
 

Table 4. Corrector Factors of Wall CR1 

 
 
4.2.2 Panel CR2 
Wall CR2 (Edgell 1995a) is a single leaf masonry wall 
panel with a single central opening. This panel was also 
tested by CERAM. The panel was constructed with Flet-
ton brick with three sides simply supported and the top 
edge is free. The panel dimensions are 5500mm x 
2800mm with the opening size 2000mm x 1200mm. De-
tails of the wall and location of measurement points are 
shown in Figure 9. 

 
Figure 9. Configuration of Wall CR 2. 
 
The mean flexural strengths for this wall measured from 
the wallette tests are: fx =1.37N/mm2 and fy=0.42 
N/mm2. However, the elastic modulus E and Poisson’s 
ratio are not included in the original data, therefore mate-

rial properties are assumed to be : E=12.0kN/mm2, ν=0.2, 
same as the base panel. 
The corresponding corrector factors for this panel, derived 
from panel SB01, are as shown in Table 5. Figure 10 
shows load deflection plots at 4 selected locations on the 
panel. From Figure 10, it is clear that using corrector fac-
tors, both the failure load and load deflection curves are 
much closer to the experimental results. 
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Figure 10. Load deflection relationships of Wall CR 2 using 
correctors. 
 

Table 5. Zone Division and Correctors for Wall CR 2. 

 
 
4.3 Analyses of panels tested by University of Edinburgh 

It is worth mentioning again that like the majority of the 
masonry panels tested around the world the information 
obtained from panels tested in the University of Edin-
burgh measures only deflection at a single critical loca-
tion in the panel. Therefore for the panel presented in this 
section, only 2D plots of load deflection at the location of 
maximum displacement are presented. 
4.3.1 Panel wall 9  
Wall 9 is a single leaf masonry wall panel, tested in the 
University of Edinburgh (Liang 1999). This panel is sim-
ply supported on its 3 edges and the top edge is free. The 
Panel dimension is 795mm x 1190mm. The reason for 
selecting this panel for investigation is that this is a much 
smaller panel than the base panel SB01 and its aspect 
ratio is also different. If the corrector factors from the 
base panel SB01 are suitable for predicting the failure 
load and load deflection for this panel then this would 
give us more confidence on the validity of the proposed 
method.  
Table 6. Correctors of Wall 9. 
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The flexural strength parallel and perpendicular to the bed 
joints were obtained from the wallette test, which are re-
spectively 3.5N/mm2 and 0.98 N/mm2. The values of cor-
rector factors, derived from the base panel are summa-
rised in Table 6. Figure 11 shows a comparison of ex-
perimental and predicted load deflection curves at the 
location of maximum deflection. From Figure 11 it is 
clear that there is a good agreement between experimental 
and predicted results, which demonstrates the generality 
of the proposed method. 
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Figure 11. Load deflection relationships of Wall 9 using correc-
tors. 
 
 
5 CONCLUSION 

The research presented in this paper introduces a novel 
approach using a numerical model updating technique 
supported by AI for predicting the behaviour of masonry 
wall panels much better than any other analytical model 
used so far. This method has the potential to be extended 
beyond masonry brick walls and could also be used with 
other materials to reduce the degree of uncertainty in ana-
lytical models and analytical results. The simplicity of the 
model is that once corrector factors for a representative 
base panel are determined it would be easy to use these 
factors for any panels using zone similarity techniques.  
In this research, corrector factors from a single panel 
tested in the laboratory were used for a number of unseen 
panels with different boundary types, size and configura-
tions. The results produced a more accurate prediction of 
the behaviour of the laterally loaded masonry wall panels. 
Incorrect modelling of boundary types produces incorrect 
analytical results. Using corrector factors minimises this 
error and corrects the error in modelling to a great extent. 
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ABSTRACT: The paper looks at the design of welded steel beams for a typical structure which contains both primary 
and secondary beams. The underlying theory is fully explained. Also the stress limits and other constraints are defined 
using practical limits which are defined in Eurocodes. The derived method is only approximate and suitable for early 
design. In order to give a means of assessing the suitability of PSO for solving the chosen problem, some exact solu-
tions are first calculated using exhaustive search. These are then used to show that a simple PSO approach gives unsat-
isfactory results and that it is necessary instead to use a layered algorithm. 
KEYWORDS: design, welded, steel, beam, particle swarm, constraints. 
 
 
1 INTRODUCTION 

The case for search in design has been well made by those 
who work in the area. For example Khajehpour and Gri-
erson (2003) estimate that, at the conceptual design stage 
of a typical 20 storey office block, there are some 167 
million feasible design options. Typically designers will 
look overtly at around 10 options and they will use their 
expertise to reject further less desirable options but never-
theless, the size of such a search space means that, unless 
they are very lucky, their design will merely satisfy the 
constraints. This means they have virtually no chance of 
finding areas of high performance within the design 
space. Sadly the design community has not yet accepted 
this argument. 
Various algorithms can be used for design search but gen-
erally it is agreed that the best are so called evolutionary 
algorithms. The choice of which algorithm to use is al-
ways one which attracts interest. Wolpert and 
McCready’s (1997) no free lunch theorem states that, it is 
not possible to find an algorithm which can perform well 
on all types of problem. This paper looks at the use of 
Particle Swarm Optimization (PSO) for solving a struc-
tural design problem. Examples of the use of PSO for 
solving Engineering problems are relatively rare, espe-
cially in comparison to other evolutionary algorithms 
such as genetic algorithms, so this is a useful example. 
Other recent work includes that of Sedlaczek & Eberhard 
(2006) who demonstrate the ability of PSO in coping with 
constraints. In this paper, to show how the algorithm per-
forms on the chosen problem domain, it is compared with 
exact solutions obtained using exhaustive search. The 
domain is the design of welded steel I beams. Previous 
work on using evolutionary algorithms for beam design is 

discussed in Griffiths and Miles (2003). PSO for welded 
structures has been used in Jalkanen (2006). 
The software used has an MS Excel worksheet as its front 
end and this connects with Visual Basic functions for the 
algorithms. In the examples given the fabrication costs 
currently exclude the costs of the joints although work is 
ongoing in this area. The design is based on criteria given 
in the relevant Eurocodes. 
 
 
2 THE PARTICLE SWARM ALGORITHM 

The particle swarm algorithm is relatively new (Kennedy 
and Eberhardt, 1995). As with all other evolutionary algo-
rithms, it works on a population of solutions and requires 
some form of measure of performance which can be an 
objective function or can be more loosely defined; what is 
typically known as a fitness function. If there are n parti-
cles within a swarm, each particle has a position xi, where 
the subscript i refers to the i’th particle and likewise each 
particle has a velocity vi. For each particle within the 
swarm, its velocity is updated using the formula :- 

i
1tx +

i
1t

i
t vx ++=     (1) 

Where the pseudo-velocity (it does not have the di-
mensions of velocity) is calculated using an equation of 
the form: 

i
1tv +

)xg(rc)xp(rcvwv i
tt22

i
t

i
t11

i
tt

i
1t −+−+=+   (2) 

In the above the subscript t denotes a pseudo-time step 
with t+1 being the next time step. The wt parameter is a 
variable which can be adjusted to determine the rate of 
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convergence. Typically it is set to 1.0 at the start of a run 
and can then be modified dynamically throughout the 
process with its value being reduced to aid convergence. 
The point is the best point found so far by individual i 
and g

i
tp

t is the global best position found to date. The coeffi-
cients r1 and r2 are random numbers in the range zero to 
one and typically c1 and c2 are given the value of 2, al-
though in some versions of particle swarm they are omit-
ted. 
The standard form of a constrained optimisation problem 
is: 

n...,,1i0)x(g
)x(fmin

i =≤
 

Where f(x) is the objective function and gi(x) are con-
straints. In this work, as is typically done with evolution-
ary algorithms, the constraints are included in the fitness 
function with a penalty being used if the constraint is vio-
lated as follows : 

⎥
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R is the penalty parameter which is applied to constraint 
violations and also may be changed dynamically. Pre-
liminary tests show that the form of the penalty function 
has a significant impact on the search. If it is too high 
then the search tends to focus on just a few individuals 
within the population that manage to avoid the penalty 
function and this leads to sub-optimal solutions. If it is too 
low then the search lacks direction and execution times 
can become excessive. Elitism (i.e. transferring the best 
individual through to the next generation) has also been 
found to be an important factor in ensuring a well directed 
and efficient search. 
 
 
3 DEFINITION OF BEAM DATA 

Consider the welded hybrid beam shown in Figure 1. The 
notation follows the Finnish national method (Steelbase, 
1997) for welded (W) beams with I-profile (I). The yield 
strengths of the top flange (fy1), the bottom flange (fy2) and 
the web (fyw) are added to the standard notation. 
The problem to be solved is to find the beams with the 
lowest fabrication costs for the platform structure shown 
in Figure 2. It is supposed, that the platform is periodi-
cally identical in each horizontal direction and only the 
beams between the four (green) columns need to be con-
sidered. The loading is uniform over the entire platform 
and all the beams are acting as single span beams. Pri-
mary beams are from column to column and secondary 
beams are between the primary beams. Only the ultimate 
limit state is considered. Deflections are ignored on the 
basis that if the deflections are too large, then the beams 
can be pre-cambered. 
Initially, the following design criteria are determined both 
for the primary and secondary beams. 

- maximum design bending moment (including load 
factors) for the principal axis (≥ 0, compression in 
the top flange), 

+dM

- minimum design bending moment for the principal 
axis  (≤ 0, compression in the bottom flange), −dM

- maximum absolute design value of shear force for the 
principal axis dV . 

Only these actions are considered in this work. It is as-
sumed that the beams are statically determinate and the 
stiffness of the beams has no effect to the actions. 
The input data needed for the design and the cost calcula-
tions are 

- elastic modulus of steel E, 
- spacings of lateral supports for the top flange Lcr,top 

and the bottom flange Lcr,bot, 
- imperfection factor α for the top and bottom flange 

side buckling (approximate theory for the lateral buck-
ling of beams), 

- yield strengths fy1, fy2 and fyw, 
- material costs for the top flange k1, for the bottom 

flange k2 and for the web kw including welding costs 
(units Euro/m3), 

- painting costs kp (unit Euro/m2). 
The relevant Eurocodes have been used as will be seen 
below. The material factor γM is 1.0 both for yielding and 
for buckling at the ultimate limit state. 
The standard (EN 1993-1-5, 2004) gives the following 
limits for the yield strengths 

yw2yyw1y f2f,f2f ⋅≤⋅≤  
The test cases have been run using the following data : 

- spacing of secondary beams 2 m, 
- spacing of primary beams 6 m, hence a column spac-

ing of 6 m in both directions, 
- uniform dead and live load 5 kN/m2 for the platform, 
- load factor 1.35 for dead load and 1.5 for live load. 

The results are as follows in this case 
- secondary beam, 

m1L,kN86V,0M,kNm128M top,crddd ==== −+  

- primary beam, 
m2L,kN171V,0M,kNm342M cr,topddd ==== −+   

 
 
4 CONSTRAINTS 

The constraints for the problem are stated as follows 
- the bending stress (top or bottom flange) must be 

equal to or smaller than the maximum allowed stress, 
- the shear stress is equal to or smaller than the allowed 

stress, 
- local buckling is not allowed for the flanges, 
- local buckling is allowed for the webs, 
- web induced buckling of the flanges is not allowed. 

An approximate approach is used, where the flanges alone 
carry the bending moments and only the web carries the 
shear force. For the hybrid beams this means that in some 
cases the web may yield and still resists the shear stresses. 
Some approximations are also made for the resistance 
checks. The vertical position of the action with the respect 
to the shear center of the beam is not taken into account 
when considering lateral buckling. Moreover, the maxi-
mum value of the bending moment is used for the resis-
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tance checks. The distribution of the bending moment 
along the bar is not taken into account in the analysis. 
Other approximations used in the resistance checks are 
described later. Despite these approximations, it is be-
lieved that the method described is a valid approach for 
searching for good solutions at the preliminary design 
stage. 
Using the above theory, the bending moments cause the 
following axial stresses for the top flange (index 1) and 
for the bottom flange (index 2) 
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These values must be calculated both for the moment Md+ 
( ) and for the moment M+= dd MM d- ( ). −−= dd MM

The allowed axial stresses are (EN 1993-1-1, 2005 and α 
= 0.49) 
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      (5) 
Local buckling is not allowed for the flanges and this 
means (EN 1993-1-1, 2005) 

 677

2,1y2,1

2,1

f
23521

t2
b

⋅≤
⋅

                         (6) 

The shear force dV causes the following approximative 
shear stresses to the web 
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The allowed shear stress for the web is (EN 1995-1-5, 
2005). 
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The last term allows local buckling of the web in shear. 
The design criteria for web induced flange buckling of the 
compression flange is especially important for hybrid 
beams where thin webs are made of steel with a lower 
yield stress than that for the flanges. The criteria for the 
compressed flange is (EN 1993-1-5, 2005) (1 = top 
flange, 2 = bottom flange):- 
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5 DESIGN SPACE 

Six variables are considered during the search 
- total height of the beam h, 
- thickness of the web d, 
- width of the top flange b1, 
- thickness of the top flange t1, 
- width of the bottom flange b2, 
- thickness of the bottom flange t2. 

The design variables have upper and lower limits. Vari-
ables can only have integer values meaning that rounding 
(downwards, during each iteration) is needed. The limits 
for plate widths varied from 50 to1000 mm, the heights 
from 80 to 1000 mm, in both cases using 5 mm incre-
ments. The allowed plate thicknesses are 4, 5, 6, 8, 10, 12, 
15, 16, 20, 22, 25, 30 and 35 mm and allowed yield 
strengths are 235 and 355 MPa. 
 
 
6 OBJECTIVE FUNCTION 

The objective function consists of material costs (includ-
ing beam welding) and painting costs as follows : 

( ) ( ) (([ ]212211p

21w222111

tth2t2db2t2db2k
d)tth(ktbktbkf

−−⋅+⋅+−⋅+⋅+−⋅⋅
+⋅−−⋅+⋅⋅+⋅⋅=

))  (8) 

Johansson (2005) is used to estimate the costs for differ-
ent steel grades. The constraints are as defined above. 
 
 
7 RESULTS 

A routine was written to solve the above by exhaustive 
search but the execution times were unacceptable. The 
problem was therefore simplified so that only symmetri-
cal beams were considered, meaning four variables in the 
design space. Also the search was modified to exclude 
solutions which had been found to be infeasible in previ-
ous generations (e.g. where a dimension exceeded the 
available space). 
Table 1 shows the processing times and the results. The 
unit costs used are 

- 7850 Euro/m3 (meaning 1 Euro/kg) for S355, 
- 7000 Euro/m3 for S235, 
- 2 Euro/m2 for painting. 

 
 
 
 
 
 
 



Table 1. Results from Initial Exhaustive Search. 

 
 
The execution times were determined using a typical PC 
and it can be seen that they are relatively small. The de-
sign space is of the order of 6 millions options but, by 
excluding infeasible solutions this can be reduced to 
around 1% of this, hence leading to the above execution 
times. By experimentation, it was found that the painting 
costs had no influence on the solution unless they ex-
ceeded 5 Euro/m2. 
From the above, the best secondary beam is a hybrid 
beam (28.81 Euro/m) and the best primary beam is the 
beam made totally of S355 steel material. 
In table 2 the execution times and the best profiles are 
shown for a search including unsymmetrical beams. 

Table 2. Results for Exhaustive Search and Allowing Unsym-
metrical Beams. 

 
 
It can be seen, that the execution times are large despite 
the elimination of the infeasible solutions. The search 
space for this problem is of the order of 960-1620 million. 
As can be seen, the price per metre, in comparison with 
the symmetrical beams, is about 2% lower for the secon-
dary beams and 4% for the primary beams. 
 
 
8 APPLICATION OF PARTICLE SWARM OPTIMI-

ZATION 

The above work gives a benchmark against which the 
effectiveness of a search process using Particle Swarm 
Optimization can be compared. 
The following parameters were used for the PSO 

- Use the lowest feasible values for member one in the 
initial population (based on the physical limits). This 
ensures that at least one solution tests the lower 
bounds; 

- The maximum change allowed in any one step for any 
variable is 30% of its feasible range (i.e. if H has a 
range between zero and 1000 then the maximum 
change allowed in H is 300); 

- Penalty factor R: 0.50; 
- Number of particles: 30; 

- Inertia w: 1.40; 
- Individual weight c1: 2.00; 
- Team weight c2: 2.00; 
- Maximum number of iterations: 100.  

Initial execution times for single PSOs were about 5 sec-
onds for the unsymmetrical design space. However the 
best results when compared to the exact solutions were 
poor, typically 10 % greater and there was a lack of con-
sistency between runs. Therefore a layered PSO was im-
plemented with the PSO parameters being changed during 
the iterations as follows : 

- For the first 10 time steps, the basic PSO without lay-
ering is run because it is very fast if inaccurate; 

- After 10 time steps the layered PSO is implemented 
and this is allowed to run for a further 20 time steps; 

- The values for the parameters for the layered PSO are: 
• maximum change factor: 0.3 => 0.1 
• penalty factor: 0.50 => 1.00 
• inertia: 1.40 => 0.70 
• individual weight: 2.00 => 1.00 
• team weight: 2.00 => 2.00. 

Using lower values for the change parameters as the algo-
rithm converges helps to avoid it “jumping over” the best 
solution and thus helps to direct the search towards the 
desired result. 
This change increased the execution time to about 40 sec-
onds but the errors were typically well below 10% and in 
most cases below 5%. It was also found that, when using 
the layered PSO, very good results were obtained, if the 
increment for the plate widths was reduced (e.g. to 1 mm) 
during the iterations with the final result being rounded to 
the nearest 5 mm. Hence it has been determined that a 
layered PSO is a better method for this problem.  
It must be noted, that the plate thickness lower limit used 
in this study, 4 mm, is not practical when considering 
welding beam. Typically 5 mm is the lowest practical 
thickness for the web. Knowledge such as availability, 
fabrication restraints etc is something that both the de-
signer and the PSO must have if a truly practical design 
tool is to be developed. 
Figure 3 demonstrates a typical result for a single PSO 
result for an unsymmetrical primary beam. 
The blue profiles in the figure show the shapes of the pro-
file at the limits of the design variables. The black profile 
is the exact solution and the red one is the PSO solution. 
From the figures it can be seen how close are the con-
straints to their limits. The lateral spacing of the bottom 
flange is 10 m in the calculations. Figure 3 also illustrates 
the convergence process. 
Figure 4 shows a typical result for a layered PSO for the 
same problem. Note that the scale for the price / iteration 
graph is different to that in Figure 3. 
 
 
9 CONCLUSIONS 

PSO is a relatively new algorithm and there are relatively 
few examples of its use for Engineering problems. In this 
paper a carefully structured experiment is described in 
which the problem is first solved by exhaustive search. 
This means that the optimum answer is known and so the 
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performance of the PSO algorithm can be subject to a 
scientifically valid test. 
The results show that a basic PSO does not perform well 
on the given problem and it is necessary to resort to using 
a layered PSO which gives much better results. Whether 
the method can be extended to more complex structural 
problems is a moot point but at least it would seem that a 
basic PSO would not be suitable. 
Although the findings in this paper are the result of care-
fully structured tests, it is recognised that these are not 
exhaustive in terms of the possible permutations of the 
PSO algorithm and therefore they are only indicative in 
their nature. 
For future work the search should be extended to include 
features other than fabrication such as design, transporta-
tion, erection, use of building, life cycle costs etc. How-
ever, the example given demonstrates clearly the need for 
effective search engines even for simple cases. 
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MULTICRITERIA DECISION MAKING IN n-D1

Donald E. Grierson 
Civil & Environmental Engineering, University of Waterloo, Ontario, Canada 

ABSTRACT: The paper concerns engineering design governed by multiple objective criteria that are in conflict and 
compete for available resources (material, financial, etc.). A multicriteria decision making (MCDM) strategy is pre-
sented that employs a tradeoff-analysis technique to identify compromise-design solutions that mutually satisfy the 
competing criteria in a Pareto-optimal sense. The concepts are initially illustrated in detail for a design governed by 
n=2 conflicting criteria. Curve-fitting, equation-discovery and equation-solving software are employed to find competi-
tive general equilibrium states corresponding to Pareto-tradeoff designs of a flexural plate governed by conflicting 
weight and deflection criteria. The MCDM strategy is then extended to designs involving more than two conflicting cri-
teria, and is applied for a bridge maintenance plan design governed by n=3 criteria. The paper concludes with a dis-
cussion of the application of the MCDM strategy to designs involving n=4 and n=11 conflicting criteria. 
KEYWORDS: multicriteria design engineering, Pareto optimization, Pareto trade-off. 
 
 
1 INTRODUCTION1 

Engineering design is generally governed by multiple 
conflicting criteria, which requires the designer to look 
for good compromise designs by performing tradeoff 
studies between them. As the competing criteria are often 
non-commensurable and their relative importance is gen-
erally not easy to establish, this suggests the use of non-
dominated optimization to identify a set of designs that 
are equal-rank optimal in the sense that no design in the 
set is dominated by any other feasible design for all crite-
ria. This approach is referred to as ‘Pareto’ optimization 
and has been extensively applied in the literature con-
cerned with multicriteria engineering design (e.g., 
Osyczka 1984, Koski 1994, Khajehpour 2001, Grierson & 
Khajehpour 2002). 
A Pareto optimization problem involving n conflicting 
objective criteria expressed as explicit or implicit func-
tions fi(z) of design variables z (i=1,2,…,n), can be con-
cisely stated as:  
Minimize{ f1(z), f2(z),…, fn(z) }; Subject to z∈ Ω (1) 
where Ω is the feasible design space. A design z*∈ Ω  is a 
Pareto-optimal solution to the problem posed by Eq.(1) if 
there does not exist any other design z∈ Ω  such that fi(z)≤ 
fi(z*) for i=1,2,…,n with  fj(z)< fj(z*) for at least one crite-
rion. The number of Pareto-optimal design solutions to 
Eq.(1) can be quite large, however, and it is yet necessary 
to select the best compromise design(s) from among 
them.  
For example, consider the simply-supported plate with 
uniformly distributed loading shown in Figure 1. It is re-
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1  n-dimensional Euclidean space 

quired to design the plate for the two conflicting criteria 
to minimize structural weight f1(z) = W and midpoint de-
flection f2(z) = Δ, for variables z taken as the thicknesses 
of pre-specified zones of the plate (see Koski 1994 for 
details). For any plate design z*, its weight W* is given by 
the explicit function f1(z*) while its midspan deflection Δ* 
is given by the implicit2 function f2(z*).  

 
Figure 1. Flexural Plate - Loading & Deflection (Koski 1994). 
 
Koski (1994) found ten Pareto-optimal designs having the 
weights W and deflections Δ listed in columns 2 and 3 of 

                                                 
2  f2(z*) = Δ* implies deformation analysis of plate design z* to 

find midpoint deflection Δ*  



Table 1. The ten Pareto designs define the Pareto curve in 
Figure 2; in fact, any one of the theoretically infinite 
number of points along this curve corresponds to a Pareto 
design. Therefore, it essentially remains to select a good-
quality compromise plate design from among a theoreti-
cally infinite set of Pareto designs.  

Table 1. Pareto Flexural Plate Designs (Koski 1994). 

 
 

 
Figure 2. Pareto Flexural Plate Designs (Koski 1994). 
 
The several methods proposed in the literature for search-
ing among Pareto optima to select good-compromise de-
signs are somewhat informal in that the selection process 
is primarily driven by designer preferences (see Koski 
1994). Alternatively, a recent study by the author (Grier-
son 2006) developed a multicriteria decision making 
(MCDM) strategy adapted from the theory of social wel-
fare economics (e.g., Boadway & Bruce 1984) that for-
mally identifies competitive general equilibrium states 
corresponding to Pareto compromise designs; i.e., designs 
that represent a Pareto tradeoff between the competing 
criteria. The MCDM strategy is first reviewed in the fol-
lowing through reference to the two-criteria flexural plate 
design discussed in the foregoing (also see Grierson 
2006). It is then extended to designs governed by any 
number n of conflicting criteria. The concepts are illus-
trated for a bridge maintenance plan design governed by 
n=3 conflicting criteria concerning bridge maintenance 
cost, condition and safety. Discussed is an office building 
design governed by n=4 conflicting criteria concerning 
building capital cost, life-cycle cost, revenue income and 
structural safety. The application of the MCDM strategy 
to a design governed by n=11 conflicting criteria is also 
briefly discussed. 
 

2 TWO-DIMENSIONAL MULTICRITERIA DECI-
SION MAKING  

Consider a scenario in which two designers A and B are 
bargaining with each other to achieve an optimal tradeoff 
between n=2 competing criteria represented by two vec-
tors of known values (f1, f2) found through Eq.(1) to de-
fine a set of Pareto designs for an engineered artifact (e.g., 
columns 2 and 3 of Table 1 for the flexural plate design). 
As the criteria are often non-commensurable and may 
have large differences in their numerical values, it is con-
venient to normalized their values as x= f1/f1

max and y= 
f2/f2

max (e.g., columns 4 and 5 of Table 1). With reference 
to the Pareto curve in Figure 2, for example, the corre-
sponding normalized Pareto curve is as shown in Figure 
3, where the maximum value for each of the two normal-
ized criteria is unity.  
Suppose that designer A is the advocate for the first crite-
rion to minimize the (normalized) weight x and, therefore, 
that designer B is the advocate for the second criterion to 
minimize the (normalized) deflection y. Assume that de-
signer A initially begins the bargaining session with the 
largest weight xmax=1, and that she considers making a 
tradeoff between the two criteria defined by the (absolute) 
value of the slope of the terms-of-trade line shown in 
Figure 3 passing through her initial point (1,0). To that 
end, she would choose to trade at an intersection point of 
the trade line and the normalized Pareto curve so as to 
comply with the basic principles (structural, mechanical, 
financial, etc.) governing the feasibility of the Pareto de-
signs. Moreover, if there is more than one such intersec-
tion point, as is the case in Figure3, designer A would 
choose to trade at that point for which the greatest de-
crease in weight occurs; i.e., she would trade at point E in 
Figure 3 by exchanging 1- x units of weight for y units of 
deflection. Before any such tradeoff can take place, how-
ever, the trading preferences of designer B must also be 
accounted for as in the following. 

 
Figure 3. Two-Criteria Tradeoff. 
 
We can draw a diagram similar to Figure 3 for designer B 
by supposing that he initially begins the bargaining ses-
sion with the largest  deflection ymax=1. Upon doing that, 
the competitive equilibrium of the two-designer and two-
criteria tradeoff scenario can be analytically investigated 
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by constructing the Edgeworth-Grierson unit square3 (E-
G square) in Figure 4. The origins for designers A and B 
are 0A and 0B, respectively (note that designer B’s axes are 
inverted since they are drawn with respect to origin 0B). 
Their initial bargaining points A(1,0) and B(0,1) are both 
located at the lower right-hand corner of the unit square. 
Designer A’s Pareto curve PCA is a plot of data points (x, 
y) in the fourth and fifth columns of Table 1, while de-
signer B’s Pareto curve PCB  is a plot of data points (1-x, 
1-y) in the last two columns of Table 1. 

 
Figure 4: Edgeworth-Grierson unit square (Flexural plate de-
sign) 
 
It is observed in Figure 4 that the Pareto curves PCA and 
PCB for designers A and B intersect at two points, Ea and 
Eb. Moreover, the terms-of-trade line through each inter-
section point is the same for both designers, i.e., TLA 
=TLB , which suggests the possibility for a mutually 
agreeable tradeoff at those points. In fact, points Ea and Eb 
are competitive general equilibrium states that each repre-
sent a Pareto tradeoff between the two competing criteria 
x and y (i.e., any movement away from points Ea and Eb 
will not result in a tradeoff state that is mutually agreeable 
to both designers). 
The coordinates shown in Figure 4 for points Ea and Eb 
are found as follows. Upon applying curve-
fitting/equation-discovery software (TableCurve2D 2005) 
to data points (x, y) in the fourth and fifth columns of Ta-
ble 1, designer A’s Pareto curve PCA is found to be accu-
rately represented (r2 = 0.999) by the function,4

 
17.15x2y – 1.1y – 1 =0    (2) 
 
 

 683

                                                 
3  English economist F. Y. Edgeworth (1845-1926) was among 

the first to use a similar analytical tool known as the Edge-
worth box to investigate the competitive equilibrium of a two-
consumer and two-good exchange economy.  

4  Note that in Table 1 and Eqs.(2) & (3) the coordinates x and y 
are measured from the origin point 0A in Figure 4 ; i.e., x =xA 
and y =yA , and therefore (1-x) =xB and (1-y) = y

Hence, from the last two columns of Table 1, designer B’s 
Pareto curve PCB is represented by the function, 
 
17.15(1-x)2(1-y) – 1.1(1-y) – 1=0   (3) 
 
Upon applying simultaneous equation-solving software 
(MatLab 2005), Eqs. (2) and (3) are solved  to find the 
two roots (xa

*, ya
*
 )= (0.367, 0.827) and (xb

*, yb
*
 ) =(0.633, 

0.173). That is, the (x, y) coordinates of the two equilib-
rium points are E1(0.367, 0.827) and E2(0.633, 0.173). 
Equilibrium point Ea corresponds to a plate design inter-
mediate to designs 2 and 3 in Table 1 that has weight 
f1

*=W*=(0.367)(112.3)=41.21kg and deflection f2
*=Δ*= 

=(0.827)(2.73)=2.26 mm, while point Eb corresponds to a 
plate design intermediate to designs 7 and 8 in Table 1 
that has weight f1

*=W*=(0.633)(112.3)=71.09 kg and 
deflection f2

*=Δ*=(0.173)(2.73)=0.472 mm. While these 
two plate designs each represent a Pareto tradeoff be-
tween the competing weight and deflection criteria, they 
are not Pareto comparable between themselves. It yet re-
mains for the designers to make a final selection between 
the two designs according to their  preferences.  
As the advocate for the weight criterion, designer A will 
opt for the plate design at point Ea because it has the least 
weight. However, as the advocate for the deflection crite-
rion, designer B will alternatively prefer the plate design 
at point Eb because it has the least deflection. This di-
lemma is overcome if the two designers agree to act as a 
team that makes a compromise selection of one of the two 
designs. In effect, therefore, the MCDM strategy has 
served to significantly reduce the number of Pareto de-
signs from which the final design selection is made based 
solely on designer preference (i.e., only two designs for 
this example). 
 
 
3 PARETO DATA REQUIREMENTS 

The MCDM tradeoff analysis depicted in Figure 4 implies 
the Pareto data fi=[fi

min,…, fi
max]T for each competing crite-

rion i satisfies certain conditions that ensure a competitive 
equilibrium point E exists within the boundary of the E-G 
square. 
For an equilibrium point E to be within the boundary, it is 
necessary that fi

min be greater than zero. This condition is 
naturally satisfied for most engineering criteria. If origi-
nally fi

min≤ 0, as Pareto optimization is ordinal it is possi-
ble to make an additive uniform shift δi

+
 of the floating-

point data fi to make fi
min+δi

+
 > 0 without changing the 

Pareto nature of the data; i.e., uniformly add, 
 
δi

+> | fi
min| {if fi

min≤ 0 ; otherwise δi
+ =0} (4) 

 

B BB

                                                

 . 

For an equilibrium point E to exist, it is sufficient that the 
ratio fi

min/fi
max be less than or equal to 1−√2/2 = 0.293.5 

This condition is naturally satisfied for some engineering 
 

5  The limiting case when the Pareto curve is circular with ra-
dius √2/2, such that a single equilibrium point E(0.5, 0.5) ex-
ists at midpoint of the E-G square. 
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criteria. If originally  fi
min/fi

max> 1−√2/2 , as Pareto optimi-
zation is ordinal it is possible to make a subtractive uni-
form shift δi

−
 of the floating-point data fi to make (fi

min− 
δi
−)/(fi

max− δi
−) = 1−√2/2 without changing the Pareto na-

ture of the data; i.e, uniformly subtract, 
 
δi
− = fi

max−√2(fi
max− fi

min) {if  fi
min/fi

max> 0.293; 
otherwise δi

− =0}     (5) 
 
From the foregoing, the existence of a competitive equi-
librium point E within the boundary of the E-G square is 
ensured whenever the original or shifted Pareto data 
fi=[fi

min,…, fi
max]T for each competing criterion i is such 

that, 
 
0 <  fi

min≤ 0.293 fi
max    (6) 

 
where the lower bound is a necessary and sufficient con-
dition, while the upper bound is a sufficient condition. 
That the upper bound in Eq.(6) is not a necessary condi-
tion is evidenced by the flexural plate example, for which 
the tradeoff analysis determined that two equilibrium 
points exist even though for the weight criterion the ratio 
f1

min/f1
max=39.4/112.3=0.351> 0.293 (see Table 1). How-

ever, the existence of equilibrium points in such circum-
stances depends on the shape of the Pareto curve and can-
not be proved in general. 
Whenever the original Pareto data fi=[fi

min,…, fi
max]T for 

any criterion i does not satisfy the upper bound in Eq.(6), 
it is recommended that the data be shifted by uniformly 
subtracting δi

− defined by Eq.(5) so that Eq.(6) is satis-
fied. Then, after the MCDM tradeoff analysis is con-
ducted to find each equilibrium point E and correspond-
ing criteria values fi

** (i=1, 2), the Pareto-tradeoff design 
value for each criterion i is found as, 
 
fi

*=  fi
**+ δi

−     (7) 
 
For the flexural plate, for example, after shifting the 
Pareto data f1 for the weight criterion by uniformly sub-
tracting δ1

− =112.3−√2(112.3−39.4) =9.205 kg (see Table 
1)6, the tradeoff analysis determines the two equilibrium 
points Ea(0.305, 0.878) and Eb(0.695, 0.123). Equilibrium 
point Ea corresponds to weight f1

**=(0.305)(112.3− 
9.205)=31.44 kg and deflection f2

**=(0.878)(2.73)= 2.40 
mm, while point Eb corresponds to weight 
f1

**=(0.695)(112.3− 9.205)=71.65 kg and deflection 
f2

**=(0.123)(2.73) = 0.336 mm. Therefore, from Eq.(7), 
the Pareto-tradeoff plate design corresponding to point Ea 
is intermediate to designs 2 and 3 in Table 1 with weight  
f1

*= f1
**+ δ1

− = 31.44+ 9.205 =40.65 kg and deflection 
f2

*= f2
**+ δ2

− =  2.40 + 0 = 2.40 mm, while the Pareto-
tradeoff design corresponding to point Eb is intermediate 
to designs 8 and 9 in Table 1 with weight  f1

*= f1
**+ δ1

− = 
 

                                                

6  Note that the Pareto data  f2 for the deflection criterion is not 
shifted since, from Table 1, f2

min/f2
max = 0.175/2.73 = 0.064 <  

0.293 and, therefore, δ2
− = 0 from Eq.(5). 

 

71.65 + 9. 205 = 80.86 kg and deflection  f2
* = f2

**+ δ2
− = 

0.336 + 0 = 0.336 mm. 
It is observed for the flexural plate that the original and 
shifted Pareto-tradeoff designs at point Ea

 are almost iden-
tical (i.e., 41.21 versus 40.65 kg weight, and 2.26 versus 
2.40 mm deflection), while those at point Eb are moder-
ately different (i.e., 71.09 versus 80.86 kg weight, and 
0.472 versus 0.336 mm deflection). In fact, it can be ar-
gued that the tradeoff design results are more for accurate 
for the shifted Pareto data as it is more representative of 
that part of the data which essentially determines its 
Pareto optimality.7

Finally, it is observed that it is not possible to shift the 
Pareto data for any criterion i for which (fi

max− fi
min)/fi

max< 
ε , where ε is the adopted tolerance for setting floating-
point numerals to zero.8 Such data is almost perfectly 
uniform, is not in meaningful conflict with the other ob-
jective criteria for the design, and can be assigned the 
fixed objective value fi

* = (fi
max + fi

min)/2 without affecting 
the remaining Pareto data set. 
 
 
4 N-DIMENSIONAL MULTICRITERIA DECISION 

MAKING  

The MCDM tradeoff strategy is generalized in the follow-
ing to design problems governed by more than two con-
flicting criteria in competition for resources. Consider a 
design governed by n > 2 competing criteria represented 
by m-dimensional vectors f1, f2 ,…, fn of known values 
found through solution of Eq.(1) to define a Pareto set of 
m designs. The Pareto vectors are each normalized over 
the [0,1] range as xi= fi/fi

max (i=1, 2,…, n) to achieve the 
dimensionless and therefore commensurable data  x1, 
x2,…, xn.  
By definition, a tradeoff can be made between only two 
criteria at any one time. For n> 2 criteria, this study inves-
tigates the tradeoff between each primary criterion and a 
corresponding aggregate criterion formed from the re-
maining n-1 criteria. The m-dimensional vectors xi (i=1, 
2, ..., n) are initially employed to create n pairs of vectors 
(xi, yi) where, for each pair, xi is the vector of primary 
criterion values while yi is a corresponding vector of ag-
gregate criterion values found as, 
yi  = ∏ xj     ( j = 1, 2,…, n ;  j ≠ i)  (8) 
 
For example, for a design problem governed by n=3 con-
flicting criteria defined by Pareto vectors x1, x2 and x3, 
evaluation of Eq.(8) for i=1, 2, 3 yields the following n=3 

 
7  To put this statement in perspective, suppose a Pareto vector 

of original data for a financial objective criterion (e.g., mini-
mize capital cost) consists of elements that are all between 
one and two million currency units (e.g., Dollar, Euro, etc.). 
One million currency units can be uniformly subtracted from 
all elements to create a Pareto vector of shifted data whose 
elements are all of the order of the thousands of currency 
units which determine the Pareto optimality of the original 
data. 

8  For example, ε  = 10-4 > 0.999x10-4 ≈ 0. 
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pairs of vectors: (x1, y1) = (x1, x2
Tx3) , (x2, y2) = (x2, x1

Tx3) 
and  (x3, y3) = (x3, x1

Tx2).  
Each yi vector represents an aggregate criterion in conflict 
with a corresponding xi vector representing a primary 
criterion. As the primary vectors xi are normalized over 
the [0,1] range, it follows from Eq.(8) that the aggregate 
vectors yi are similarly normalized and are thus commen-
surable among themselves and with the xi vectors. How-
ever, even though the yi vectors are formed from the 
Pareto set of xi vectors, it does not follow that each pair of 
vectors (xi, yi) constitutes a Pareto set. As this is a neces-
sary condition for application of the MCDM tradeoff 
strategy, a Pareto filter9 is applied in turn to each of the n 
pairs of m-dimensional vectors xi and yi to retain a corre-
sponding Pareto pair of reduced-dimension vectors (xi, 
yi), along with a record of the indices of the retained de-
signs. As it is unlikely that the retained designs are the 
same for all n Pareto pairs, and as this is necessary to fa-
cilitate comparative interpretation of the results of the n 
tradeoff analyses, a design-index filter is further applied 
to retain only the p< m designs that are common to all n 
Pareto pairs.10 When necessary, xi or yi vector data is 
shifted by uniformly subtracting δi

− given by Eq.(5) so 
that Eq.(6) is satisfied (where, here,  fi

max=xi
max or yi

max, 
and fi

min=xi
min or yi

min). Finally, where necessary, the p-
dimensional xi and yi vectors are normalized as xi= xi/xi

max 
and yi= yi/yi

max to restore the data for all n Pareto pairs to 
the [0,1] range. 
Having the n> 2 Pareto pairs of p-dimensional vectors (xi, 
yi), the MCDM tradeoff strategy is applied in turn to find 
for each vector pair i the two competitive general equilib-
rium points,  
 
Eai( xai

*, yai
* )   ;   Ebi( xbi

*, ybi
* ) ( i =1, 2,... , n) (9)  

 
where values xai

* and xbi
* of primary criterion i represent a 

Pareto tradeoff with values yai
* and ybi

* of aggregate crite-
rion i, respectively. It remains to select a final good-
compromise design from among the 2n designs identified 
by points Eai and Ebi (e.g., from among six designs if n = 
3 ; see the following Bridge example). 
 
 
5 BRIDGE MAINTENANCE PLAN DESIGN 

It is required to design a bridge maintenance-intervention 
plan that exhibits optimal tradeoff between n=3 conflict-
ing objective criteria concerning maintenance life-cycle 
cost, bridge condition, and bridge safety (Liu & 
Frangopol 2005). The life-cycle cost criterion involves 
minimization. The bridge condition criterion involves 
minimization, as it is represented by a damage-inspection 
index for which smaller values indicate better conditions. 

 
9  A Pareto filter is a sorting algorithm based on the same prin-

ciples as those governing the solution of the Pareto optimiza-
tion problem posed by Eq.(1). 

10  It is important to note that p<< m ; i.e., the two-tier filtering of 
the data significantly reduces the number of Pareto designs of 
concern to the MCDM analysis (e.g., 87% reduction for the 
Bridge example).  

The safety criterion involves maximization, as it is repre-
sented by a load-capacity index for which larger values 
indicate more safety. The design is formulated as the 
Pareto optimization problem, 
 
Minimize{ f1(z), f2(z), f3(z) }; Subject to z∈ Ω (10) 
 
where, from Eq.(1), z are the design variables and Ω is the 
feasible design space. The  function  f1(z) = life-cycle 
cost, while f2(z) = condition index, and f3(z) = 1/(safety 
index)11. 
Liu and Frangopol (2005) solved Eq.(10) using a multicri-
teria genetic algorithm to find three 194x1 vectors f1, f2, f3 
representing 194 Pareto designs of the bridge mainte-
nance plan. The corresponding minimum and maximum 
criteria values, fi

min and  fi
max (i=1,2,3), are listed in Table 

2. 
 

Table 2. Pareto Min-Max Criteria Values (Liu & Frangopol 
2005). 

Criterion fi
min fi

max

Life-cycle Cost (kL) 
 f1

392.888 7009.637 

Condition Index 
f2

1.768 3.938 

1/ (Safety Index) 
f3

0.6106 0.8547 

 
The MCDM strategy is applied to the 194 Pareto designs 
to identify a total of 2n=2x3=6 Pareto-tradeoff designs, as 
follows:  

1.  For the fi
max values in Table 2, normalize the 194x1 

Pareto vectors f1, f2, f3 over the [0,1] range to create 
the 194x1 primary vectors x1= f1/f1

max,   x2= f2/f2
max,  

x3= f3/f3
max. 

2. From Eq.(8), create the 194x1 aggregate vectors y1= 
x2

Tx3 ,  y2= x1
Tx3 ,  y3= x1

Tx2. 
3. Apply a Pareto filter to each of the i=1, 2, 3 pairs of 

194x1 vectors (xi, yi), to create the three corresponding 
Pareto pairs of: 80x1 vectors ( x1, y1) ; 49x1 vectors ( 
x2, y2) ; 43x1 vectors ( x3, y3).  

4. Apply a design-index filter to the three variable-
dimension Pareto pairs of vectors    (x1, y1 ; x2, y2 ; x3, 
y3) created in Step 3, to create the three corresponding 
common-dimension Pareto pairs of 24x1 vectors (x1, 
y1 ; x2, y2 ; x3, y3). 

5. For the 24x1 Pareto vectors (x1, y1 ; x2, y2 ; x3, y3) cre-
ated in Step 4, calculate the following ratios and ob-
serve that vectors x2 and x3 do not satisfy the upper 
bound of Eq.(6): 
x1

min/x1
max=0.056/0.974=0.057, 

y1
min/y1

max=0.087/0.977=0.089 
 

                                                 
11 Minimization of 1/ fi(z) is equivalent maximization of  fi(z).  



x2
min/x2

max=0.450/0.994=0.453, 
y2

min/y2
max=0.055/0.295=0.186 

 
x3

min/x3
max=0.715/0.993=0.720,  

y3
min/y3

max= 0.055/0.289=0.190 
 

6. From Eq.(5), uniformly subtract δ2
− = 

0.994−√2(0.994− 0.450)=0.225 from vector x2, and 
δ3

− = 0.993−√2(0.993− 0.715)=0.560 from vector x3, 
to create two new 24x1 Pareto vectors x2 and x3 that 
identically satisfy the upper bound of Eq.(6). 

7. For the xi
max and  yi

max values from Steps 5 and 6, nor-
malize the 24x1 vectors (x1, y1 ; x2, y2 ; x3, y3) created 
in Steps 4 and 6 over the [0,1] range, to create the 
Pareto primary-aggregate criteria pairs of 24x1 vectors 
xi, yi (i=1, 2, 3) listed in Table 3 along with the indices 
of  the corresponding 24 designs retained from among 
the original 194 Pareto designs. 

8. Apply curve-fitting/equation-discovery software (Ta-
bleCurve2D 2005) for each of the three pairs of Pareto 
vectors (xi, yi) in Table 3, to find that each of the three 
corresponding Pareto curves is accurately represented 
(r2 ≥ 0.988) by the function, 
ci xi yi + di yi – 1 =0      (i=1,2,3)   (11) 
where c1=13.231, c2=5.710 and c3=5.611, while 
d1=0.198, d2=-0.624 and d3=-0.634. 

9. As for the E-G square, formulate the inverse function, 
ci (1-xi )(1-yi ) + di (1-yi ) – 1 =0      (i=1,2,3) (12) 

10. Apply simultaneous equation-solving software 
(MatLab 2005) to solve Eqs. (11) and (12), to find for 
each primary-aggregate criteria pair i the two competi-
tive general equilibrium points,  
Eai( xai

*, yai
* )   ;   Ebi( xbi

*, ybi
* ) ( i =1, 2, 3) (13) 

where: 
xa1

*=0.0672, ya1
*=0.9203 ; xb1

*=0.9328 ,  yb1
*=0.0797 

xa2
*=0.3743, ya2

*=0.6609 ; xb2
*=0.6257 ,  yb2

*=0.3391 
xa3

*=0.3912, ya3
*=0.6405 ; xb3

*=0.6088 ,  yb3
*=0.3595 

11. To complete the MCDM analysis, account for the 
normalization parameters fi

max and xi
max used in Steps 1 

and 7, respectively, and the shift parameters δi
− used 

in Step 6, to relate the six primary criteria values xai
*, 

xbi
* (i=1,2,3) found in Step 10 to the six Pareto-

tradeoff  bridge maintenance plan designs f1
*, f2

*, f3
* 

listed in Table 4. Figure 5, consisting of three E-G 
squares, provides a geometrical interpretation of the 
MCDM analysis. 

The design indices 34, 54, 69, 78, 84 and 179 indicated in 
Table 4 and Figure 5 refer to the six designs from among 
the original 194 Pareto designs that are closest to the 
Pareto-compromise design points defined by Eq.(13); i.e., 
six bridge maintenance plan designs that represent a 
Pareto tradeoff between the three competing objective 
criteria to minimize life-cycle maintenance cost, minimize 
bridge damage condition, and maximize bridge safety. It 
yet remains for the designers to make a final selection 
from among the six designs according to their  prefer-
ences.  
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Table 3: Pareto Pairs of Primary-Aggregate Criteria for Bridge 
Maintenance Plan Design 

 
 

Table 4. Pareto-Tradeoff Bridge Maintenance Plans (Liu & 
Frangopol 2005). 

 
 

 
Figure 5. Edgeworth-Grierson tromino12 (Bridge maintenance 
plan design). 
 
 
 

                                                 
12 Three squares connected at their edges. 
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6 PENDING APPLICATIONS OF THE ‘MCDM’ 
STRATEGY13 

It is intended to design a multi-story office building that 
exhibits optimal tradeoff between n=4 conflicting objec-
tive criteria concerning capital cost, life-cycle cost, in-
come revenue and structural safety. The capital cost and 
life-cycle cost criteria involve minimization, while the 
revenue and safety criteria involve maximization. The 
design can be formulated as the Pareto optimization prob-
lem, 
 
Minimize{ f1(z), f2(z), f3(z), f4(z) }; Subject to z∈ Ω (14) 
 
where z are the design variables and Ω is the feasible de-
sign space. The  function f1(z) = capital cost, while f2(z) = 
life-cycle cost,  f3(z) = 1/(revenue) and  f4(z) = 1/(safety). 
Khajehpour and Grierson (2003) solved a similar problem 
to Eq.(14) using a multicriteria genetic algorithm to find 
four 815x1 vectors f1, f2, f3, f4 representing 815 Pareto 
designs of the of the office building. It yet remains to 
identify the 2n=2x4=8 Pareto tradeoff-compromise  de-
signs of the building; i.e., eight building designs from 
among the 815 Pareto designs that represent a Pareto 
tradeoff between the four competing objective criteria to 
minimize capital and life-cycle costs and maximize reve-
nue and safety. 
It is intended to design a media centre that exhibits opti-
mal tradeoff between n=11 conflicting objective criteria 
concerning building cost and lighting performance. Four 
of the criteria involve minimization and seven involve 
maximization. Shea et al (2006) recognized that 4.2x10298 
possible designs exist, and applied a multicriteria ant col-
ony optimization method with Pareto filtering to find a 
large number of Pareto designs. It yet remains to identify 
the 2n=2x11=22 Pareto tradeoff-compromise designs of 
the media centre; i.e., twenty-two Pareto designs that rep-
resent a Pareto tradeoff between the eleven competing 
objective criteria concerning cost and lighting. 
 
 
ACKNOWLEDGMENTS 

This study is supported by the Natural Science and Engi-
neering Research Council of Canada. For help in prepar-
ing the paper text and the computational examples, thanks 
are due to Kevin Xu, Department of Electrical and Com-
puter Engineering, University of Waterloo, Canada. For 
insights into the welfare economics principles that under-
lie the design engineering principles of the study, the au-
thor is grateful to Kathleen Rodenburg, Department of 
Economics, University of Guelph, Canada. The Pareto 
data for the bridge design example was provided by Dan 
Frangopol, Department of Civil & Environmental Engi-
neering, Lehigh University, USA. 
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EMBEDDING OPTIMIZATION IN THE DESIGN PROCESS OF BUILDINGS – A HALL      
EXAMPLE 

Philipp Geyer 
Technische Universität Berlin, Institut für Architektur, Fachgebiet Tragwerksentwurf und konstruktion, Berlin, 
Germany 

ABSTRACT: Considering the economic effort and the ecologic impacts of the building industry, optimization embedded 
in the design process of buildings is desirable as a flexible tool. To apply Multidisciplinary Design Optimization (MDO) 
to building design, adaptations to the special needs of this field are required. In this paper, first, appropriate objectives 
are discussed, which distribute to three major groups: economic performance, ecologic performance, and preference 
accordance concerning aesthetics and functionality. Second, the decomposition by components specific for building-
design, which link non-numerical qualities with physical, economic, and ecologic quantities, is discussed. The steps are 
illustrated by means of a demonstrational hall design. Finally, the results of a test run presented for this example reveal 
the nature of the design space. In conclusion, the specific objectives and components and the system-oriented decompo-
sition provide the basis for a CAD-oriented usage of optimization during the design process. 
KEYWORDS: multidisciplinary optimization, building-design-specific decomposition, optimization model, computer-
aided design. 
 
 
1 INTRODUCTION 

Multidisciplinary Design Optimization (MDO) provides a 
powerful means to support the design process. However, 
it is rarely applied to building design. Therefore, the re-
search presented in this paper deals with setting up an 
optimization model suitable for this domain and compati-
ble with the already developed techniques of MDO. 
The first part examines relevant objectives for building 
design. The pure physical view is not sufficient and needs 
an extension. Objectives that are relevant in this field 
concern, first, economic efforts and ecological effects; 
second, qualitative aspects need consideration such as 
aesthetics, the fulfillment of functions, and the feasibility 
of construction. That the latter aspects are not expressible 
by numbers calls for further interactive procedures, in 
which the judgment and preference of the designer is 
critical in the building design’s optimization process. Sisk 
et al. (2003) state the demand for such interactive proce-
dures while presenting a dialog-based tool for skeleton 
design. 
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The decomposition of the design into a component-based 
optimization model, discussed in the second part, pro-
vides an important means for interactively handling the 
qualitative aspects. A flexible CAD-like approach with 
components comprising parameters, analyses, and con-
straints helps to manage the dynamic development in 
building design. Furthermore, the extension by group 
definitions and alternative systems implementations opens 
up latitude for optimization in the component system. 
 

2 THE DEMONSTRATIONAL PROBLEM 

The considerations on optimization for building design 
are introduced by a demonstrational problem that is a hall 
intended potentially for industrial use, for production of 
large objects, as a sports hall, or as an exhibition hall. The 
requirement consists of one large room with the specifica-
tions displayed in Table 1. The design idea is founded on 
a frame-based layout, such as shown in Figure 1. A direc-
tional layout is intended, which leads to two side and two 
front facades both equally treated. To support this idea, it 
is intended to emphasize the frame as an architectural 
element. Ideally, the designer thinks of a trussed structure. 
In this layout, a lot of possibilities for modification exist. 
For instance, changing the number of frames, the con-
struction and material type of its members, the type of the 
façade, and so on might improve the design. In terms of 
optimization, these possibilities are design variables. 

 
Figure 1. Demonstrational design for a hall. 



Table 1. Specifications of the demonstrational design. 

 
 
 
3 QUANTITATIVE OBJECTIVES AND CON-

STRAINTS FOR BUILDING DESIGN 

The formal method of optimization uses an objective 
function and constraints to describe the problem. The 
usual form is  
minimize or maximize  J(x)   (1) 
with respect to   g(x) ≤ 0 and h(x) = 0 (2) 
where J is the vector of the objectives and g and h are the 
vectors of the constraints for the problem. Using the 
methods of optimization is a matter of translating the de-
sign with its idea, its characteristics, its objectives, and its 
constraints to the given formalism. 
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First, I want to discuss the objective aspects. Typical ap-
proaches of structural optimization use stiffness and 
weight as objective criteria such as Koski (1988) or opti-
mal material distribution while minimizing strain energy 
such as Bendsoe (1988). Such physical approaches might 
be appropriate for vehicles or airplanes since weight is an 
important aspect. For buildings, these aspects are of sec-
ondary interest. In contrast, for acoustical and thermal 
reasons, a high weight is sometimes desired. This illus-
trates that physical aspects such as the amount of material 
or the weight alone are not sufficient as objectives. Thus, 
an extension of the objectives is required. 
 
3.1 Resources 

An important aspect for the performance of a building is 
the required amount of resources. What is the economic 
expenditure for construction and maintenance during its 
life-cycle? How much materials of what kind, how much 
energy, and how much land is used? How much emis-
sions will the building cause? These are questions that the 
persons involved in designing take interest in. Newer ap-
proaches established models considering these aspects 
while applying optimization to buildings. Grierson et. al. 
(2002) search for economic valuable design solutions of 
office buildings. Wang et. al. (2005) consider the life-
cycle impacts by the consumption of environmental re-
sources in an optimization model. However, these studies 
are general examinations but no real design optimizations 
since they do not deal with the situation of a specific de-
sign. In contrast, Lähr et al. (2005) present a study for an 
individual building design examining sensitivities of 
room climate and slab deflections to geometric parame-
ters. 
Although the physical properties of the design play a sub-
ordinate role, they provide the basis for determining the 
resources. Respective conditions of the environment serve 
to derive the resources from the physical properties. The 
quantity of a material or of a construction type causes 

costs, consumption of energy, or the emission of sub-
stances with environmental impact. Coefficients allow the 
deduction of the sums of economic efforts, resource con-
sumption, and emissions. In my implementation, they are 
stored in the matrix C for each item, which depends on 
the ambient conditions for the design, such as the situa-
tion of the market and the current circumstances of pro-
duction technology (Equation 3). Different situations for a 
building site need different coefficient matrices. However, 
if the place for a building is comparable, the matrix might 
be reused. This matrix is organized as a database of items 
used in the building design. A quantity vector q contains 
the reference for construction and for the life-cycle ex-
penses. As units of the quantity, meter, square meter, cu-
bic meter, kilogram, pieces and so on occur. The sum of 
the multiplication of the quantity q and the coefficients C 
summed up for the complete design yield the required 
resources r. 
 

1
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(3) 

 
3.2 Quantitative objectives that rely on preference 

In contrast to the resources, other objective aspects indi-
vidually rely on the preferences of the designer; each of 
whom has his or her personal style, which calls for the 
integration of preferences in the objectives.  Bailey et. al. 
(2006) presented an approach for optimizing the structural 
weight of trusses recording the preference of a user and 
considering it as an objective during an optimization with 
a genetic algorithm. However, besides the style of the 
designer, each design has its own context and its own 
expression. This causes difficulties in setting up a general 
objective function for such aspects as aesthetics or func-
tional considerations and calls for an individual calibra-
tion of the preferences for each single design. For in-
stance, one designer might like strong columns while the 
other likes slender ones. Similarly, in one design a girder 
with less height might suit better whereas in another one 
the girder needs a certain height to look good. 
To consider these individual preferences, functional and 
aesthetic criteria for the geometry are implemented in the 
evaluation of the demonstrational system. They consist of 
ratios or geometrical measurement (Table 2). The interac-
tive diagrams in Figure 2 illustrate the geometric criteria 
for the height of the frame member in relation to the hall 
dimensions and the frame distance with the ratios of the 
bays in the side elevation. Criteria such as the frame dis-
tance have functional as well as aesthetic effects since the 
possible width of a lateral entrance is determined and the 
appearance of the façade is affected. 
 
 



Table 2. Preference criteria for function and aesthetics of the 
hall design. 
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Figure 2. Aesthetic and functional criteria. (a) Ratio between 
truss height and hall dimensions (section view). (b) Number of 
bays between the frames or distance between the frames. 
 
3.3 Utility functions 

In order to asses dimensions, ratios, and values of the 
model, utility functions transform the physical values into 
a scale from zero (worst) to one (best). This approach is 
related to physical programming, which is developed by 
Messac (1996). As a core of the evaluation, the transfor-
mation by utility functions assigns a value to the numbers 
of the resources and preference criteria. 
In the approach, two different utility functions were used. 
The first type, represented by the function UQ, describes a 
situation in which a continuous increase or decrease of a 
function is a better result (Figure 3a). In the example, all 
resource criteria use this type of utility functions. The 
configuration for the resource criteria of the example is 
shown in Figure 5. Since for all these criteria a reduction 
is desirable, they follow a less-is-better assessment. 
The second type marks a desired value as best and sets the 
decrease of the value for deviating by the sharpness S 
(Figure 3b). Thus, the sharpness determines how strict a 
criterion is applied. Furthermore, a utility below 0.10, 
respectively 10% performance, is considered as a con-
straint. A solution that has one utility below this threshold 
is excluded from the further optimization. 
 

 
Figure 3. Utility functions for assessing values: (a) less-is-better 
and (b) nominal-is-better. 
 
3.4 Objectives in the example 

The objectives in the example are aggregated to three 
main groups (Figure 4). The first group comprises eco-
nomic objectives, the second ecologic objectives, and the 
third consists of the preference objectives. All aspects are 
considered over the life-time period. Thus, J1 comprises 
costs for construction, for maintenance including energy 
expenses as total costs for one square meter of the hall. 
The cost result from the specific cost data C1 and the 
quantities q. 

3

1 ,
1

, ,1 1 ,( ( )) 25Q LC
j

j n j n LC with TJ U T years
=

= =∑C q   (4) 

 

 
Figure 4. Structure of the objectives. 
 

 
Figure 5. Utility functions for economic and ecologic perform-
ance. 
 
The ecologic objective function considers the amount of 
not-renewable energy (based on C2,j in kWh/m²y), renew-
able energy (C3,j in kWh/m²y), and the emission of gases 
with global warming potential (C4,j in kg CO2-
equivalent/m²y). The data for this analysis origin from 
Eyerer (2000)  and Kohler et al. (1995). The weighting w 
reflects the different environmental impact of not-
renewable, renewable energy, and CO2 emission. As the 
items is C and q include building materials and construc-
tion types as well as energy types for heating systems, 
costs, energy, CO2 emission etc are considered not only 
during operation but also for production. 
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The third group comprises a set of six preference criteria 
for aesthetic and functional aspects. In contrast to the 
other both groups, they are adapted individually to the 
situation of the hall. These preference objectives, summa-



rized in Table 2, provide a means to control the optimiza-
tion process so that the design fulfills the desired function 
and matches the design idea. 
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4 QUALITATIVE ASPECTS AND IMPLICIT CON-

STRAINTS 

The last sections only dealt with criteria that are expressi-
ble numerically. However, not all criteria are measurable 
and definable by numbers. Especially for aesthetic as-
pects, such as appearance, qualitative aspects of the de-
sign play an important role. Without taking them into 
account, an essential part of the objectives is not present. 
Carrying out an optimization only with a subset of rele-
vant objectives does not lead to a sound result since the 
neglected objectives might perform poorly. Thus, a way 
of considering qualitative aspects is required. 
The non-numerical character of the qualitative aspects 
excludes them from being evaluated adequately by a nu-
merical optimization algorithm. However, the designer is 
able to judge the qualitative aspects with an interactive 
approach, in which he or she manages these aspects. As 
easy as it sounds, there are major differences between 
how a human designer and an optimization algorithm act. 
First, there is a large discrepancy in the number of possi-
ble evaluations. The algorithm is able to evaluate a huge 
number of designs in a relatively short time while the 
designer needs longer and gets tired with the increasing 
number of designs. Furthermore, the designer uses intui-
tion to solve a problem. Thus, a far smaller number of 
designs is required as he or she has the ability to draw 
conclusions. 
The Interactive Evolutionary Computation (IEC) exam-
ines the integration of human evaluation in an optimiza-
tion procedure (see Takagi 2001 for an overview). How-
ever, the typical situations of IEC distinguish themselves 
by objectives that are only determined through human 
evaluation. In contrast, in building design, engineering 
aspects are of more or less equal importance to the aspects 
of appearance of the building. Therefore, a combination 
of the computational evaluation and the human assess-
ment is required, which again gives rise to the problem of 
user fatigue. 
For this reason, I propose to separate the loop of computa-
tional optimization from that of human design improve-
ment (Figure 6). In a recurring inner loop, the computa-
tional optimization is carried out considering the quantita-
tive objectives. In the outer loop, the designer defines the 
optimization model such that it includes the design idea. 
Having the results of an inner run, the designer changes 
the optimization model while considering the qualitative 
characteristics of the design. This means he or she trims 
the design back to the original idea or modifies this idea. 
However, how do these ideas of the design come into the 
inner loop if they are not expressible by numbers? The 
key is the structure of the optimization model, i.e., the 
used components, the links between the components, and 
the allowed modifications determined by the design vari-

ables. No optimization model is completely neutral and 
allows all solutions. The model always comprises limits 
regarding the possible solutions and thus excludes other 
solutions from being reachable in the design space. 

 
Figure 6. Workflow of optimization within the design process. 
 
These limits by the structure of the model I call implicit 
constraints since they do on a non-numerical level what 
the constraints g and h (Equation 2) in the traditional op-
timization formalism achieve in the numerical realm. 
These limits provide the chance to implicitly implement 
qualitative aspects which the optimization should comply 
with. In the context of limiting the setting of design vari-
ables, Grierson et al. (2002) use the term implicit con-
straint in a more restricted sense. For reasons of produc-
tion or standardization, only an enumeration of values is 
applicable for a design variable, a limitation they call im-
plicit constraint. I understand all restrictions caused by the 
structure of the model as implicit constraints. Every setup 
of a model is able to favor and exclude certain designs in 
the solution space. The nonexistent neutrality of the de-
sign model is a chance to control the process while ex-
ceeding the pure numerical aspects. 
For instance, setting up a system that consists of a frame-
based design excludes other designs from being consid-
ered such as a grillage design. The system diagram (Fig-
ure 7) illustrates that the different design ideas lead to 
different structures of the system. In terms of traditional 
optimization, these are two distinct optimization models 
with their own independent design variables such as the 
number of beams or frames, the dimensions of the legs or 
columns and so on. However, from the viewpoint of the 
whole design process, both models belong to the same 
design space, which comprises all designs covering the 
desired space for the hall. So if the architectural design 
ideas consists in a directed frame structure, Figure 7a is a 
way to set up a model for conveying it. 
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From the point of view of optimization, this hierarchical 
structure is of great interest, since it opens up the option 
of using different components for fulfilling a function 
defined on a higher level. For the subordinate realization 
of the higher level component, diverse components might 
exist. Thus, switching between these components might 
improve the design. 

The decision between these two alternative models or the 
generation of other alternatives by setting the structure of 
the model is an essential part of the design process. Thus, 
a quick method of setup is required to allow gathering 
results for each design variant and carrying out the trade-
off between design idea and the numerical resources. For 
this reason, the next section deals with the setup of a 
flexible, component-based optimization model. Two components have the same function if their structure 

of parameters coincides with that of the other component. 
In this case, they are replaceable mutually. For instance, 
for the frames in the demonstrational hall design, the re-
placement of profiled members with trussed members is 
possible since both are able to resist normal and shear 
forces as well as bending moments. 

 

While setting up the component scheme, existing ap-
proaches for representing and exchanging building data 
have been taken into account. The most relevant defini-
tions serving this purpose are the Industry Foundation 
Classes (IFC) and the ISO 10303 Standard. Furthermore, 
Rivard and Fenves (2000) present an interesting approach 
focusing on the representation of conceptual designs that 
extends the object representation by including require-
ments and evaluations. Figure 7. The structure of the model sets implicit constraints. 

  
 5.1 Bridging the gap between quantities and qualities 
5 COMPONENTS  

One the one hand, one important task of the components 
is the representation. Based on the parameters they com-
prise methodical descriptions of how to generate a three-
dimensional visualization or a drawing based on these 
parameters. A beam means extrude the profile along the 
direction vector given as parameter. The extrusion of the 
section shape yields to a number of faces. On the other 
hand, related to their generation method, the components 
furthermore comprise analyses or rather dimensioning. 
Given loads, support distance, section type, and so on, 
dimensioning of the beam leads to the required height, 
material amount, cost, and production energy. 

In order to capture the architectural intention as implicit 
constraints for the inner cycle, the decomposition with 
building-specific components is a key feature. Such com-
ponents representing rooms, walls, columns, beams, sec-
tion properties, joints, and so on serve to decompose a 
design idea into an optimization model. In this character-
istic, they are related to the elements of modern building 
design software as they represent the building. However, 
for optimization, their functionality goes beyond that of 
only representation since they serve to set up a system by 
linking the in- and output parameters and comprise calcu-
lations for building a system. Therefore, the components bridge the gap between the 

qualitative characteristics and the quantitative values. 
They link the architectural appearance and aesthetics to 
quantities of resources. They relate the qualities to the 
numerical world of optimization since a component has 
an appearance which affects the visual model of the de-
sign and, in the end, the component’s dimensioning and 
analysis are part of the objective function and, thus, of the 
optimization model. 

The scheme of the components is based on two principles. 
First, a notion of function serves to determine and to dif-
ferentiate the entities for setting up the model. Mitchell 
(1991) already worked with this idea of functionality in 
order to describe grammatically the structural design 
process of a primitive hut. In his approach, which I’d call 
a component grammar, a function of a beam is transfer-
ring distributed loads from its top to its supports. This 
notion of function I interpret in a broader sense and ex-
pand it to a multidisciplinary approach. For instance, a 
roof panel has a structural function; furthermore, it serves 
to define an architectural room, to separate indoor and 
outdoor space for achieving desired climate conditions, to 
provide light inlet, if skylights exist, and to comply with 
acoustic requirements. This illustrates that a component 
needs to fulfill multiple functions in different disciplines. 

 
5.2 The system of components 

The parameters of the components serve as interfaces to 
other components. They transfer and receive data of sub-
ordinate components. On the top level of the hall design, 
the model consists of the row of frames, the façades, the 
roof, the foundation, and the HVAC system (Figure 8). 
Descending the hierarchy, the row of frames, for instance, 
comprises the single frame, which again consists of the 
horizontal and the vertical members. The profiled mem 
 

The second principle subsequently results from the first 
one. The function-based paradigm leads to a hierarchical 
approach (also called top-down approach) since an ab-
stract component, defined by its functions, might need 
one or more subordinate components to fulfill these func-
tions. A subordinate component might again consist of 
further components on the third level. 
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Figure 8. System of the hall optimization model. 

bers are replaceable with a trussed member by means of 
the switches. A switch transfers, driven by a selection 
parameter, either the one or the other input and is used to 
implement system variations. The truss variant, how-
ever,uses new subordinate components, which are the 
lower and the upper chord, the diagonal bar, and the verti-
cal strut. Additionally, it uses new design variables such 
as the truss height, the bay length and the truss type. For 
instance, the height of the truss can be chosen freely in a 
certain range and thus is a design variable. In contrast, the 
height for the profiled steel section is set by the dimen-
sioning. 
 
5.3 Group components 

The grouping of entities is an important element of de-
signing. It facilitates the production of the parts since 
repetition reduces the effort for planning and production 
and it is a means for supporting an aesthetic appearance. 
The recognition of an entity multiple times structures the 
design and introduces a regularity that is usually seen as 
pleasant. The internal logic of the group relation enables a 
viewer to understand a composition. Possible types of 
grouping are series, symmetries, or freely arranged repeti-
tions of a part which furthermore might change its shape 
gradually. 

Besides its function in designing, grouping opens up a 
possibility for optimization since the number of compo-
nents within the group is changeable and thus a design 
variable. This affects the dimensioning of the elements in 
the group as discussed in Rivard et al. (2000). Further-
more, in the system, the dimensioning of the adjacent 
component is also affected since, for instance, its span of 
this component is changed. 
 
 
6 OPTIMIZATION OF THE DEMONSTRATIONAL 

PROBLEM 

For the hall example, several optimization test runs were 
carried out. The results of one run presented in this sec-
tion are based on the assumptions for the design require-
ments and on the environmental conditions shown in Ta-
ble 1. As the focus of the project deals with the develop-
ment of an adequate model rather than new algorithms, 
the experimental implementation uses a commercial 
MDO software (ModelCenter, Phoenix Integration, Inc.). 
A genetic algorithm with a multiple-elitist strategy was 
chosen as optimization algorithm because of the mixed 
discrete-continuous characteristic of the task, although, of 
course, other algorithms would serve this purpose. The 
strategy of this algorithm yields a set of designs that are 
not dominated by other designs, i.e., Pareto optimal de-
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signs. During the test, it turned out that 50 to 100 indi-
viduals per generation led to an acceptable diversity for 
the number of design variables in the problem. 
6.1 Results of the test run 

Because of the three major objectives J1..3 mentioned ear-
lier, the solutions depending on their performance spread 
in a three-dimensional space. The filtering of the 150 
Pareto results for features and feature combinations – 
such as similar member heights, material types, or mem-
ber types – served to identify the four main groups of so-
lutions (Figure 9). For this comparable small number of 
features and the low dimensionality, a manual control of 
the filtering is possible; but for a more complex problem 
or in the context of a routinely application, an automated 
filtering and group identification would be helpful. 

 
Figure 9. Pareto optimal results for the demonstrational hall. 
 
The groups mainly exhibit common settings for the de-
sign structure and therefore, have a similar appearance. 
Figure 10 shows visualizations of selected representatives 
for each group. The designs of types A and B with trussed 
members at the top and the sides comply best with the 
preferences, which the both left diagrams in Figure 9 
show. The preferences for the desired member height P1,2 
and for a high transparency of the frame members P3,4 
(Table 2) set the intention. Consequently, D is the poorest 
design as it uses thin profiles that do not significantly 
emphasize the frame structure. Furthermore, a low sharp-
ness S of the preference function P5 for the similarity of 
the horizontal and vertical member allowed designs with 
different member types, such as C. Raising the sharpness 
will exclude such designs. Moreover, B is a variation of A 
in the respect that it uses steel instead of wood. Therefore, 
its section measurement is less and it performs slightly 
better with respect to the preference accordance. In con-
trast, the performance of steel with respect to the cost and 
ecologic impact is worse. 
 
 
 
 

Table 3. Design variables and objective values for Pareto opti-
mal representatives. 

 
 
In terms of ecologic impact, design type D performs best. 
The consideration of its strategy makes this understand-
able. D is the design with the best insulation and the sim-
plest load-bearing structure. Thus, the strategy of this 
design consists in investing the savings of the structure in 
insulation. As a result, designs like D achieve energy sav-
ings and reduction of CO2 emission of 10 to 15 % in 
comparison to the design type A. By not allowing HVAC 
pipes to be ducted through the truss, design D needs more 
height for its profiles located above the pipes. This in-
crease of height causes more volume to be heated, façade 
to be built and more heat transmission through the façade. 
To compensate these effects, additional insulation is re-
quired. Thus, this design type has higher costs and, there-
fore, performs less well in terms of economics. 

 
Figure 10. Visualizations of one frame for a typical design of 
each Pareto group. 
 
Considering ecologic and economic performances, the 
design type C seems a good compromise. It achieves a 
good ecologic performance by reducing volume and sur-
face of the building. At the same time, this reduces the 
costs of the façade and – as construction costs of the fa-
çade are about 25% of the total life-cycle costs – lowers 
overall costs significantly. Therefore, the ducting of the 
pipes through the truss that allows the decrease of the 
building’s surface and volume – rather than the reduction 
of material by the truss construction – reduces the con-
struction effort and resource consumption of C compared 
to the other designs. Apart from that, the reduction of the 
material cost by using the trussed construction is nearly 
compensated by the additional costs for the joints. 
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6.2 Interactivity 

After setting up the optimization model and starting the 
optimization (Figure 6, No.1), the designer receives the 
results (No. 2) with visualizations in diagrams similar to 
Figure 9 or in three-dimensional representations similar to 
Figure 10. On this basis, the checking of the results (No. 
3) and the assessments and management of qualities (No. 
4) is possible. Subsequently, the designer either decides to 
change the component system or the objective weighting 
in order to include other variants or to adapt the system 
better to his preference (No. 5); or the selection of one or 
more designs finishes the design session (No. 6). The 
process of changing the model ideally equals the usual 
CAD-drawing process apart from using the specific com-
ponents instead semantically undefined lines and circles. 
The test run of the demonstrational design represents only 
one step in the design process. That step being completed, 
the designer might select one design and proceed with 
detailing, or he or she might change the model by dis-
abling actual design variables, by enabling other parame-
ters as design variables, or by adding a column-beam 
based design or a grillage as an alternative. 
 
 
7 DISCUSSION 

The optimization of the inner loop is incomplete in terms 
of objectives, and only the outer loop represents the com-
plete evaluation. Therefore, it might be useful not only to 
include Pareto optimal designs in the inner results but also 
to include suboptimal configurations, because these con-
figurations might perform well in the outer loop and, thus, 
compensate deficits of the inner loop. 
A shortcoming of the current model is that it implements 
only the frame structure. In future work, further alterna-
tive systems such as a column-beam variant will be set up 
and implemented. Furthermore, the material concrete, not 
considered in the current model, will be added as an op-
tion in the next model. 
Unfortunately, the present optimization software is not 
flexible enough to enable modifications of the model dur-
ing the design process in a simply way. Currently, it is 
necessary to set up each system alternative, such as the 
replacement of the profiled member with the truss, manu-
ally in advance. A future environment should be able to 
perform component-operations in order to include system 
modifications in the optimization easily.  
At present in CAD, the turn from a semantically poor, 
graphics-only based approach to a semantically enriched, 
domain specific design environment is occurring. Objects 
are set up to represent building parts and standards, such 
as the previously mentioned ISO 10303 and IFC, serve to 
exchange not only drawings but also describing elements 
and links between components. The extended compo-
nents, proposed in this paper, represent a way of including 
description of variability as well as analysis and objec-
tives in a building model. Thereby, the model evolves 
from a building description for one design only to an op-
timization model. Besides allowing the application of 
optimization algorithms, the formalization also supports 
communication since an engineer working on the design 

after the designer knows more about the latitude for modi-
fications for improvement. 
Moreover, as designing is a creative process, the cata-
logue of components is supposed to be an open structure, 
in which new components can extend the basic structure, 
if necessary. Basic components serve the daily tasks 
whereas user defined components provide an adaptation 
to special tasks. 
 
 
8 CONCLUSIONS 

The demonstrational problem illustrated how MDO can 
be applied as a tool in the design of buildings and how it 
can support design decisions by gathering information 
about the solution space. The characteristics of the objec-
tives, especially the importance of qualities such as aes-
thetics, calls for an interactive procedure. In order to use 
optimization interactively embedded to the design proc-
ess, a component scheme as outlined is an essential part 
of an environment in that the user can set up a model as 
easily as it is possible in current CAD systems. Besides 
representation, the components play a crucial role since 
they bridge the gap between numerical calculations of 
optimization and qualitative considerations of building 
design. Therefore, this approach provides a basis for us-
ing optimization as a supporting tool in the building de-
sign process. An ideal future scenario of design would 
include MDO as a performance driven search tool in 
CAD applications for building design which exceed pure 
drawing. 
 
8.1 Nomenclature 

x Vector of design variables 
J Objective with a range from 0 to 1 
J(x) Objective vector as a function of the design 

vector 
g(x), h(x) Constraint function vectors 
U(x) Utility function 
S Sharpness of the utility criteria 
x0 Desired value for a design variable 
C Matrix of environmental coefficients 
c Single resource coefficient 
q Quantity vector (materials, part etc.) 
TLC Time of the life-cycle 
w Weighting factors 
Pn Preference (ratio of a geometric property of 

the design) 
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ABSTRACT: The paper contains proposals of integration of knowledge based approach and multi-criteria optimization 
in engineering design. The proposals reflect a human's way of solving problems. The paper also presents the concept of 
an environment for computer support of car transmission systems design equipped with the knowledge based and multi-
criteria optimization modules.  
KEYWORDS: knowledge based systems, multi-criteria optimization, engineering design. 
 
 
1 INTRODUCTION  

This project concerns itself with the computerized support 
of decision processes in design. 
Designing is a multi-stage process which the designer 
develops while working (Clarkson, Eckert 2005, Clarkson 
2006, Pokojski 2004a, Ullman 2002). Obviously, this 
process is based on engineers' knowledge.  
The constant evolution of this knowledge, the changing of 
outer conditions and the increasing complexity of the 
tasks make these design processes actually realized in 
industry become not repeatable (Clarkson and Eckert 
2005, Pokojski 2004a, Wallace 2006). The form and 
structure of a design process is always determined by the 
designer's decisions; which is also true for the final prod-
uct, its attributes and characteristics (Gupta et al. 2006, 
Hatamura 2006, Fujita and Kikuchi 2003, Nahm and Is-
chikawa 2004). In general, every time when making a 
decision, the designer wants to achieve certain goals, i.e. 
fulfill given conditions, realize an assumed function and 
obtain the intended features to the required level (Clark-
son and Eckert 2005, Pokojski 2004a, Sriram 1997, 2002, 
Ullman 2002). This is mostly an evolutionary process to 
which changes are gradually introduced (Badke-Schaub 
and Frankenberger 1999, Clarkson and Eckert 2005, 
Dorner 1999, Pokojski 2004a). After that their conse-
quences are analyzed and evaluated. 
For many years computer tools to support design work 
and to accompany decision processes have been built. The 
tools supporting the decision processes make it easier for 
the engineer to attain the best possible decision. Usually, 
the tools are integrated with modules directly supporting 
the designing (Fenves 1998, Fujita and Kikuchi 2003, 
McMahon et al. 2004, Pokojski 1982, 1990, 2002). Some-
times the decision processes are realized automatically on 
the basis of knowledge which was either articulated and 
modeled by the designer or automatically obtained while 
working. In most cases, however, the designer requires 

tools which enable a direct and iterative analysis and 
comparison as well as an interactive operating with a 
multi-stage decision process. 
Decision problems in design processes have been subject 
to numerous researches in which various methods and 
formalisms were applied. Part of the researches based on 
the approach of artificial intelligence – mainly expert sys-
tems and methods of case based reasoning (Gupta et al. 
2006, Pokojski 2003, 2004a, Sriram 1997, 2002), while 
others exploited tools of multi-criteria optimization (Ko-
diyalam and Sobieszczański-Sobieski 2001, Pokojski 
1982, 1990, Tooren 2006). There were also attempts to 
integrate both methods (multi-criteria optimization and 
artificial intelligence) (Siskos and Spyridakos 1999, 
Tooren et al. 2006).  
The researches also revealed different styles of work 
among designers (Badke-Schaub and Frankenberger 
1999, Dorner 1999, Pokojski 2004a). While working 
there may occur tasks which are close to artificial intelli-
gence as well as tasks which are typical for the optimiza-
tion formalism (Pokojski 2004a, Tooren et al. 2006). Both 
approaches can appear naturally in the same design proc-
ess and have to be directly integrated then. The paper con-
tains proposals of such "natural" integration reflecting a 
human's way of solving problems. 
This paper also deals with example of decision support 
systems in engineering design – support of car transmis-
sion system design. 
 
 
2 KNOWLEDGE IN ENGINEERING DESIGN  

Usually, a design process is carried out as a sequence of 
activities (Clarkson and Eckert 2005, Pokojski 2003, 
2004a). When referring to an already realized process, we 
mostly define it by linear sequences of activities (figure 
1). But when we want to capture all the potential possi-



bilities a designer has at hand during the whole process 
and when we also take into account the computer envi-
ronment which is at his disposition, we usually employ 
the maze model (Pokojski 2003, 2004a) (figure 2). In con-
trast to the linear model, the maze model is more capable 
of portraying the dynamics of proceeding in a design 
process. The activities a designer manages and applies are 
accompanied by knowledge sources (Pokojski 2004a). 
The realization of a given activity enriches that knowl-
edge (Pokojski 2004a). 

 
Figure 1. Linear model of design process. 

 
Figure 3. Maze model of design process and Knowledge Based 
Engineering (KBE) application (issues considered in project) 
supporting single activity. 

 
Figure 2. Maze model of design process. 
 
Applying his knowledge the engineer may draw a particu-
lar conclusion at a certain stage of the design process 
which results in a new element of the actual design proc-
ess and also of the product being designed. There are 
various sources where a designer can find knowledge 
which he needs for his work. One of the most popular, 
however, are other designers (Wallace 2006). Conse-
quently, tools providing other engineers' knowledge are 
met with high approval (Clarkson 2006, Clarkson and 
Eckert 2005, MOKA 2001, McMahon 2004, Pokojski 
2002, 2004a, 2005, Sriram 1997). With the help of these 
tools, conclusions and reasoning can be exploited to solve 
new design problems; regardless whether they are routine, 
innovative or even creative. It must be admitted, though, 
that up to now computer implementations of that nature 
work best in the case of routine examples (figure 3). 

 
Figure 4. Exemplary design process – designing of car gearbox; 
KBE application supporting single activity. 
 
On the basis of his professional knowledge the engineer 
can make many inferences which may result in various 
final solutions. But in general, the designer aims at solu-
tions which meet certain conditions; for example: fulfill 
the given function best, find the solution which is easiest 
to realize or to assemble etc (Clarkson 2006, Clarkson 
and Eckert 2005, Pokojski 2004a). We can say that the 
designer looks for a kind of optimization between a de-
fined range of final criteria and an applied set of decision 
variables. In this situation the connection between the 
criteria and the decision variables is generated by infer-
encing or searching and adapting. 

The problem in the figure 4 (Pokojski, Okapiec and Wit-
kowski 2002) refers to the geometric modeling of a tooth 
wheel and its respective clutch and to the calculation of 
both. The calculation is done algorithmically. For the 
achieved results a geometric model of the tooth wheel and 
the clutch is generated on the basis of the modeled 
knowledge. 

With many design works inferencing may lead to a prob-
lem with a big number of solutions in implicit or explicit 
form. Sorting these solutions while inferencing is possible 
but in most cases it would be quite work intensive. How-
ever, we can do a selection by applying the method of 
multi-criteria optimization (Ehrgott and Gandibleux 2002, 
Hong, Hwang and Park 2004, Hwang and Masud 1979, 
Hwang and Yoon 1981, Keeney and Raiffa 1976, Marler 
and Arora 2004). For that purpose the engineer models 
the problem, defines his preferences and solves the prob-
lem of multi-criteria optimization.  
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With many design works we encounter steps which are 
typical for the case based reasoning method (Gao, Zeid 
and Bardasz 1998, Maher and Pu 1997, Pokojski 2003). 
The engineers obviously like to return to processes they 
realized in the past. They often use them as comparative 
material to their actual tasks and sometimes even take an 
effort to adapt the old example to the new one. Scheme in 
figure 5 depicts such an attempt. 



 
 Figure 5. Maze model of design process and Case Based Rea-

soning (CBR) application (issues considered in project) support-
ing single activity. 

Figure 6. Maze model of design process and Multi-Criteria De-
cision Support System application (issues considered in project) 
supporting single activity.  
 The above mentioned example concerning the tooth 

wheel is a typical example of this problem, which means 
the calculation may yield many satisfying solutions. But 
often it is not easy for the designer to compare all the dif-
ferent solutions (Pokojski 1982, Osiński, Pokojski and 
Wróbel 1983). Because of that it is advantageous to add 
an optimizing module to the calculation program (figure 
6). With it we can establish the optimization task for tooth 
wheels (see figure 7) and as a result one of the most pre-
ferred solutions is selected and can then be sent to the 
module that generates the geometric model of the tooth 
wheel and the clutch on the basis of the modeled knowl-
edge. 

 
Figure 7. Exemplary design process – designing of car gearbox; 
supporting single activities by MCDSS application and KBE 
application. 
 This shows that design knowledge always takes priority, 

because it is the basis for generating concrete solutions to 
concrete problems. This knowledge evolves (figure 8). At 
certain stages we may apply the KBE, the CBR or the 
multi-criteria method (figure 9).  

We shouldn't forget, however, that in each of the dis-
cussed situations numerous indirect and partial results 
may appear which are consequences of the iterative char-
acter of design activities (Badke-Schaub and Frankenber-
ger 1999, Dorner 1999, Pokojski 2004a), (figure 11). Quite frequently, several multi-criteria optimization tasks 

arise in one single design process and have to be realized 
at different stages. Figure 10 presents such kind of prob-
lem. The considered tasks don't arise alone but are ac-
companied by the dependency of parameters (figure 10B). 
By changing the order when solving the sub-problems we 
can destroy the initial structure of the problem and obtain 
different final solutions (Pokojski 2002, 2004a). 

 
 
3 MULTI-CRITERIA OPTIMIZATION IN ENGI-

NEERING DESIGN  

During the last thirty years many works have been pub-
lished concerning the application of multi-criteria optimi-
zation methods in design (Pokojski 1982, Hong, Hwang 
and Park 2004, Maler and Arora 2004). The works refer 
to the design process as a total or only to its parts which 
were then regarded as one single problem of multi-criteria 
optimization (Kodiyalam and Sobieszczański-Sobieski 
2001, Pokojski 2004a, Sobieszczański-Sobieski and 
Haftka 2001).  

In a design process single optimization tasks don't follow 
one after the other. Stages of the knowledge based infer-
encing are in between of it. They base on knowledge 
which leads to the establishing of further optimization 
tasks (Pokojski 2004a). 

The approaches presented in literature exploited the 
multi-objective (Hwang and Masud 1979) and the multi-
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attribute (Hwang and Yoon 1981) methods of optimiza-
tion. Special attention was given to the preferences of the 
decision maker (Keeney and Raiffa 1976) and to the 
communication between the human and the computer 
system (Ehrgott and Gandibleux 2002). Effective inter-
faces were worked out as well as a quite functional stan-
dardization of Multi Criteria Decision Support Systems 
(Siskos and Spyridakos 1999). 

 
Figure 10. Maze model of design process with integrated few 
MCDSS applications supporting different activities. A – maze 
model together with MCDSS applications, B – two activities I 
and J, and their multi-criteria optimization problems and rela-
tionships between their components. 
  

Figure 8. Maze model of design process and paths of realized 
projects. A – exemplary path of realized project shown with 
maze model, B – storage of paths realized in past projects, C – 
CBR module supporting design process paths selection. 
 

 
Figure 9. Maze model of design process and potential possibili-
ties of supporting single activities by KBE application, CBR 
application or MCDSS application. 
  

Figure 11. Way of solving problems done by human designers. 
A – exemplary path and iteration loops. B – concept of tool 
responsible for project history management. 

The methods for solving optimization tasks of a decom-
posed structure are especially interesting. An example to 
such an approach is the problem in the figures 12, 13 and 
14. There are several ways of solving these kinds of prob-
lems (see Chanron et al. 2005, Kodiyalam and Sobi-
eszczański-Sobieski 2001, Pokojski 1982, 2004a, Sobi-
eszczański-Sobieski and Haftka 2001). 
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4 DECISION MAKING IN ENGINEERING DESIGN  

In the two previous chapters two different approaches of 
solving decision problems in engineering were discussed 
and ways of their integration were shown. 
Decisions are constantly made while designing during 
which time the process proceeds step by step. In its course 
the designer may take a decision at a certain stage, 
whereas at another stage a decision comes iteratively.  

 
Figure 12. Exemplary application supporting truck transmission 
system design – possible structures of transmission system. 

Sometimes particular fragments of the design process are 
only the source of knowledge for the decision making, 
that means the selection of a concrete variant and have no 
direct influence on the applied design solutions and the 
selected parameters. 

 

Many of the designer's decisions are made in risky and 
uncertainty conditions (Pokojski 1990). There are known 
and used approaches for this group of problems. They are 
in principle modifications of classical decision methods. 
Only when a design project has come to an end, we are 
able to realize that the decision making in the process 
yielded many elements as well as numerous partial prob-
lems, lots of attempts, hypothesis and iterations (Gupta et 
al. 2006, Hatamura 2006, Pokojski 2004a). 
Each of these elements stands for some kind of result or 
some kind of evaluation of the result; but what is even 
more important, it embodies a concrete future decision or 
a future task. From this phenomenon we can conclude 
that the most important function of the computer envi-
ronment, which tries to integrate the above approaches, is 
the management of the realized tasks and their solutions 
with respect to their real functioning. 
Known attempts of this class of environments for engi-
neering tasks are the works of Jerzy Pokojski and Krzysz-
tof Niedziółka (see Pokojski 2004ab, Pokojski and 
Niedziółka 2005, 2006). Figures 12, 13 and 14 illustrate 
the basic functions of such an environment. Figures pre-
sent also its structure and interface.  

 
Figure 13. Exemplary application supporting truck transmission 
system design – scheme of application with supporting modules. 
 

 
 
5 CONCLUSION  

The proposed approaches to the integration of knowledge 
based methods and multi-criteria optimization in engi-
neering design try to eliminate shortcomings which arise 
with applications dominated by one class of tools (artifi-
cial intelligence or multi-criteria optimization). Between 
these two tools, in case of a concrete engineering prob-
lem, we can estimate a certain substitution rate depending 
on different details of the knowledge based approach and 
the multi-criteria optimization in this particular situation.  
From the author's experience the most important factor in 
building an integrated decision making model of a prob-
lem is the identification of a high quality domain knowl-
edge model by a competent human expert. Often it is dif-
ficult to do that in advance. We have to prepare the identi-
fication (process) of the most efficient proportions be-
tween these two tools and the direct areas of their applica-
tion. This can be done with computer experiments by a 
human expert. But to be more efficient we need a flexible 
computer environment with a set of suitable capabilities. 

 
Figure 14. Exemplary version of application from figure 13 
supporting car transmission system design (under construction); 
added functional and calculations modeling. 
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The author and Krzysztof Niedziółka are developing an 
environment which goes in this direction.  
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ABSTRACT: Public road transport forms a complex and dynamical domain that encompasses fields of traffic, business 
and politics. Management of the system poses a challenge for governmental entities which are responsible for coordi-
nation, control and data gathering from private transport companies. 
A need for IT support is obvious. 
The paper systematically describes a distributed enterprise information system named AVRIS developed for the Direc-
torate of the Republic of Slovenia for Roads. AVRIS adds new value to the management and coordination of the domain 
for public interurban bus transport. First a theoretical work flow model, consisting of processes, phases and states is 
defined. Built upon the model a multi-tiered IS architecture is developed which incorporates a number of advanced IT 
concepts, like application server, shared communication space, MVC, etc. The concepts are implemented using latest 
open source Java technologies. 
First real experiences with AVRIS are evaluated and presented in the paper. 
KEYWORDS: traffic engineering, public passenger transport management, traffic informatics, decision support, shared 
space, work flow, open source, Java. 
 
 
1 INTRODUCTION 

Apart from two adjacent IT intensive domains, namely 
ITS (Intelligent Transportation Systems) and/or Telemat-
ics, the work described in the paper targets IT solutions 
for better governing public road passenger transport 
(PRPT) affairs. Generally, PRPT includes all forms of 
land transport that carry passengers for reward including 
buses, trains, trams, hire cars and taxis. However our pro-
ject includes bus transport only because the cross-
integrated (vertically and horizontally) network of pas-
senger transport services involving all modes of public 
passenger transport in Slovenia is yet to be established. 
Public transport authorities worldwide are responsible for 
various public transport issues, most typical are: 

- provision of higher quality of public transport services 
in order to attract more private vehicle users which re-
sults in reduced roadway congestion and environ-
mental deterioration [2] 

- subsidies for public bus operations [3] 
With the increase of data complexity public transport au-
thorities invest money into information systems for deci-
sion support. The information systems must provide col-
lection of data in digital form (i.e. concession reports, 
transport provision, economic and financial planning, 
timetable management) and analytical functions to study 
the potential effects of decisions before implementation. 

To this end, the PRPT domain has become popular test-
bed for various research projects ([1], [6]). 
In [1] a decision support system for public transport man-
agement at a city level (Athens, Greece) is presented. 
In [6] authors focus on decision support system based on 
society of software agents that assist traffic operators in 
mobility management centre in the Bilbao area (Spain). 
They receive information about the traffic state by means 
of loop detectors, and take decisions on the control ac-
tions to apply in order to solve or minimise congestions. 
However, the research projects address only some of the 
above issues and mostly have a local initiative, while on 
the other side our project has a nationwide perspective. 
Directorate of the Republic of Slovenia for Roads 
(DRSC) is a public transport authority that oversees the 
creation, registration and maintenance of public bus 
transport schedules within the country. Our project ambi-
tiously aims to develop an information system supporting 
nationwide public transport service that DRSC and 
around 60 public bus network operators will use for: 

- collection of decision-relevant data, 
- assistance for transportation policy decision-makers in 

exploring the meaning of the collected data, so as to 
take decisions based on understanding, 

- generation of spatial data for higher effectiveness of 
decision making while solving transport network 
problems, 



- improved communication of operational data (stations, 
routes, operational regime, timetable proposals) be-
tween bus line operators and DRSC, 

- improved on line timetable data management (ap-
proval/rejection, cancellation), 

- on-line communication of concession accomplishment 
reports (monthly, semi-annual). 

- raising level of IT acceptance among bus operators, 
- better bus fleet management 

 
 
2 PREVIOUS WORK 

The system AVRIS (in Slovene: Avtobusni VozniRedni 
Informacijski Sistem, originally the acronym stands for 
bus timetable information system which best describes the 
scope of the first version in 2000, last version includes 
many new functionalities, but the name remains in use for 
practical reasons), developed at Faculty of Civil Engi-
neering (University of Maribor), was first deployed in 
year 2000. Its users were DRSC and public transport 
companies (bus operators - small and medium sized pri-
vate companies) in Slovenia. At the time the information 
system was a standalone desktop application that basi-
cally enabled a migration of work from paper to com-
puter. Its characteristics were (Figure 1): 

- data exchange between DRSC and bus operators was 
facilitated through import/export mechanism using a 
proprietary format, 

- application was developed in Visual Basic/MS Ac-
cess, 

- target operating system was Microsoft Windows. 

 
Figure 1. first AVRIS architecture (2000-2005) 
 
Two software programs built the original AVRIS system: 

- AVRIS_P (IS for bus operators): standalone applica-
tion (Visual Basic) for CRUD (Create, Retrieve, Up-
date, Delete) support of bus company’s operational 
data (stations, routes, operational regime, timetables) 

- ·AVRIS_U (IS for DRSC and bus operators): stand-
alone application (MSDE - MS Access Runtime) for 
analytical operations (data preview, timetable search, 
operational planning, number of trips, number of km 
planned) 

In 2004, after 3rd  and 10th maintenance release for 
AVRIS_P and AVRIS_U, respectively, development 

team started signaling concerns because AVRIS configu-
ration matrix (Visual Basic, MS Access Runtime on 
Win95, Win98, Win2000 and WinXP) was causing many 
dependency problems; downward compatibility changes 
with each new MS Access Runtime version, DAO (Data 
Access Objects), ADO (ActiveX Data Objects) issues, 
emerging .NET technology discontinued support for some 
older technologies. 
Obviously, AVRIS was too tightly-coupled with operat-
ing system. Technologically a critical point was reached 
at which further strategical questions related to future 
AVRIS development needed to be answered: 

- How to diminish dependence on operating system? 
- How to efficiently handle technological heterogeneity 

of existing legacy software (AVRIS_P and 
AVRIS_U)? 

- How to achieve better software adaption to DRSC re-
quirements changes? 

- How to achieve B2B (Business to Business) collabo-
ration using Internet? 

- Is existing legacy software well-suited for multi tiered 
architecture design? 

On the other hand .NET and J2EE technologies just ar-
rived and open source solutions started grasping their 
share. 
 
 
3 REENGINEERING REQUIREMENTS 

In 2005 the AVRIS was completely re-engineered to-
wards distributed collaborative information system with 
latest software technology concepts applied. 
The reengineering process started with the domain work-
flow and technological requirements in mind:  

- public transport domain workflow (business process) 
must be analyzed and modelled using bussines process 
modelling tools, 

- Open source and Java solutions can provide efficient 
software platform for internet oriented information 
system as required from the DRSC. Maintenance and 
upgrade of such information system is a longterm low-
cost alternative to the information system based on the 
closed source software. 

Additionally to the technological requirements the follow-
ing functional requirements were also implemented: 

- optimization & upgrade of legacy database schemas 
- data versioning & data ownership support 
- secure communication (data encryption) 
- concession contract support 

 
3.1 Domain workflow 

Analysis of activities inside participating bussineses (enti-
ties), namely public transport companies (i.e. bus opera-
tor companies), public transport authority (i.e. DRSC) 
and data transaction operator identified two groups of 
activities: 

- ·operational data management process for domestic 
and international crossborder transport, 

- concession contract report process. 
These two groups of activities can be regarded as main 
bussiness processes. Public transport organization is any 
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company that operates public passenger transport service 
in line with its concession contract. Data transaction op-
erator is an independent body with expertize in IT (ser-
vice oriented and communication technologies). It “sits” 
between the public transport company and the public 
transport authority. Its main role is to provide a commu-
nication gateway, a message driven and shared communi-
cation space (blackboard), that enables interception of 
messages from public transport companies and implemen-
tation of bussiness rules. The communication concept is 
based on “data pull” instead of “data push”.  
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Public transport company and public transport authority 
send requests to data transaction operator.  
Operational data management process groups activities 
related to CRUD operations on the data that result in new 
bus lines, updated bus timetable, definition of new bus 
stops, bus line assignment to a new bus operator or sub-
contractor, changed bus operation regime, etc.  
Concession contract report process groups activities re-
lated to bus operator's accomplishment of contract re-
quirements, i.e. compensation requests, bus operation 
income, number of tickets (one way and return) sold, 
number of monthly cards sold, number of luggage deliv-

ered, number of passengers transported, number of driver 
hours realized, average number of vehicle km driven, 
operational costs. 
 
3.2 Bussines process model 

Above activity descriptions of the two bussiness proc-
esses can be more formaly modeled with a standard 
graphical notation for drawing business processes in a 
workflow, Bussines Process Modelling Notation (BPMN, 
[4]). The model is set out in Figure 2. 
Data manipulated within the two processes are further 
atributed by discrete phase and state values. We call this 
Process-Phase-State (PHS) approach. Each single data 
record in the database is described by its phase and state 
value: 

- Phase denotes a period of activities that relate to for-
mal transport management procedures in terms of a 
lifecycle: data-in-operation period, data changes pe-
riod, data registration period, 

- ·State describes the impact of the process to a single 
record and can have the following values: „regis-
tered“, „changed“, „new“, „canceled“ 

 
Figure 2. High level bussines process model diagram (BPMN, [4]) for public transport domain with three key entities: public trans-
port company, data transaction operator and public transport authority. 



Phase and state values are used throughout the informa-
tion system; for example records with phase equal to 
„changes performed“ and state equal to „changed“, „new“ 
or „canceled“ are suitable candidates for the activity Send 
message (Figure 3). 
Table 1 shows transition of state values between phases. 

Table 1. Relations between Phase and State values 

 
 
 

4 AVRIS – A REENGINEERED IS FOR THE PUBLIC 
ROAD PASSENGER TRANSPORT MANAGE-
MENT  

Reengineering efforts resulted in a completely new 
AVRIS software architecture (Figure 4) with three main 
bulding blocks: a client software for public transport 
companies (mainly bus companies), a middleware server 
software and a software for DRSC. The collaboration is 
achieved through XML based messaging (Java Message 
Service and FTP). Message exchange is utilized by a 
globally shared AVRIS communication workspace (simi-
lar to the blackboard concept [5]). Each client software 
scans changes in its local database and posts them to the 
shared workspace. These partial data cause other clients 
to update their local databases. In this fashion, the clients 
work together to keep the distributed system synchro-
nized. This way we believe to achieve a loosely coupled 
system that is reliable and fault-tolerant. 

 
Figure 3. Process – Phase – State approach. 
 
4.1 Software for public transport companies 

AVRIS.Prevoznik (Figure 5) is a client software for pub-
lic transport companies (currently only bus line operators) 
in Slovenia that are in charge of PRPT service. It is a 
standalone Java application (Java 2 platform standard 
edition, version 1.5.0) which functions as a client to the 
AVRIS.Center. The client contains over 150 Java classes 
and utilizes the following external open source libraries: 
JasperReports for report creation (GNU Lesser Public 
License), Log4j for creation of event logs (Apache Li-
cense, Version 2.0), JBoss-client for access to application 
server JBoss (GNU Lesser General Public License), 
Apache Derby for a back-end database (Apache License, 
Version 2.0). Apache Derby is a small-footprint relational 
database AVRIS.Prevoznik enables secure access to all 
AVRIS data. It should be reliable and fault-tolerant. 

 
Figure 4. latest AVRIS architecture (2007). 
 

 
Figure 5. Java Swing based GUI for AVRIS.Prevoznik 
 
4.2 AVRIS Center - a middleware server 

AVRIS Center (www.avris.si, see middle tier at Figure 6) 
is a collection of middleware Java components (stand-
alone, JBoss application server with Tomcat container, 
JBoss MBeans, Enterprise Java Beans) that form the brain 
of the AVRIS system. The middleware enables data repli-
cation through shared workplace, data management, regis-
tration and maintenance. AVRIS.Portal (Figure 6) builds 
a presentation layer upon the middleware. The web portal 
and the client software for bus companies demonstrate 
some redundancy because of similar functionality. The 
cost of double effort was minimized by introducing stan-
dards (common libraries, technology concepts) within the 
project team. 
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Figure 6. AVRIS Center: Web Portal. 
 
4.3 Software for public transport authority 

Software installed at DRSC (see upper tier on Figure 4) 
does not use the shared communication space mechanism 
like all the public transport companies do. DRSC's net-
work security policy doesn't allow any proprietary solu-
tions for communication. Therefore, old good FTP service 
is used for data exchange. Data files in XML format are 
processed and stored in the Oracle database for further 
analysis and decision support. 
 
5 CONCLUSION  

At the beginning of the reengineering project public 
transport companies were asked to answer the introduc-
tory questionnaire with the following invitational text: 
»technological reengineering aims to enhance the existing 
AVRIS software. At the end a new AVRIS will be deliv-
ered which will enable richer e-collaboration and data 
communication between public transport companies and 

DRSC as a public passenger transport authority. Using the 
software bus companies will better support decisions 
within their business processes. During the reengineering 
process all suggestions from all bus companies will be 
discussed (i.e. less dependency on operating system, sup-
port for actual politics within the PRPT domain; conces-
sions) and best practice information technologies and 
concepts will be adopted (Internet based IS).« 
Based on the positive response from users during the pilot 
phase (spring 2006), AVRIS authors believe that most of 
the above goals will be met before the beginning of the 
official massive deployment (autumn, 2006). 
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MODEL AND SENSOR DATA MANAGEMENT FOR GEOTECHNICAL ENGINEERING    
APPLICATION 

Gerald Faschingbauer, Raimar J. Scherer 
Technische Universität Dresden, Institut für Bauinformatik, Germany 

ABSTRACT: Monitoring is an actual problem in almost all disciplines of civil engineering. Especially in geotechnical 
engineering monitoring is very frequently applied, mainly during the construction phase. The recorded sensor data 
must be evaluated against the designed values. Also the models used for the forecasting of the behaviour of the investi-
gated engineering structure have to be updated in consideration of the actual situation, i.e. the recorded sensor data. As 
in geotechnical engineering the actual situation itself and also the information about the soil properties will change 
several times during the construction phase, a high number of data, models and model versions will be investigated. All 
these data, models and model versions have to be managed. Therefore we propose an object-oriented framework to 
holistically model the building system, the engineering system, the sensor system, the workflow and the monitoring data 
in order to have a proper documentation of data, information and knowledge and to retrieve, combine and alternate 
any aspect of the overall system in a fast and controlled way. The different monitoring processes to be supported are 
identified and requirements for the development of an information system for monitoring are specified. A short applica-
tion scenario should show the high complexity of the problem and emphasise the need of automation of the information 
management for monitoring. 
KEYWORDS: structural monitoring, model management, data and process modelling. 
 
 
1 INTRODUCTION 
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The main goal of monitoring is (1) to check if the behav-
iour of the system is between the predefined target bor-
ders and (2) if the model assumptions from the design 
phase were right and if they are still up to date. Figure 1 
shows a generalised method for the observation of engi-
neering systems, deduced from the observational method, 
firstly proposed by Peck [5] for geotechnical engineering 
and meanwhile introduced in Eurocode 7. The observa-
tional method is a well known example for monitoring in 
geotechnical engineering where a number of models and 
model versions as well as various measurands have to be 
managed. Figure 1 also shows that the tasks usually as-
signed to monitoring, namely measuring and interpreta-
tion of measured data, are embedded in the lifecycle of 
the civil engineering structure. Hence in scope of the 
whole lifecycle monitoring comprises also forecasting of 
the system behaviour and application of preventive and 
corrective maintenance measures in case of latent or ac-
tual malfunction. Furthermore even if the actual observa-
tion of the engineering system will begin at the earliest 
with the construction process, the preparation for moni-
toring has to be arranged already in the design phase. Al-
ready there the system behaviour will be forecasted based 
on the engineering model which will be chosen according 
to the given boundary conditions and first versions of the 
model and alternative models may be developed. The 
importance of considering the whole life-cycle for moni-
toring was also discussed in [1],[2]. 

Boundary conditions prognosis of 
system behaviour

measuring
program

sensor
data

plausibility
check

set up determine measure

compare

deviationINTERPRETATION
OF SENSOR DATA

update

execute

update

engineering
model simulate

no deviation

revise

MEASURES execute

FORECASTING MEASURING

INTERPRETATIONPREVENTIVE AND CORRECTIVE
MAINTENANCE

update

 
Figure 1. Information flow in structural monitoring [10]. 
 
The holistic model can be sub-structured in four parts 
according to Figure 1: 
Forecasting of the system behaviour is a well known task, 
done by engineers every day in order to find the best de-
sign for engineering structures. In scope of monitoring it 
is also the basis for the determination of the measuring 
program, i.e. the selection and placement of the sensors.  
Measuring is from the technical point of view meanwhile 
on an advanced state. Using visual inspections and non-
destructive investigation procedures, applying radar, ul-
trasonic echo and impact echo techniques the condition of 
important buildings can be analysed based on engineering 
methods [6] in defined time intervals and necessary main-
tenance measures can be drawn. Also systems for auto-
matic measuring do exist [12]. Continuous monitoring 



with sensors is today technically almost possible. While 
previous sensor systems were associated with high effort 
for installation and maintenance costs [4], wireless sen-
sors with integrated computation units for data analysis – 
especially Micro-Electro-Mechanical Systems (MEMS) 1 
enable a flexible and cost-effective application [3]. It is to 
be assumed that both sensor nets and their frequency of 
application will grow in near future. Therewith also the 
amount of data, which will be recorded and hence needed 
to be transferred, interpreted and displayed will grow of 
course. 
The interpretation of measured data is the important step, 
which converts the sensor data to information, suitable for 
decision making. For this interpretation the measured data 
have to be evaluated against the forecasted system behav-
iour. This means that the engineering model has to be 
adjusted to the measured data. Therefore possibly the 
variation of parameters or the complete change of the 
engineering model will be needed. If the system status is 
beyond predefined borders, correction measures are re-
quired, which also demand the modification or exchange 
of the engineering model and possibly the modification or 
extension of the sensor net. 
Preventive and corrective maintenance measures improve 
the condition of the engineering structure, but they also 
cause new boundary conditions and hence the engineering 
model must be updated again. These changes of models 
or actualisations of parameters have to be managed and 
documented in any way. A continuous actualisation of the 
engineering models both by modification of parameters 
and by selection of new suitable models is necessary for 
the prediction of the future system behaviour as specified 
in chapter 2. Especially for the reaction on undesirable 
system behaviour the last version of the model as well as 
the history of the model development – which represents 
the development of the system status – may be helpful for 
the determination of measures. Therefore it is also neces-
sary to know the circumstances, boundary conditions and 
pre-decisions which leaded to the selection of the engi-
neering model – information that are usually known by 
the designer of the model, maybe also written in any way, 
but usually not represented in structured, formal, ma-
chine-readable form that will enable automatic subsequent 
processing. The quintessence is that the real problem and 
hence the focus of this research is not the measuring of 
physical facts itself, but the interpretation and manage-
ment of the data and the updating and management of the 
engineering models. To handle these problems an infor-
mation system for model- and data management requires 
(1) the storage of the engineering models independent 
from the application program to enable the availability 
and reuse of models over the whole lifetime independent 
from file formats of the used software, (2) the possibility 
of import and modification of the models by software 
applications and restore as model version to the model 
management, (3) retrieval and reuse of already investi-
gated variants and (4) modelling of assumptions and 
boundary conditions which are the basis of an engineering 
model – the last one is required for automatic search for 
better model in case of modifications in the engineering 
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1  combination of mechanical elements, sensors, actors and elec-

tronic circuits on a chip 

structure or if the model does not represent the sensor 
data appropriately. The exchangeability on demand and 
the systematic choice of the models under consideration 
of complexity, accuracy and reliability are hardly sup-
ported by state-of-the-art monitoring systems, despite of 
the significant influence of the selection of the engineer-
ing model on the results [11]. The actual insufficient for-
malisation of the domain ‘monitoring’ and the low inter-
operability of the different software products support 
these requirements only in a very restricted range [10]. In 
the following we will introduce a concept which consid-
ers these aspects and which enables the (semi)automatic 
modification and management of measured data, models 
and model versions. 
 
 
2 APPLICATION SCENARIO 

The main task of the proposed approach is to provide an 
information system to support the management of the 
recorded sensor data and the modification of the engineer-
ing models. The engineering model of the structure must 
be evaluated and adjusted to any new situation in order to 
get a clear understanding of the condition of the engineer-
ing structure and to enable new and better forecasting of 
the future behaviour. For example Figure 2 shows an ap-
plication scenario of model modification in geotechnical 
engineering.  
Situation 1:
Measurement and simulation
data are different, 
the shape of displacement
both from measurement and 
simulation seems to be similar

modification of parameters

Situation 2:
Measurement and simulation
data are different, 
the model is not able to 
consider the problem of 
subsidence

exchange of model

 
Figure 2. Application scenario of model modification and ex-
change.
 
The figure shows the sheeting of an excavation. The 
dashed line represents the forecasted deformation. The 
points represent the deformation recorded by sensors. 
Forecasted and recorded horizontal deformations in Situa-
tion 1 are close to each other. Therefore the model can be 
adjusted to the recorded data by modification of the 
model parameters. Depending on the number of investi-
gated parameters the result will be a variety of model ver-
sions. Situation 2 shows additionally to the horizontal 
deformation also vertical subsidence which has not been 
forecasted by the chosen model, i.e. the model can not be 
simply adjusted to the measured data by parameter varia-
tion. A new engineering model is needed which is able to 
represent additionally the vertical subsidence. Hence, 
there arise various models which may again have various 
model versions. Given that the excavation will be done in 
several steps and given that in each step new information 
about the real soil conditions will emerge, we see that the 
number of investigated models may be very high. The 
complexity of the problem will also increase with the 
number of project partners, i.e. principal, consulting engi-



neers, expert planners, executives and site supervision, 
who have different demand on detailedness and type of 
information. This simple example shows the high com-
plexity and the high number of models which have to be 
managed. It is a multidimensional problem that consists 
of management of engineering models, their history of 
development, their boundary conditions as well as com-
ponent based modelling and management of the proc-
esses. 
 
 
3 APPROACH 

The proposed information system for monitoring of engi-
neering structures consists of the four main components 
illustrated in Figure 3: (1) the sensors which deliver data 
about the actual behaviour of the system, (2) the engineer-
ing systems itself, (3) the analysis tools for interpretation 
of sensor data and (4) the processes which define the 
workflows of the monitoring procedure. The whole sys-
tem is represented by a system model.  

INFORMATION SYSTEM

Sensors ToolsEng. System

Struct.-Obj.
Model

Eng.
Model

Data ModelData Model

Sensor-
Object Model Interfaces

Meta Model

SYSTEM MODEL

Data Model

Process
Objektmodell

Processes

 
Figure 3. Monitoring System and System Model. 
 
Each engineering system is an object with object-specific 
properties. If we consider engineering systems in geo-
technical engineering, e.g. an excavation sheeting, the 
properties can be of different type. On the one hand there 
are geometrical and topological properties, which can be 
represented by the structural object model. On the other 
hand there are the physical properties of the material. 
They can be represented mathematically by material laws, 
i.e. by engineering models. The engineering model de-
scribes the system behaviour of the building. In order to 
be identifiable and reusable, both the structural object 
model and the engineering model need as a basis for their 
instantiation a well defined and structured data model. 
Also the second part of the system, the sensors, have 
properties which must be described by a sensor object 
model and a data model. The measured values have to be 
set in context with the engineering model. This would be 
possible by object oriented modelling both of the engi-
neering system, e.g. by an IFC2 building model, and also 
of the sensors. Complementary to the object oriented 
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2  Industry Foundation Classes: object oriented data model for 

building information modelling, developed by the Interna-
tional Alliance for Interoperability (IAI) 

modelling of civil engineering structures the object ori-
ented modelling of sensors is a straight forward idea 
which will enable to define the characteristics of the sen-
sors, especially the kind of data provided and hence pro-
vide the basis for the management of sensor data. Fur-
thermore it will enable the definition of the topology be-
tween the sensors and special parts of the building. This is 
an important point because therewith the sensor will be 
linked directly to the engineering structure and hence this 
provides the definition of the relationship between fore-
casted and measured values. It is also the basic step to 
enable the updating of the engineering models according 
to the measured values. The analysis tools for interpreta-
tion of sensor data interact with the whole system through 
input and output interfaces. These interfaces must also be 
well defined in order to combine all the parts to one oper-
ating information system. The reuse of models and tools 
demands also that even such models and tools must be 
able to be included whose data structure and interfaces are 
heterogeneous as a result of their different origin. This 
integration task should be realized through a comprehen-
sive meta model. Management and reuse of models is so 
far used in mechanical engineering and chemical engi-
neering [1]. The adoption of these methods for civil engi-
neering problems, especially their application for struc-
tural monitoring seems to be a promising approach. As 
reusability demands highest possible generality, generic 
but domain-specific models have to be established. Reus-
ability and management of models demand also inde-
pendence of the analysis tools. Most available software 
products do not separate models and analysis tools, and 
hence reduce their flexibility for the application to special 
cases or hinder reuse of models or parts of them. There-
fore the clear partition of models and applications is pro-
posed. Models should be classified as much as possible 
and separated from other models and application tools, as 
shown in Figure 4. 
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Figure 4. Component based approach for reuse of models. 
 
The problem arising from this approach is that everything 
which has been partitioned has to be recomposed to a 
complete system on demand. Clearly defined interfaces 
both for tools and models are required for the integration 
of these components and to configure one information 
system. A meta model enables the interpretation of the 
descriptions of interfaces, models and tools. It provides 
the information about the model purpose and which tool 
can work with this model. In order to define also the se-
quence of application of models and tools a process 
model has to be setup accordingly. Of course partitioning 
all the models in small generic parts produces a very large 
number of models. In order to manage and store these 
models, a model management system is needed to enable 
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access and management of models and model versions. 
Finally, the information logistic, i.e. the procedure of data 
evaluation and hence the sequence of the system tool us-
age, must be described by process models. They describe 
the sequence of actions and conditions for their applica-
tion. One of the most common methods of process model-
ling is the graphical EPC-Method3, which was developed 
for the ARIS-Framework4 by Scheer et al. [7]. It has been 
developed for modelling of business processes. The ele-
ments of an EPC are events, functions (actions) and logi-
cal connectors. Based on these elements process chains 
can be built, whereas an event is the precondition for a 
function and the result of the function is again an event. 
Because these elements are very generic the transfer of 
the business application to monitoring applications should 
be possible. 
 
 
4 CONCLUSIONS 

The primary goal of the presented approach is the model-
ling of sensors and their topological connection to the 
engineering structure as well as the management of mod-
els and model versions. This research is still at its begin-
ning. As already mentioned topological connection of the 
sensors to the engineering structure can be realised by 
object-oriented modelling of both the sensors and the 
structure. Because this is one of the crucial pre-conditions 
for the linkage of sensor data to engineering models the 
next step of the work will be to develop data models for 
sensors and complement the existing building data mod-
els, e.g. the IFC data model, by a geotechnical engineer-
ing extension. These models should consider besides the 
geometrical and topological properties also the structural 
behaviour, i.e. material laws. Additionally to these data 
models a meta model will be developed, which represents 
the required domain knowledge to enable the flexible 
(semi)automated combination of models and tools. The 
system will be complemented by the development of a 
model management system which should be able to man-
age the storage, exchange and documentation of models 
and model versions and hence makes the whole workflow 
and the different steps of monitoring and model modifica-
tion more transparent and traceable. Finally, the identifi-
cation of all the monitoring processes, their modelling and 
implementation using the well known methods of busi-
ness process modelling should bring more support for the 
engineer to handle the partially very complex monitoring 
workflows  
 
 
 
 
 
 
 
 

 
3  EPC = event driven process chain 
4  ARIS = architecture of integrated information systems 
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TOWARDS A CONSISTENT ROLE FOR INFORMATION TECHNOLOGY IN CIVIL            
ENGINEERING EDUCATION 

Sander van Nederveen, Reza Beheshti, Edwin Dado, Hennes de Ridder 
Delft, the Netherlands 

ABSTRACT: For decades computers have influenced civil engineering education. Their role is significantly changed in 
due course of time in accordance with developments in both construction and information technologies. 
At Delft University of Technology the role of information and communication technology (ICT) has not been identified 
as a separate subject for many years. This has resulted in a very fragmented usage of ICT in the current curriculum. 
Students learn to use applications such as AutoCAD, Matlab, Maple, Powersim, etc. in all kind of engineering courses. 
They are also introduced in information modelling with the modelling language UML and the modelling tool Together. 
And they learn programming in the Java language using the JBuilder programming environment. But these ICT topics 
are spread over the curriculum and a comprehensive view on ICT education for Civil Engineering is missing.  
Recent discussions in the faculty regarding (1) laptops for all students and (2) the role of programming with Java in our 
study prompted a more fundamental discussion of these issues in a working group to discuss the role of ICT in civil 
engineering education.  
This paper reports the findings of this discussion. First an overview is given of the ICT methods and tools currently 
used in the curriculum. These methods and tools are taught in a fragmented way. In addition, clear opportunities for 
integration of ICT methods and tools in relevant courses are hardly considered. An important factor in this context is 
the curriculum structure of the faculty that gives room to different courses to be developed and offered independent of 
other courses.  
The paper also discusses the required objectives for civil engineering education. These objectives play a significant role 
in the formulation of proposals for improvements of the curriculum. The paper presents such a proposal devised for the 
improvement of ICT in the civil engineering education in Delft. Finally, findings and ideas are positioned in a broader 
context in an attempt to formulate some fundamental issues that are related to the education of ICT at any civil engi-
neering faculty. 
KEYWORDS: ICT, education, civil engineering. 
 
 
1 INTRODUCTION 

For decades computers have influenced civil engineering 
education. Their role is significantly changed over time in 
accordance with developments in both construction and 
information technologies. We have seen huge mainframes 
and terminals, punched cards, programming languages 
such as Algol and Pascal, archaic CAD-systems with 
keyboard input only etc. Nowadays we see PCs with 
Windows everywhere, laptops, languages such as Java, 
Visual Basic, but also still Fortran, CAD (though mostly 
2D), a variety of tools used for specific purposes (Matlab, 
Maple, Powersim, etc.) and last but not least a students 
community that is used to broadband Internet at home, 
MSN, Google Earth etc.  
It can also be observed that there is little coherence in the 
use of computers in civil engineering education in Delft. 
It is not uncommon that a technology or tool is learned in 
one course and never used again in another course. Civil 
engineering students in Delft learn Java (with Borland 

Together and JBuilder) but they often report that they 
never use it thereafter. Students use Powersim (a tool for 
modelling dynamic systems using stocks and flows) in 
their first year but hardly thereafter. Students learn CAD 
in their first year and apply it in design courses - but 
merely as a drawing tool. No attention is paid to the no-
tion that they are creating and managing design informa-
tion. Additional possibilities such as 3D CAD, 4D CAD 
and parametric design are only dealt with in small elective 
MSc courses.  
To summarize the above: current use of information and 
communication technology (ICT) in civil engineering 
education in Delft is fragmented and incoherent. This is at 
least partly due to the overall fragmentation of the current 
civil engineering curriculum: many courses on all kind of 
subjects with little coherence.  
Anyway, recently a working group was formed at our 
faculty, that investigates the future role of ICT in the civil 
engineering curriculum. An important motivation for this 
working group was the “students laptop issue”: higher 
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management had decided that all students should have a 
“university-approved” laptop in the future and preparation 
has started for implementation of this plan. Meanwhile, 
there was another issue concerning programming in the 
curriculum: the faculty had recently decided to terminate 
the last programming course in which Java was taught, 
and introduce a brief introductory course and a Matlab 
course instead. Many students and lectures reacted to this 
decision that programming should be part of the educa-
tion of a civil engineer and should somehow return to the 
curriculum.  
These issues prompted the working group to a more fun-
damental discussion of the role of ICT in the civil engi-
neering curriculum. The goal of this working group is to 
formulate a coherent vision and policy on ICT in civil 
engineering education, including a proposal for revision 
of the current curriculum. The findings of this working 
group form the starting point of this paper (although the 
opinions expressed in this paper are opinions of the au-
thors only; they are not necessarily the same as the opin-
ions of the working group). 
 
 
2 VISION: ICT AS A KEY TOOL FOR FUTURE 

CIVIL ENGINEERS 

The starting point for any proposal for revision of the 
curriculum must be a vision statement on the role of ICT 
in the civil engineering domain. In our view, the role of 
ICT is already dominant in civil engineering practice, and 
this will even increase in the future. Maybe the most im-
portant role of ICT in civil engineering is that of enabler 
of innovation: improvements in civil engineering that go 
beyond gradual technical improvements, but that are re-
lated to radically new design or engineering methods.  
It is almost unthinkable that such innovations will take 
place without ICT.  
Examples of such ICT-driven innovative developments 
that can be observed in the construction management do-
main, are industrialisation of construction processes, sup-
ply chain optimalization and/or reversal, lean construction 
and increasing standardization in production/construction 
processes (see for example ManuBuild 2006 and ECTP 
2006). In the building technology domain we see that 
complex structures, such as double-curved structures are 
increasingly designed with extensive use of ICT – it is not 
even possible to design such structures without ICT (see 
for example the so-called “blob-architecture” by Ooster-
huis, 2007). These developments are to a large extend 
enabled by ICT developments in the area of parametric 
design, 4D CAD and nD-modelling (Kam et al, 2003, IAI 
2007). 
Another point that needs to be addressed is that current 
and future civil engineers are losing knowledge of what 
they are doing when they make calculations with com-
puters. As a result they have more difficulty than before 
in judging the outcomes of computer programs; whether 
the results do or do not make sense. This phenomenon 

was already observed in the mid nineties, but it seems that 
the issue is still getting more important. 
A final point is that a prominent role of ICT in civil engi-
neering education in Delft will improve our image as a 
state-of-the-art, innovative school. This would be also an 
argument in favour of the student laptops (although we 
prefer to put specifications forward instead of university-
approved laptops that are likely to be too expensive). 
 
 
3 THE CURRICULUM 

3.1 General characteristics of the study 

In order to fully understand the issue of the role of ICT in 
our civil engineering study, the reader needs to know 
some general characteristics of the course. On the TU 
Delft-website the following information is given:  

“The Civil Engineering programme consists of a three-
year bachelor part and a two-year master part. The 
bachelor programme, lays the foundation with subjects 
such as: maths, mechanics, design methods and con-
struction techniques. You will get acquainted with the 
three themes: Building, Water and Transport. There are 
also elective technical and non-technical subjects that 
provide an introduction to the subjects in the master 
programme. 
After successfully completing your final assignment, 
you will be awarded the title Bachelor of Science 
(BSc), a degree which allows you to the master pro-
gramme, where you can choose one of the follow-
ing five specialisations: Building Engineering, Struc-
tural Engineering, Transportation and Planning, Hy-
draulic and Geotechnical Engineering and Water Man-
agement. The subjects you take will be specifically for 
your area of specialisation. You will also take a number 
of elective subjects at or outside of the faculty, possibly 
even outside TU Delft. Then, of course, there is your 
internship, which you can arrange in the Netherlands 
or, maybe abroad. 
At the end of the programme you will have earned the 
title Master of Science (MSc) and you can put the 
Dutch title, Ir., in front of your name.”  

(TU Delft, 2007) 
In practice, the study setup described above means that 
the content of the MSc-phase and the ICT usage therein, 
is highly dependent of the chosen direction. A student 
who specializes in structural mechanics, uses other tools 
than a Master student in transportation or hydraulic engi-
neering.  
On the other hand, the BSc stage is pretty much the same 
for most students; in the first two years there are no elec-
tive courses, in the third year about half of the courses. 
This means that for determining a policy on ICT in the 
curriculum, the BSc-stage is the best starting point. 
A general point for attention in the BSc-programme that 
is not unique to Delft, is the fragmentation of courses: 
there are many courses but the relationships between 
courses, dependencies etc. are not well developed.  
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3.2 ICT in the current curriculum 

Below a brief overview is given of the main ICT tools 
used in the current curriculum. 

Table 1. Current ICT in the civil engineering curriculum at TU 
Delft. 

1st Year Course Tool or method 
ICT Introduction  
Technical drawing AutoCAD 
Technical computing Matlab 
Modelling of dynamic 
systems Powersim 

Design project 

No specific software is prescribed, 
but common Office software, 
AutoCAD and especially Google 
and Google Earth are extensively 
used 

2nd Year Course Tool or method 
Numerical analysis Matlab 

Design project Office, AutoCAD, Google, Google 
Earth  

Structural mechanics Maple 
3rd Year Course Tool or method 

Fluid dynamics Matlab 

Design project Office, AutoCAD, Google, Google 
Earth  

Structural mechanics Maple 

Elective courses 3D CAD, Matlab, Maple, To-
gether, JBuilder, etc. 

Master Phase Tool or method 
 CAD, Technical computing soft-

ware, planning and management 
software etc, dependent on the 
chosen direction 

 
3.3 Weaknesses of the current curriculum  

Looking at the ICT use in the current curriculum, the fol-
lowing observations can be made: 
3.3.1 The use of ICT lacks coherency 
Many courses use ICT tools but relationships between 
courses (e.g. use of competences learned in earlier 
courses) are too often missing. Too often methods and 
tools are used only once, although there are clear oppor-
tunities for follow up. 
3.3.2 Programming is not taught 
This needs to be explained. Programming is of course 
only one aspect of ICT, next to information theory, con-
ceptual modelling, software design etc. But according to 
many, ICT is a technology that one does not understand 
fully until he has “felt” what it is like to write code. Or: 
ICT is something you can must (at least partly) learn by 
doing, thus by encoding. At least at our faculty this is a 
common opinion.  
So for many years, programming was a standard element 
of the curriculum. After many years of procedural pro-
gramming methods such as Nassi-Shneiderman diagrams 
(PSDs) and languages such as Pascal, the faculty switched 
to object orientation, UML and Java some four years ago. 
As supporting development tools Together and JBuilder 
were introduced. 
But the new programming course received critical re-
views, especially by students who claimed that they 
would never use the learned competences again. Espe-

cially the strong focus on object oriented concepts such as 
use of multiple classes, class inheritance, encapsulation 
etc. was often criticized. The common reaction was like 
“why all this overhead with classes and inheritance struc-
tures, I only want to program this calculation method”. A 
switch to another programming language was of course 
an option to consider, but a logical alternative for Java 
was not very clear (going back to Pascal did not seem a 
serious option).  
Another weakness of the programming course was its 
size: for many years programming was part of each year 
of the study, but over the years this was reduced to only 
one course in the Bachelors phase, with 4 ECTS (112 
hours) study load.  
Furthermore, there was a strong need for a Matlab course; 
Matlab was already used in the second year course Nu-
merical Analysis, but the use of Matlab without previous 
experience was very difficult for many students. Yet an-
other consideration came from the enquiries on ICT use in 
civil engineering studies in the US by ASCE, in which 
was concluded that it is best to either teach programming 
extensively, or do not teach programming at all (Abuday-
yeh et al, 2004).  
Regarding all the considerations stated above, it was fi-
nally decided to replace the modelling and programming 
course by a combined course of a general introduction 
into ICT and a Matlab course.  
A consequence of this was of course that programming 
was finally pushed out of the (mandatory part of the) cur-
riculum. Now that consequence was again received with a 
lot of criticism: many civil engineers, lecturers and stu-
dents still shared the opinion that a true civil engineer 
should have programming competences (even if he/she 
would never use it). Also several lecturers reported that 
their students lacked programming skills that they needed 
in the Master phase.  
So currently the common opinion is that programming 
should return into the curriculum. 
3.3.3 The use of ICT in the design projects is hardly con-
trolled 
Finally it can be observed that the use of ICT in the de-
sign projects is hardly controlled. As stated above, 2D 
AutoCAD, Office software (Word, Excel and Power-
Point) and especially Google and Google Earth are exten-
sively used in the design projects. But the use of these 
ICT tools is hardly considered as a separate issue in the 
design courses. So little attention is paid to issues such as 
how to use AutoCAD, information processing as part of 
the design process, or methods (and pitfalls) for collecting 
information on the Internet. So also here improvements 
seem possible. 
 
3.4 Towards consistent ICT in the curriculum 

In order to overcome the weaknesses stated above, a pro-
posal is being developed for revision of the curriculum. 
The main points of this proposal are described below. 
3.4.1 Programming 
It is proposed that programming returns in the curriculum 
with a significant position and role. In the first year, an 
introductory course will be given in which small pieces of 
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software are developed. The emphasis is on basic con-
cepts and principles (classes, objects, variables, parame-
ters, data types, algorithms). Furthermore the objective is 
to show the “fun” of programming, by working with 
small assignments with quick results. 
In the second year a more elaborate programming course 
is given in which more attention is paid to software de-
sign and development methods, e.g. information model-
ling, structured programming, and the use of a software 
development environment. Also more attention is paid to 
more complex algorithms for example for solving 
mathematical calculations (e.g. differential equations). 
In the third year the programming work continues in a 
new scientific computing course, see below. 
3.4.2 Scientific computing 
An important element of the proposal for revision of the 
curriculum is the introduction of a new, integrative course 
on scientific computing. This course will build upon the 
earlier programming courses but also on mathematical 
courses, the dynamic systems course, and courses such as 
structural mechanics and fluid dynamics. In this course 
elements of all of the mentioned courses come together, 
thus providing the necessary coherence between courses. 
3.4.3 Design, CAD and virtual worlds 
Finally, the proposal aims at a more explicit role of ICT 
in the design projects. Probably the tools that are used 
will not change very much, although one could think of 
extension of the set of tools with for example 3D/4D 
CAD, document management and/or systems for collabo-
rative design. Also Geographic Information Systems 
could have a much more prominent role. But most of all, 
awareness of the information and ICT aspect of design 
processes should be a key point in the design project. 
A very recent idea is to transfer the design domain to a 
virtual world. In other words, it could be very interesting 
to formulate civil engineering design exercises in a virtual 
world such as Second Life. One could think of a design 
course in which students create avatars and are assigned 
as a team to design and build a structure in a virtual 
world. This would challenge the students to find a way to 
organize themselves, to communicate with each other in a 
structured way, etc., next to the necessary design and 
building work and the computational work. Recent ex-
periments on collaborative design in Second Life 
(Rosenman et al, 2006) indicate that this could be a seri-
ous option for design education, that can be interesting 
both from an educational viewpoint and from a research 
viewpoint. A few months ago, researchers at the faculty 
of Technology, Policy and Management at TU Delft have 
acquired virtual land in Second Life and are exploring 
possibilities to use this land for various educational and 
research purposes, in collaboration with several other 
faculties, including ours – so we have a starting point.  
3.4.4 Choice of programming paradigm and language 
Coherency in ICT in the civil engineering also implies 
coherency in the choice of programming languages. One 
may say the choice of language is not a big issue, since all 
candidate languages offer similar constructs such as if-
then-statements, for-loops etc. On the other hand, the ex-

perienced controversies around the use of Java indicate 
that the choice of language does matter.  
In discussions on programming languages at civil engi-
neering two main viewpoints can be observed. First, the 
traditional civil engineers that are experts in mechanics, 
fluid dynamics etc. see programming basically as a means 
to solve equations. They put emphasis on calculation al-
gorithms, approximate methods, tolerances etc. They of-
ten have a preference for procedural methods, languages 
and tools (Pascal, Fortran, Matlab, Programme Structure 
Diagrams). Secondly, there is a community that is more 
design, process and/or management oriented, and they see 
programming more as a means to develop tools for design 
and project management-related tasks. This group is gen-
erally more interested in information models, and graphi-
cal and geometrical information. They have a preference 
for object-oriented methods, languages and tools (UML, 
Java and Building Information Modelling). So the big 
issue is how to find a compromise between these two ap-
proaches. 
Looking at possible programming languages, it does not 
seem very easy to make the right choice; it seems that any 
choice has its drawbacks. Current candidates that are seri-
ously considered are:  

- Python: open source, object-oriented scripting lan-
guage, probably simple and easy to use, but little used 
in construction practice; 

- Java: see above; could be combined with another 
software development environment than Together & 
JBuilder, probably in a way that students are bored as 
little as possible with the object-oriented “overhead”; 

- Visual Basic: Microsoft-bound, also simple, but less 
structured and less stimulating “good programming 
habits” (Visual Basic .Net is better in this respect, but 
not much different from Java in the end). 

 
 
4 EDUCATION SUPPORT 

ICT does not only play a role as a tool for the different 
courses, it also plays a role as general support tool for 
education. Important issues in this context are the use of 
the university’s blackboard system, the university’s policy 
on laptops for students, and e-learning. 
 
4.1 Blackboard environment 

Delft University has been using the digital learning plat-
form “Blackboard” since 1999 and it has since been de-
ployed at all faculties. The Blackboard environment is a 
commercial product and it is widely used at the univer-
sity. It works generally well, although in some cases the 
user-friendliness could be improved (some functions 
work a lot more complicated than should be necessary). It 
is expected that the system will gradually be improved in 
the next years; a thorough revision or a completely new 
system does not seem necessary at the moment. 
As a complement the TU of course also has its internet 
website, which also provides a number of supporting 
tasks for education, such as general announcements. 
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4.2 Student laptops 

A big issue at the moment is the introduction of compul-
sory laptops for all new students. Rumours have been 
circulating that new students soon would be forced to buy 
a “university laptop” for too much money, as a result of a 
major deal with some laptop supplier. Recently these ru-
mours were denied, etc. 
In our view, it is a good idea if all students would have 
laptops. It is even advisable that they have good quality 
laptops, since budget systems tend to become outdated 
quite fast. But in addition, it is very important that the 
university buildings and infrastructure is fully prepared 
for the resulting laptop density: there should be wireless 
internet everywhere, there should be contact points eve-
rywhere, there should be sufficient lockers for laptops etc. 
Regarding the machine itself, it seems highly preferable 
to use compulsory specifications instead of laptops, and 
let students buy laptops themselves that meet the specs.  
Finally, the role of the laptop in education remains to be 
seen. The laptops create many opportunities for exciting 
innovations in courses, but it will probably take a number 
of years before the study program will fully use these 
opportunities. In the meantime, many courses will proba-
bly remain almost the same. 
 
4.3 E-learning  

The most prominent role of ICT in education is in the 
context of e-learning. For example Smit et al (2006) re-
port significant progress in e-learning applied to building 
and civil engineering education. In Delft, e-learning tech-
nologies have been applied with on-line lectures, recorded 
lectures and with the EuroMasters study ICT in Construc-
tion (Beheshti 2007).  
Nevertheless, e-learning is still only playing a minor role 
in the civil engineering study. The main reason for that is 
probably that face-to-face education is still the standard in 
Delft; distant learning is not an issue as most students are 
at the faculty on a daily basis. 
 
 
5 CONCLUSIONS 

This paper reports on a current initiative to develop a 
more consistent use of ICT in the civil engineering cur-
riculum at Delft University. This initiative is motivated by 
the vision that the role of ICT in civil engineering practice 
will only become more important in the future, and espe-
cially that ICT will be the key enabler for innovation in 
construction in the future. 
The main findings of this initiative to date are the follow-
ing: 

1. Programming should be either taught extensively, or 
not at all (Abudayyeh, 2004). Although programming 
was recently pushed out of the curriculum, it is argued 
that it should return and even become part of every 
year of the study. This is motivated by the common 
opinion at our faculty that civil engineers should at 
least have some programming experience. 

2. Interrelationships between courses is a key priority for 
curriculum improvement. Subjects taught in one 

course should be used more often and much more 
conscious in following courses. For example: CAD in 
design projects, programming in computational me-
chanics, etc. A new 3rd year course Scientific Comput-
ing is specifically aimed at this priority. 

3. Furthermore programming languages, new application 
areas, student laptops and e-learning opportunities 
have been investigated and for each subject recom-
mendations are being developed; highlights are re-
ported in this paper. 

The findings stated above are in principle specific for our 
own faculty. But the two main points, (1) teach program-
ming either extensively or not at all and (2) focus on in-
terrelationships between courses, are probably important 
for many other civil engineering schools as well. On the 
other hand, in faculties or schools that have a less broad 
orientation and are more focused on for example building 
technology or construction management, these issues 
might play a smaller role. For faculties or schools of Ar-
chitecture, our findings are probably less relevant, since 
such schools are much more design-oriented than engi-
neering-oriented. That would mean that the emphasis is 
much more on the relationship between (creative) design 
processes and ICT. 
Revision of the current curriculum at Civil Engineering in 
Delft using the ideas and conclusions reported in this pa-
per would help to make Civil Engineering an innovative, 
future-oriented study that produces skilled and innova-
tion-minded engineers that are better prepared for the 
future ICT dominated and knowledge-intensive construc-
tion industry. 
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LEARNING ABOUT IT AND LEARNING USING IT - A REVIEW OF CURRENT PRACTICE 
ON HIGHER EDUCATION AEC PROGRAMMES IN IRELAND 

Ken Thomas, Brian Graham, John Wall 
Waterford Institute of Technology, Ireland 

ABSTRACT: There is a debate concerning the appropriate extent, content and delivery of IT education for AEC pro-
grammes. The aim of the research work described in this paper was to generate information to assist the debate, spe-
cifically in Ireland, but the results and conclusions may also be of relevance to other countries. A survey of the relevant 
Heads of Academic Departments in the Universities and Institutes of Technology was carried out in June 2006 with a 
response rate of 89%. The context to this survey has been the relatively unique development of Ireland over the past ten 
years (population, economy, IT, construction industry, and higher education) in comparison to other European coun-
tries. The recent implementation of the Irish National Framework of Qualifications (NFQ) and its relationship with the 
European Qualifications Framework (EQF) for lifelong learning is also an important contextual issue for this research. 
The survey results include the range of specific software training on the AEC programmes, as well as the extent of in-
clusion of basic IT training, understanding how computers work, understanding and writing computer programmes, 
consideration of Building Information Modeling (BIM) and the use of Learning Management Systems (LMS). A further 
interesting feature of the survey has been the identification of the record number of students on higher education AEC 
programmes in Ireland. 
KEYWORDS: IT, AEC, higher education, qualifications framework, Ireland, survey. 
 
 
1 INTRODUCTION 

The appropriate extent, content and delivery of IT educa-
tion on AEC programmes are important issues for those 
directly involved in higher education and indeed the 
wider AEC industry in general as it seeks to continuously 
improve. This topic is one of a number that the Construc-
tion IT Alliance (CITA) is addressing as part of its mis-
sion ‘to actively encourage the Irish construction industry 
to take full advantage of current and emerging informa-
tion and communication technologies’. CITA was estab-
lished in 2001 and although the focus to date has been on 
the use of IT by the various companies directly involved 
(designers, consultants, contractors, suppliers etc.), the 
role that the Universities and Institutes of Technology 
play is recognised as being critically important. Not only 
are they largely responsible for providing the undergradu-
ate education and training for the participants in the in-
dustry, but they are increasingly involved in related post-
graduate, research and CPD activities. An Academics 
Special Interest Group (SIG) has been established within 
CITA to promote IT–focused discussion and collabora-
tion between the various higher education institutions in 
Ireland that run AEC programmes. 
The main objectives of the research for this paper were as 
follows: 

- To identify the specific number and type of AEC pro-
grammes in Ireland (National Framework of Qualifi-
cations Level 6,7,8,9,10) in Irish Universities and In-
stitutes of Technology. 

- To identify the extent of IT education and training that 
is incorporated in these programmes. 

- To identify the extent of use of Learning Management 
Systems (LMS) in the delivery of the programmes. 

Central to addressing these objectives was a survey of the 
relevant Heads of Academic Departments that was carried 
out in June 2006. The majority of the results of this sur-
vey are given later in this paper. Prior to the presentation 
and discussion of these results however there is some re-
flection on the context for the survey. 
 
 
2 IRELAND IN A EUROPEAN CONTEXT 

Ireland has experienced a number of significant and 
somewhat unique changes over the past ten years. The 
context to the extent and pace of these changes, including 
comparison with other European countries, are reflected 
upon in the following sections under three main sub-
headings: 

- Population, Economy and IT 
- Construction Industry 
- Higher Education  

  



2.1 Population, economy and IT 

The recent census calculated the population of Ireland at 
4.235 million, the highest in more than 135 years (CS0, 
2006). The approximate 400,000 (8.1%) rise in the four 
years since the last census corresponds to the estimated 
number of foreign nationals currently living in Ireland. It 
is interesting to note that approximately 40% of all mi-
grant workers have a third level degree or higher, com-
pared to just 16% of Irish workers (ESRI, 2006). Looked 
at from a ten year perspective 1996-2006, Ireland’s popu-
lation growth rate (annual average = 1.6%) has been the 
highest in the EU. The report ‘European Population Out-
look 2020’ (NCB, 2006) identified that Ireland's popula-
tion structure is unique in comparison with the rest of 
Europe. One of the more interesting statistics that relates 
to inward migration in 2006 was the estimated 5000 US 
citizens that applied for Irish work permits, about three 
times the equivalent number of Irish who have applied to 
live and work in the US (LaCapra, 2006). 
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The unemployment rate in Ireland has been consistently 
at about 4.2% for the past four years (CSO, 2006). The 
Irish GDP and GNP figures for 2006 were calculated as 
€176 and €149 billion respectively (DoF, 2006). There is 
a relatively large gap between GNP and GDP in Ireland 
because of profit repatriations of the multinational sector 
and foreign debt servicing costs. In their most recent eco-
nomic survey of Ireland, the OECD (2006) made the fol-
lowing summary: ‘Ireland has continued its exemplary 
economic performance, attaining some of the highest 
growth rates in the OECD. After a remarkable decade, 
per-capita income has caught up with and overtaken the 
EU average. Further progress will require strong produc-
tivity growth and continued increases in labour supply. 
These challenges are familiar to most OECD economies. 
But it also faces some issues that are less common: it is 
going through a transition phase in upgrading its social 
services; infrastructure levels need to catch up with the 
boom in activity and population that has occurred over 
this period; and it has to manage some sizeable macro-
economic risks.’ 
One of the challenges that the OECD referred to is the 
development of broadband infrastructure and services in 
Ireland. According to the European Competitive Tele-
communications Association (ECTA, 2006), Ireland is a 
‘laggard’ when it comes to providing broadband access. 
Ireland ranks 14 of 15 in the ECTA Broadband League 
Table with the Scandinavian countries of Denmark, 
Finland and Sweden occupying three of the top four posi-
tions. 
 
2.2 Construction industry 

The Construction Industry in Ireland 2006 accounted for 
close to a quarter of economic activity in the state as well 
as for one in every four jobs created in the economy 
(CSO, 2006). Table 1 below summarises the overall sta-
tistics for the industry and the comparable figures for 
EU25. 
 
 
 

Table 1. Summary of Ireland and EU25 Construction Industry 
statistics (adapted from DKM, 2006 and Craig, 2006). 

Construction 
Industry Ireland EU25 

2006 
Output  

€36.5 billion which 
represented 24% of 
GNP and 20% of 
GDP 

€1260 billion - The 
typical values fall in 
the range 12 to 14% 
of GDP 

2006 
Employment 

277,800 directly 
employed which 
was approximately 
14% of the total 
workforce 

Spain and Cyprus 
have similar shares 
to Ireland while 
most of the EU 25 
countries have con-
struction employ-
ment shares of be-
tween 6% and 9% 

 
The Irish figures represent a remarkable rise on those for 
1996 (86,000 – DoE&LG, 1997) as in that ten year period 
the number of people directly employed has more than 
trebled. However after a sustained period of expansion, 
predictions for the short to medium term are more mod-
est. A number of commentators have predicted a drop in 
the residential construction output in the medium-term, 
but there are varying opinions as to the extent of that 
drop. The current ‘unprecedented level of house building 
at 20 units per 1,000 of the population compared with an 
average of only 5.5 in Western Europe’ (DKM, 2006) is 
widely recognised as being unsustainable. As residential 
construction in 2006 represented approximately 60% of 
the total construction output the consequences of any sig-
nificant drop in this sub-sector for the overall sector and 
the economy in general are serious. 
 
2.3 Higher education  

The overall growth in the numbers of students in Irish 
Higher Education institutions is outlined in Table 2 be-
low. The rapid development of the Institutes of Technol-
ogy (13 of 14 created since 1970) has been a key element 
in this growth. However the five established universities 
(TCD, UCD, UCC, NUIG, NUIM) and the two relatively 
new universities (UL, DCU) have also substantially in-
creased their student populations in that period.  

Table 2: Past enrolments of full-time students in Irish Higher 
Education institutions (thousands- adapted from HEA, 2006).

 
 
In their review of Higher Education in Ireland, the OECD 
(2004) referred to a range of issues including participation 
rates and funding. They also pointed out the relative lack 
of students at postgraduate level. ‘These numbers do not 
match national aspirations and in particular PhD num-
bers are far too low to service the growing commitment to 
publicly funded research to provide an adequate pool to 
replace existing staff or to work in R&D in the private 
sector.’ They proposed that PhD numbers need to be dou-
bled ‘as a matter of urgency’. This proposal has subse-
quently been endorsed by a number of bodies including 
the government funded Expert Group on Future Skills 
Needs (EGFSN). Not only has the EGFSN stated (2007) 



that ‘Ireland should aim to build capability at fourth level 
and double its PhD output by 2013’ it has also set other 
targets for the Higher Education sector. These include 
increasing the overall progression rate to third level 70% 
over the period to 2020 with specifically ‘48% of the la-
bour force should have qualifications at National Frame-
work of Qualifications Levels 6 to 10’. 
The ‘Strategy for Science Technology and Innovation – 
2006:2013’ (DoET&E, 2006) is regarded as Ireland’s first 
‘national research investment plan’. When referring to 
this plan, the Chief Executive of the Irish Higher Educa-
tion Authority (Boland, 2006) stressed the importance of 
collaboration between Universities and Institutes of 
Technology in order to achieve world-class education and 
research. An impressive €8.2 billion has been subse-
quently allocated in the recently published National De-
velopment Plan (NDP2) to education and research in Ire-
land over the next seven years (Government of Ireland, 
2007). An interesting feature of the NDP2 is the stated 
policy of promoting collaboration between Higher Educa-
tion institutions for funding and also the specific encour-
agement of collaboration with counterparts in Northern 
Ireland, particularly Dundalk, Sligo and Letterkenny In-
stitutes of Technology who are all adjacent to the border. 
 
 
3 NATIONAL AND EUROPEAN FRAMEWORK OF 

QUALIFICATIONS 

The National Qualifications Authority of Ireland (NQAI) 
was established in February 2001. One of the key outputs 
from the NQAI has been the creation of the National 
Frame National Framework of Qualifications (NFQ) 
which is defined as follows (NQAI, 2003): ‘The Frame-
work comprises ten levels, with each level based on speci-
fied standards of knowledge, skill and competence. These 
standards define the outcomes to be achieved by learners 
seeking to gain awards at each level. A key aspect of the 
awards at different levels is that they are made on the 
basis of 'learning outcomes'. The Institutes of Technology 
in Ireland are engaged in NFQ Levels 6,7,8,9 and 10 
while the Universities focus exclusively on NFQ Levels 
8,9 and 10. It should be noted that there is an on-going 
debate as to the current and future roles and relationships 
of the Universities and Institutes of Technologies, particu-
larly in relation to NFQ Levels 9 and 10. These Levels are 
increasingly referred to collectively as ‘4th level’. 
In parallel with the development of the NFQ in Ireland 
has been the development of the European Qualifications 
Framework (EQF) for lifelong learning. The Commission 
of the European Communities (2006) adopted in Septem-
ber 2006 a proposal for a Recommendation of the Euro-
pean Parliament and of the Council on the establishment 
of the EQF. The adoption of the proposal follows almost 
two years of consultation across Europe. Ján Figel, Euro-
pean Commissioner for Education, Training, Culture and 
Multilingualism stated (2006) ‘the EQF will make differ-
ent national qualifications more understandable across 
Europe, and so promote access to education and training. 
Once adopted, it will increase mobility for learning or 
working. We believe the EQF is a key initiative in creat-
ing more jobs and growth, helping people in Europe to 

face the challenges of a globalising, knowledge-based 
world economy’. The core element of the EQF is a set of 
eight reference levels describing what a learner knows, 
understands and is able to do, i.e. their 'learning out-
comes'. The draft recommendation foresees that Member 
States relate their national qualifications systems to the 
EQF by 2009. Table 2 below summarizes the relationship 
of the current Irish higher education awards, their NFQ 
Level and their European Credit Transfer System (ECTS) 
to the relevant Bologna Cycle and EQF Level. 
Table 3. Summary of Awards and Levels in Irish Higher Educa-
tion.

 
 
 
4 IT AND AEC EDUCATION 

Menzel (2006) identified the potential role that IT can 
play in assisting professionals address the challenges and 
changes of the current and future AEC industry. ‘Informa-
tion and Communication Technologies can contribute to 
mastering this change by delivering holistic, integrated 
and personalized teaching-learning environments’. Frose 
(2006) referred to the three main eras in construction IT 
namely: (i) developing stand alone tools; (ii) computer-
supported communications; (iii) uniting all processes and 
applications through full integration and interoperability 
into a ‘cohesive overall system’. Thomas (2004) stated 
that ‘if the AEC industry is to make faster progress to-
wards harnessing the true potential of IT, the education of 
the different professionals at all levels should be carried 
out in a more pro-active and integrated manner.’ 
The question as to the precise nature and extent of IT 
education that is required for the modern AEC profes-
sional has also been questioned by a number of authors in 
recent years. Of all of the AEC disciplines it would ap-
pear that the associated debate in relation to civil engi-
neering is greatest. Rebolj and Tibaut (2006) reflected on 
this debate, including the different views purported by 
Heitmann et. al. (2003) and Abuydayyeh (2004), and con-
cluded that ‘the question is still open on what body of 
knowledge in computer science and IT a civil engineer 
should master’. Much of the difficulties in coming to a 
definitive answer in relation to the education of AEC pro-
fessionals is that each discipline and, to a lesser extent, 
each higher education programme is different. Add to that 
the on-going developments in IT for the AEC industry, 
the impossibility of the task becomes obvious. Rebolj and 
Tibaut do however believe that there is a ‘stable part’ or 
core fundamentals in relation to three basic aspects: (i) 
information representation; (ii) information processing; 
and (iii) communication.  
In addition to learning about IT, the use of IT in the learn-
ing process is also an important concern for AEC pro-
grammes. Grubl et. al. (2006) point out that the develop-
ments in the use of IT in education are ‘characterized by 
terms such as distance education, blended learning, tele 
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teaching, elearning, web-based learning, flexible learning 
and the two new ones rapid learning and mobile learning. 
Clear definitions and above all precise demarcations be-
tween the terms are difficult.’ In addition Wall et al 
(2006) point out that ‘e-learning is not only an applica-
tion of technology to teaching, but it is a new business 
model for higher education’. Of all of the range and levels 
of AEC programmes, the use of IT to facilitate postgradu-
ate and particularly CPD learning, is perhaps of most 
benefit. ‘It is widely recognised by leading construction 
companies that organisations that possess higher skills 
can make more money, have more satisfied clients and 
complete more projects on time’ (Ellis and Thorpe, 2004). 
Furthermore Wall and Ahmed (2007) argue that ‘for busy 
professionals who wish to access CPD, traditional class-
room instruction is often not flexible enough’. In relation 
to variety of Learning Management Systems (LMS) cur-
rently available, all of them aim to deliver four main fea-
tures; (i) delivery of learning content, (ii) tracking of par-
ticipant performance, (iii) management of online learning 
and (iv) provision of tools for participant collaboration 
(Watson and Ahmed, 2004). Whatever about the LMS 
and how it accessed and used, the recognition that all 
learners are not the same is also essential. According to 
Zemsky and Massy (2004) the adoption of e-learning fol-
lows the classic S-curve for technology adoption. This 
adoption rate is influenced by a number of factors, par-
ticularly the role of lecturers/tutors and students, and a 
number of these factors were referred to in the survey 
described below. 
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5 SURVEY METHODOLOGY 

Given the wide variety of disciplines and participants in 
the AEC industry, defining what constitutes an ‘AEC 
programme’ is not a straightforward process. Although 
there are significant numbers of students who are under-
going construction craft apprenticeships in the Institutes 
of Technology, these were not included in this study. Nor 
were the Universities and Colleges in Northern Ireland. 
The study was limited to the NFQ Level 6,7,8,9 and 10 
programmes that are exist or were about to commence in 
the Universities and Institutes of Technology based in the 
Republic of Ireland in June 2006. An initial review of all 
higher education websites was carried out to identify the 
names of the relevant Departments and the general range 
of AEC programmes. This process identified 5 of the 7 
Universities and 11 of the 14 Institutes of Technology 
(see Figure 1 below). 

 
Figure 1. Universities and Institutes of Technology in Ireland 
engaged in AEC programmes (NFQ Levels 6-10), June 2006.

A questionnaire was prepared, piloted and modified be-
fore being sent to the Head of each identified Department. 
In five of the identified organisations, more than one 
Head of Department was contacted. Prior to the sending 
of the questionnaire each of the Heads of Departments 
were contacted by phone or email to inform them of the 
research and to ask for their participation. Of the twenty 
seven people identified and contacted, forms were com-
pleted and returned by twenty four (i.e. 89% response 
rate). For the purposes of this study the system was used 
as outlined in Table 4 below to classify such programmes 
under the five broad headings of Engineering, Architec-
ture, Economics, Management and ‘Other’. It is recog-
nised however that there are difficulties in establishing 
clear boundaries between these categories and a number 
of the programmes are listed in one category but include 
significant elements/content from other categories (e.g. 
Structural Engineering with Architecture).  

Table 4. Classification of AEC programmes in Irish Higher 
Education.  

Engineering 

Civil Engineering, Civil & Water Engineering, 
Civil & Environmental Engineering, Environ-
mental Engineering, Structural Engineering, 
Structural Engineering with Architecture, Build-
ing Services Engineering, Sustainable Energy 
Engineering, Civil Construction Works, Highway 
Traffic Engineering 

Architecture 
Architecture, Architectural Science, Architectural 
Technology, Interior Architecture, Urban Design, 
Conservation, Urban & Building Conservation 

Economics 
Quantity Surveying, Construction Economics, 
Construction Economics & Management, Prop-
erty Economics, Property Studies, Real Estate 

Management 

Construction Management, Construction Man-
agement & Engineering, Building Management, 
Site Management, Construction Technology & 
Management, Building & Services Management, 
Facilities Management, Construction Project 
Management, International Construction Man-
agement, Project Management, Construction Law 
& Contract Administration 

Other 

Construction, Building, Construction Technology, 
Building Surveying, Construction Health & 
Safety, Applied Building Repair & Conservation, 
Fire Safety for Engineers 

 
 
6 SURVEY RESULTS  

Not all of the questions and associated answers that were 
included in the survey are shown below. The majority 
however are, and these have been grouped under the fol-
lowing three sub-headings: 

- AEC Programmes and Student Numbers 
- IT Education and Training 
- Learning Management Systems (LMS) 

 
6.1 AEC programmes and student numbers 

There are two questions included in this section, A1 and 
A2. 
Q.A1 - Please list all of the undergraduate and post-
graduate AEC education programmes currently being 
delivered in your Department. 
The numbers of students on AEC programmes at NFQ 
Levels 6,7,8,9,10 in each of the Universities and Institutes 
of Technology are summarised in Table 5 below. For the 
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three of the twenty seven Departments that did not reply, 
the official return figures from the Higher Education Au-
thority for the previous academic year were used (HEA, 
2006). Although not specifically identified in Table 5, the 
extent of students attending Institutes of Technology 
(8045/81%) compared to the Universities (1927/19%) is 
interesting. This reflects the substantial growth of Insti-
tutes of Technologies, both in terms of the range of AEC 
programme disciplines and NFQ Levels. While the largest 
cohort of students are currently on Level 8 programmes 
(4534/45.5%) there are also significant numbers of stu-
dents on Levels 6 (1869/18.7%) and 7 (3046/30.6%). The 
figures at Levels 9 (439/4.4%) are relatively small and the 
majority of these students are on taught post-graduate 
diploma or taught MSc programmes. The numbers at 
Level 10 (84/0.8%) is not surprisingly the lowest, but the 
overall number reflects the relative lack of AEC doctoral 
research in Ireland.  

Table 5. Summary of Student Numbers on AEC Programmes 
NFQ Levels 6-10.

NFQ Level 6 7 8 9 10 TOTAL 

Engineering 1034 1151 1713 188 78 4164 

Architecture 0 808 648 49 6 1511 

Economics 0 553 1199 33 0 1785 

Management 0 223 784 119 0 1126 

Other 835 311 190 50 0 1386 

TOTAL 1869 3046 4534 439 84 9972 

 
Q.A2 - Please list any new/additional AEC education 
programmes that your Department is planning to run in 
2006/7. 
One of the Universities and nine of the Institutes of Tech-
nology indicated that they were planning to run a total of 
thirteen new AEC programmes in 2006/7 in addition to 
their current portfolio. Five of these programmes were 
classified under Engineering; two each under Architec-
ture, Economics and Management; and two ‘Other’. Six 
of the programmes were to be at NFQ Level 7, five at 
Level 8 and two at Level 9. Of particular interest to this 
survey was the Level 9 ‘MEngSc IT in AEC’ that UCC 
planned to run in conjunction with the ITC-Euromaster 
programme. 
 
6.2 IT education and training 

There are six questions included in this section, B1-B6. 
Q.B1 - Is basic IT training on your undergraduate pro-
grammes? Yes: 92% 
The two Departments that said they do not include such 
training indicate that they expect their students to have 
this training prior to attending their University pro-
gramme. This expectation is also been common in many 
universities in the US in recent years and it is likely to 
increase as students obtain the basic IT skills at a younger 
age through a combination of study and personal/home 
usage. 
Q.B2 - Is ‘understanding how computers work’ among the 
learning outcomes of your programmes? Yes: 71% 

It is perhaps surprising that almost one third of the re-
spondents indicated that they did not include understand-
ing how computers work on their programmes. Having at 
least a basic ‘understanding of how computers work’ 
could be regarded as a fundamental requirement for all 
disciplines.  
Q.B3 - Is ‘understanding and writing computer pro-
grammes’ among the learning outcomes of your pro-
grammes? Yes: 42% 
The respondents that replied positively to this question 
were all in the ‘Engineering’ category. The need to be 
able to understand and compile software would not ap-
pear to be regarded by the other discipline categories as 
essential or important.  
Q.B4 - Is the move to more integrated IT systems and 
Building Information Modeling (BIM) in the AEC indus-
try included in the syllabi of your programmes? Yes: 54% 
This result was both surprising and encouraging from the 
author’s perspective. As the industry progresses into the 
‘third era of construction IT’ (Frose, 2006) it is vital that 
each discipline understands the need for greater integra-
tion as well as the theory and practice associated with 
BIM. Whether those Departments that are currently in-
cluding BIM in their syllabi are doing so on a theoretical 
rather than a practical basis (i.e. actually using BIM tech-
nologies) is unclear and warrants further investigation. 
Q.B5 - Which specific software is currently used on your 
programmes? 
The main software identified and the associated percent-
age is listed below under five broad headings: 

- General: MS Office (100%) 
- CAD: AutoCAD (91%), ArchiCAD (29%) 
- Services Eng.: Hevacomp (24%), Cymap (19%) 
- Economics: Buildsoft (43%), Masterbill (10%) 
- Management: MS Project (62%), Primavera (29 %) 

It should be noted that 67% of the respondents indicated 
that had a range of other additional software within the 
Department, many of which were specialised tools for 
specific tasks. 29% of the respondents also went on to 
give details of additional software that they intended to 
purchase in the next year.  
Q.B6 - Have you experienced problems in using software 
in your University/Institute? Yes: 63% 
Although this figure is high, it is perhaps surprising that it 
was not 100%. Among the problems identified by the 
various respondents who answered ‘Yes’ were as follows: 

- Costs of licenses and available funding 
- Rapid changes/updating of software versions 
- Matching versions and updates of software with exist-

ing hardware 
- Networking of software 
- Lack of dedicated technical support within the Uni-

versity/Institute of Technology 
- Poor customer care/technical support from software 

supplier 
 
6.3 Learning management systems (LMS) 

There are six questions included in this section, C1-C6. 
Q.C1 - Does your Department use an LMS? Yes: 83% 



The four Departments that were not using such a system 
at the time of the survey indicated that while their Univer-
sity or Institute of Technology had purchased an LMS, 
they had yet to start using it on their AEC programmes. 
Q.C2 - Which Learning Management System (LMS) is 
used in your Department? 

 
The merger of WebCT and Blackboard means that 75% 
of the respondents have effectively the same LMS pro-
vider. The general trend towards open source software 
may lead to a number of Universities and Institutes of 
Technology changing their LMS in the future.  
Q.C3 - Are the lecturers/tutors in our Department actively 
encouraged to use the LMS? Yes: 90% 
A number of those that answered ‘Yes’ to this question 
indicated how this ‘active encouragement’ occurred and 
these included the following: 

- Direct promotion/encouragement to staff from the 
dedicated centre (e.g. Centre for Excellence in Teach-
ing and Learning) 

- Assignment of an individual in the Department to 
promote and encourage the use of the LMS 

- Provision of training via structured Staff Development 
programmes 

- Integration of LMS with module management soft-
ware 

- ‘Forcing’ people to use the system by putting the De-
partmental notice board on the LMS 

Q.C4 - How are your lecturers/tutors trained to use the 
LMS? 

 
One of the respondents indicated that training is provided 
both centrally and also by their Department. Of the 90% 
of respondents that replied ‘Specific Training is provided 
centrally’ this was achieved typically via the Library or a 
dedicated Teaching and Learning Centre. 
Q.C5 - How are your students trained to use the LMS? 

 
It is interesting to contrast the approach to training of lec-
turers/tutors against that for students on the AEC pro-
grammes. Whereas all respondents that currently use an 
LMS provide training for their staff, one quarter do not 
provide such training to their students. It would appear 
that in many cases individual lecturers/tutors give some 
guidance to their own class groups on how to use the 
LMS. Those 10% of respondents that were classified as 
‘Other’ indicated their students were introduced to the 
LMS as part of their initial induction/orientation. 
Q.C6 - To what extent is this LMS currently used on your 
courses? 

 
The definitions used for each of the categories were as 
follows: 

- Basic: ‘some lecture notes/presentations’ 
- Substantial: ‘most lecture notes/presentations, some 

discussion boards’ 
- Comprehensive: ‘all lecture notes/presentations, all 

email, discussion boards and tests’ 

It is interesting to note that none of the respondents 
claimed that they were using their LMS to a ‘Comprehen-
sive’ extent and the vast majority were in the early stages 
of adoption (i.e. ‘Basic’ level).  
 
 
7 CONCLUSIONS 

The overall conclusions to this research are: 
- The population and economy in Ireland has undergone 

unprecedented growth over the past ten years and the 
Construction Industry has been central to that devel-
opment. The development of broadband services in 
Ireland has been relatively slow however and Ireland 
currently ranks 14 of 15 in the ECTA Broadband 
League Table. 

- The National Framework of Qualifications (NFQ) has 
been established and implemented in Ireland. The 
NFQ has been mapped against the proposed European 
Qualifications Framework (EQF) for lifelong learning 
that is in the process of being adopted within the EU. 

- There are record numbers of students on AEC pro-
grammes (approximately 10,000) in Irish Universities 
and Institutes of Technology, 95% of whom are at un-
dergraduate level (i.e. NFQ Levels 6, 7 & 8). There is 
a national requirement to increase the numbers of stu-
dents at post graduate/4th level (i.e. NFQ Levels 9 & 
10). A significant element of this increase is likely to 
be achieved through collaboration between the Uni-
versities and Institutes of Technology as well as In-
dustry-Academia collaboration.  

- Students on the existing AEC programmes in Ireland 
are learning about IT (general and discipline specific), 
although the majority do not gain either a detailed 
knowledge of software or an ability to write software 
through their AEC programme. Those students that do 
gain such knowledge or ability are on Engineering 
programmes.  

- The move towards the integration of IT systems into a 
‘cohesive overall system’ and BIM is reflected in the 
majority of the current AEC programmes in Ireland, 
but the precise extent and nature of this essential de-
velopment (including interdisciplinary issues) requires 
further research.  

- Learning Management Systems are being used widely 
on the AEC Programmes in Ireland, but generally at a 
Basic Level (i.e. for some lecture notes/presentations). 
The use of these systems will increase as the lectur-
ers/tutors are actively encouraged and trained, and the 
higher education providers develop AEC programmes 
in a distance-learning or blended-learning format (par-
ticularly for postgraduate/CPD). However it is vital 
that the broadband infrastructure in Ireland develops 
quickly to accommodate the increased use of LMS 
outside the higher education campuses. 

Although these conclusions refer specifically to the Irish 
Universities and Institutes of Technology engaged in 
AEC programmes, they are likely to have some relevance 
to other countries. The importance of integration to stu-
dents on the various AEC programmes is of particular 
concern. As we enter the ‘third era’ of construction IT 
(Frose, 2006) the need for education and research pro-
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grammes that focus on the integration of all of the AEC 
disciplines and associated IT has never been greater. 
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LINKED CONTENTS OF TEACHING 

Wolfgang Huhnt, Philipp Baumann 
Technische Universität Berlin, Department of Process Modelling in Civil Engineering,Germany 

ABSTRACT: A curriculum of a study course covers courses that are focused on different topics. These courses are pre-
sented by experts from different special fields. However, the contents of the courses are dependent of each others: Some 
topics are based on the same fundamentals, and other topics are closely related to each other, because they are dealing 
with equivalent contents in different circumstances.  
The explanation of these inter-dependencies is necessary and helpful for students. Recognitions and cross-references 
between courses help to understand and to learn.  
To present cross-links between teaching documents, the project “Linked contents of teaching” was implemented. An 
Internet-based learning-teaching-system is developed. This server application presents links between documents. The 
format of the provided documents is PDF. Binary relations are used to describe inter-dependencies between contents 
that are presented in different documents and courses. The inter-dependencies are worked out as part of the project 
“Linked contents of teaching”. The mathematical background of relational algebra is used to handle the relations.  
The Internet-based system is planned to run over several years. Aspects of maintaining such a system of linked contents 
are addressed in the project “Linked contents of teaching”. This paper describes an overview on the project and the 
implemented Internet-based system. 
KEYWORDS: civil engineering, learning-teaching-system, internet-based system, linked contents. 
 
 
1 INITIAL SITUATION 

In general, a curriculum of a program of study contains a 
specific number of courses, which are presented by dif-
ferent professors and lecturers of different special fields. 
These courses are worked out individually, but they are 
not independent of each other. Some topics are based on 
the same fundamentals, specific fundamentals are applied 
to different problems, and other topics are closely related 
to each other, because they are dealing with equivalent 
contents in different circumstances. This applies to the 
study course in civil engineering at Technische Univer-
sität Berlin as well. The bachelor study course in civil 
engineering at Technische Universität Berlin contains 24 
modules with 26 different courses and 26 different con-
tents of teaching. The courses are presented as lectures, 
exercises, colloquies and tutorials. All these courses deal 
with different views on civil engineering and with differ-
ent topics. This is why the contents of teaching are linked 
to each other. Because of the importance of this cross-
linking between the contents of teaching, the project 
“Linked contents of teaching” was created. At present 
time, bachelor courses are the focus of the project. 
The project prepares and presents the cross-linking be-
tween the contents of teaching on the basis of existing 
teaching documents. An Internet-based system is devel-
oped to present and to utilize the cross-linking to students 
and teachers. Students are advised to use cross-linking. 
Dependencies between teaching contents are shown, so 

that effects of recognition can support the learning proc-
esses in a positive way. For teachers cross-linking is 
shown in an explicit way. Thus the importance of the 
cross-linking is distinguished. 
Today, teaching documents of each course in civil engi-
neering at Technische Universität Berlin are already pro-
vided digitally on the servers of the single departments. 
The implementation of the system “Linked contents of 
teaching” makes use of these digital documents. This 
means, the project doesn’t create new documents or 
changes the content of existing documents, only Internet 
links are added to these documents. 
In autumn 2006 the diploma study course in civil engi-
neering at Technische Universität Berlin was changed to 
bachelor and master study courses in civil engineering. In 
addition the program of studies was unitized. This was an 
excellent point in time to reflect the traditional way of 
presenting teaching materials. The development of the 
system “Linked contents of teaching” started in summer 
2006, the first online appearance is scheduled for autumn 
2007.  
A lot of Internet-based e-learning systems are available to 
present teaching material or to support course work like 
“moodle” [5] or “WebCT“ [12]. The system “Linked con-
tents of teaching” belongs to the field of e-learning. E-
learning comprises many different aspects. The project 
“Linked contents of teaching” only focuses on the cross-
linking between the contents of teaching documents. 



There are no modifications in the content of the docu-
ments, and there are no multimedia files added to the 
documents. The system is flexible enough to allow such a 
multimedia expansion, but its focus is inter-dependencies. 
At current time, Technische Universität Berlin works on a 
coordinated IT-infrastructure. This includes the selection 
of coordinated Internet-based systems. All these activities 
are in progress. The implementation of an own system for 
“Linked contents of teaching” is the most practicable way 
at present time. The amount of implementation work is 
not extensive. In future the online presentation of Tech-
nische Universität Berlin is planned to be implemented in 
PHP [8]. Therefore, for a later integration the implemen-
tation of the system “Linked contents of teaching” is 
made in PHP, too. 
 
 
2 CROSS-LINKING OF TEACHING DOCUMENTS 

2.1 Link-types 

Contents of teaching are linked in different ways. Some 
topics are based on the same fundamentals. Other topics 
are dealing with equivalent contents in different circum-
stances. To satisfy these issues, different types of links are 
established. These types of links have different semantics. 
The following types were identified during the project:  

1. Fundamentals: The content of the start point has the 
content of the end point as its basics. 

2. Cross-reference: Start and end point are dealing with 
equivalent topics in different circumstances. 

3. Application: The content of the start point is basic for 
the content of the end point where the basics are ap-
plied (transposed of the first type). 

Each link consists of a start and an end point; mathemati-
cally they are a binary-relation. The relational algebra [7] 
defines different operations that can be applied to rela-
tions, e.g.: 

- Complement 
  }R)y,x(|MM)y,x{(:R ∉×∈=

- Transposed 
  }R)y,x(|MM)x,y{(:RT ∈×∈=

- Intersection
  }S)y,x(R)y,x(|)y,x{(:SR ∈∧∈=∩

- Union
  }S)y,x(R)y,x(|)y,x{(:SR ∈∨∈=∪

- Product
  )}S)y,z(R)z,x((|)y,x{(:SR

Z
∈∧∈∨=o

For instance, the operation transposed can be applied to 
links which are from the first link-type. Links of the third 
link-type are the transposed of links of the first type. 

nApplicatio
T

lFundamenta RR =  
 
2.2 Topics 

Beside link-types and links, topics are introduced. These 
topics are assigned to start and end point of a relation. For 
the introduction and the denotation of the topics, a holistic 
view onto the complete curriculum is necessary. In this 

case the level of detail is an important aspect. A high 
level of detail leads to a small amount of points to a spe-
cific topic. A low level of detail will return a huge un-
sorted amount of points. To assign points from different 
teaching documents from different courses to the same 
topic, the names of the topics have to be universally valid.  
This assignment allows a direct query on a special topic 
which leads to a list of existing start and end points which 
already exist in other teaching documents. This list is 
generated automatically. It supports the creation of links 
to a new document. 
 
2.3 Adding a new teaching document 

The most important process of the project “Linked con-
tents of teaching” is to add and cross-link new teaching 
documents to the system. Adding a new teaching docu-
ment to the system requires the work of two persons. This 
work takes place in the following order: 

1. The new teaching document is read by a first person 
and a topic list to this document is manually generated 
by this person (document topic list). 

2. This topic list is the input data to a Java-program that 
generates automatically a second list which contains 
existing points in other teaching documents (system 
topic list). 

3. With the document topic list and the system topic list 
a new list with new cross-links are created manually 
by the first person. 

4. This new cross-link list is checked by a second person. 
5. Points, topics and relations are stored in the system 

and Internet-links are added to the new document by 
the second person.  

6. The results, the links are checked by the first person. 
 
 
3 SYSTEM DESCRIPTION 

3.1 System structure 

The presentation of the “Linked contents of teaching” is 
provided by an Internet based system. The main elements 
are open source products: 

1. A web server, that provides HTML pages and inter-
prets PHP 

2. A database management system, that uses SQL 
3. A maintenance tool to administrate the database 

The web server provides the necessary pages for the 
Internet presentation. The present implementation makes 
use of an Apache web-server [3]. The presentation con-
sists of a static and a dynamic part.  
The static part was implemented in HTML and consists of 
the homepage, login, an overview and the access to the 
download area. 
The dynamic part was implemented in PHP [8]. During 
the usage of the system, PHP-requests [13] are sent to the 
server. Each request generates a SQL-query [13] which is 
sent to the database. By using the result of the query, an 
Internet-page is generated dynamically and returned to the 
user. The server software and the required PHP plug-in 
are free ware. In addition a Java-tool was implemented to 
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administrate the database. This tool also supports the op-
erator by generating lists with points and relations.  
It is an advantage that the system is independent of a cer-
tain platform. There are free versions of MySQL® [6], 
PHP, Java™ [11], Acrobat Reader® [1] and Apache [3] 
for GNU/Linux and for Windows® available in the Inter-
net. 
 
3.2 Document-type 

One aspect of the project was to find a stable combination 
of browser, plug-in and document-type, so that documents 
can be opened at a certain position. Furthermore, adding 
Internet-links to the document must be possible. 
The document-type PDF covers these requirements. Pa-
rameter passing [2] enables documents to be opened at a 
certain position and a tool enables Internet-links to be 
added to the document. Today nearly every modern per-
sonal computer provides an Internet-browser and an Ac-
robat Reader® [1] plug-in. In this context, only the ver-
sion number of the plug-in is important because some 
versions don’t support parameter passing. 
At the Institute of Civil Engineering at Technische Uni-
versität Berlin, the authors already present their docu-
ments on their own homepages as PDF documents. This 
simplifies the introduction of the “Linked contents of 
teaching”. 
With minor modifications of the actual implementation, 
other document-types can be supported. A precondition to 
support other document-types is the availability of hyper-
links and anchors or open-parameters. 
 
3.3 Amount of implementation work 

The server provides HTML web pages to manage the ac-
cess, the overview, and the download structure. The im-
plementation of these HTML pages took a single day. 
The dynamic part was implemented in PHP. It consists of 
a few files which generate Internet pages based on user 
input. An experienced developer of PHP and SQL imple-
ments these files during a few days. 
A normalized database-design was created to ensure con-
sistent data. 
 
3.4 Instructions for authors 

For authors modifications in preparing teaching materials, 
brought by the system, should be marginal. Some modifi-
cations are necessary, but they do not affect the prepara-
tion of teaching material directly. The format of the 
documents was chosen to be PDF. The focus of the pro-
ject is to identify and present cross-links. Identified cross-
links are presented to the authors. Each author has to 
agree to links from and to his document. For the authors 
of teaching documents, a manual and process models for 
core processes are provided [10]. The manual covers a 
general description of the “Linked contents of teaching”. 
Core processes for the authors are: 

1. A new teaching document is written and should be 
added to the system. 

2. An existing teaching document in the system was 
modified. 
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3. An existing document in the system is obsolete. 

4 USAGE OF THE “LINKED CONTENTS OF 
TEACHING” 

4.1 Access to the system 

Access to the system is restricted to the Intranet of Tech-
nische Universität Berlin. The restricted access reduces 
security problems. Technically an operation upon the 
Internet is possible. An advantage of the restriction to the 
Intranet of the university is that fast downloads can be 
guaranteed even for large files. 
Access to the system requires a username and a password. 
With matriculation to the bachelor study course in civil 
engineering at Technische Universität Berlin, students get 
the possibility to establish a user account to use the uni-
versity’s computers. This account also enables them to 
use the system “Linked contents of teaching”. 
 
4.2 Presentation 

In this chapter, the usage of the system is illustrated. After 
the login to the system, the user gets an overview (figure 
1) upon the modules of the curriculum in civil engineer-
ing at Technische Universität Berlin. The program of 
study is divided into 6 semesters. The modules are shown 
in different colours. 

 
Figure 1. Overview of the curriculum of the Bachelor in civil 
engineering at Technische Universität Berlin. 
 
The download area is situated beneath the overview. The 
user may choose a single semester and gets an overview 
of the modules of the chosen semester (figure 2). 
Now the user may choose the module and gets a descrip-
tion of the module and a list of the teaching documents of 
the courses (figure 3). 
The teaching documents in this list are stored in PDF-
format and Internet-links are added to these documents. 
The document chosen by the user is opened in a new 
browser window. 
 
 
 
 



 
Figure 2. Overview of the 4th semester. 
 

 
Figure 3. Description of the first module in geotechnical engi-
neering. 
 

 
Figure 4. Example with Internet links, geotechnical engineering 
[9]. 
 

The present implementation marks Internet-links by red 
underlines (figure 4). It’s possible to present them in an-
other way. If the user clicks on an Internet-link, the sys-
tem generates a new website based on his request. On this 
new site, an overview of teaching documents from other 
courses which are cross-linked with this document is 
shown. 

 
Figure 5. Search result. 
 
Depending on the semantic of the Internet-links, the result 
presents basics, cross-reference and further application to 
the chosen start point (figure 5). If the user chooses one of 
these documents, the system opens this document at the 
page where the topic is handled. In this example there are 
cross-links to fluid mechanics [4].  

 
Figure 6. Example, fluid mechanics [4]. 
 
 
5 CONCLUSION 

The actual state of the project “Linked contents of teach-
ing” can be divided into techniques and content. The 
technical part contains the complete installation of server 
software including the database management system. It 
contains a project specific database design, a server soft-
ware and a tool for database administration. The content 
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part of the project contains at present time the cross-
linking between two courses. Additional courses are in 
progress. 
The system will be available for students of civil engi-
neering at Technische Universität Berlin in autumn 2007. 
In autumn 2007, cross-linking between selected courses 
will be available.  
In March 2008, compulsory courses will be cross-linked 
and available online. The next project stage from April 
2008 to March 2009 is focused on elective courses.  
Many options exist to expand the present implementation. 
For instance, a full-text search might be helpful. How-
ever, the project itself is consciously restricted. The main 
focus is the presentation of links between the contents of 
teaching. Therefore, the implementations are restricted to 
core functionalities. The project addresses a core problem 
of e-learning systems: the inter-dependencies between the 
content. It tries to find a solution for this problem in the 
restricted area of teaching documents for courses in civil 
engineering. 
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ASSESSEMENT OF 4D MODELING FOR SCHEDULE VISUALIZATION IN                     
CONSTRUCTION ENGINEERING EDUCATION 

Lingyun Wang, John I. Messner, Robert Leicht 
Dept. of Architectural Engineering, Penn State, USA 

ABSTRACT: This paper describes a longitudinal study to assess the value of using 4D modeling in construction engi-
neering education for schedule visualization. In 2005, a preliminary 4D learning module was developed and incorpo-
rated in a project management course to help students learn how to develop a Short Interval Production Schedule. 
Comparative assessment methods were used to examine the learning product (solution quality). Direct observation and 
surveys were used to examine presentation effectiveness and student perceptions. This assessment concluded that 4D 
modeling is an effective learning aid for students to better achieve learning outcomes. In 2006, a more rigorous as-
sessment methodology was designed to determine the impact of the 4D learning module on both the learning process 
and final exercise product. In addition to examining a traditional 4D modeling process, we also developed a 4D model 
generation interface titled the Virtual Construction Simulator (VCS), which allows students to generate a construction 
schedule directly from a 3D model. Ten student groups using these two interfaces were observed, videotaped, analyzed 
and compared. The final results from a detailed content analysis of the videotapes shows that both processes were 
valuable for improving the students’ learning experience. The VCS interface showed additional value beyond the cur-
rent 4D CAD application. 
KEYWORDS: 4D modeling, engineering education, schedule visualization, game engine. 
 
 
 
1 INTRODUCTION 

When a student in design and engineering disciplines is 
learning to develop a construction schedule for a building, 
the student will typically develop the schedule by inter-
preting 2D drawings, identifying activities from the 2D 
drawings, and building a network schedule from these 
activities. Developing a construction schedule is difficult 
since a person must construct the building step-by-step in 
their mind after interpreting the 2D drawings. The paper 
investigates the value of using 4D modeling applications 
which allow for the visual representation of the construc-
tion schedule time with the 3D model components. The 
4D model can provide a common visual language for stu-
dents when learning how to develop construction sched-
ules for buildings. 
4D modeling is becoming more prevalent in the construc-
tion industry. Benefits of 4D CAD technology used in the 
Architecture, Engineering and Construction (AEC) Indus-
try have been studied and documented in recent years. 4D 
modeling allows project teams to visualize construction 
plans; identify construction consequences and space con-
flicts; identify safety issues; and improve communication 
of the project team members (Koo and Fischer 2000). 
While there are an increasing number of successful appli-
cations of 4D modeling in the AEC industry, its imple-
mentation in engineering education remains limited. To 
address this limitation, a longitudinal study was con-

ducted, which focused on the implementation of this 
valuable tool in construction engineering education and 
the quantitative assessment establishing its effectiveness. 
 
 
2 THE LEARNING MODULE 

A learning activity was used to investigate the value of 
the 4D modeling applications. This learning activity was 
developed from a construction project, the MGM Grand 
Hotel Renovation in Las Vegas, Nevada (see Figure 1). 
The hotel has a cross shape with a tall core and four 
symmetric wings. It has 30 floors, where the first four 
floors are cast-in-place reinforced concrete, and the other 
26 floors are precast concrete structure. The structure had 
a very tight schedule and needed to be finished within 9 
months to meet the owner’s objectives. 
Since the precast concrete structure is repetitive for each 
floor, this project was used in a senior level project man-
agement course (AE 473) to teach students how to per-
form the Short Interval Production Scheduling (SIPS) 
method. The assignment requires students to develop a 
SIPS for constructing the precast concrete structural sys-
tem for a typical floor of the hotel within the time, crew, 
and equipment constraints. In previous implementations 
of this assignment, students were given a 2D plan (See 
Figure 2) of a typical floor, along with pictures taken 
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from the construction site so that they could visualize the 
structural system and develop a SIPS. 
 
 
3 THE PRELIMINARY 4D LEARNING MODULE 

In 2005, a 4D learning module was developed using a 
commercial 4D modeling application. An overview of 
this learning module and the assessment results are pro-
vided in the following sections. 
 
3.1 Development and incorporation of the preliminary 

learning module 

A 3D model of a typical floor of the hotel (Figure 3a) was 
developed using a 3D CAD application. A schedule tem-
plate (Figure 3b) was created using MS Project schedul-
ing software. Student groups developed their SIPS in the 
schedule template, and then linked their schedule with the 
given 3D model using the NavisWorks with TimeLiner 
4D modeling application (NavisWorks, 2006). The 4D 
CAD application allowed students to review and test their 
solutions. Final solutions were exported into video files 
for submission. Student groups also presented their solu-
tions to their classmates and the instructor (Figure 4) on a 
3-screen display in the Immersive Construction (ICon) 
Lab. 
 
3.2 Evaluation of the preliminary learning module 

The value of the 4D learning module was evaluated by 
examining the final schedule quality, observing student 
group presentation and conducting a survey (Wang et. al. 
2006). 
3.2.1 Group product 
The learning product (solution quality) was assessed by 
using a scoring rubric to compare the 2005 results to the 
student performance in 2004, when students developed 
the schedule using only the 2D drawing and pictures. In 
the schedules developed by the students using the 4D 
learning module, we found students better utilized the 
construction space by having more overlapped activities, 
considered more issues related to work flow and re-
sources, and have more logic sequence since the 4D 
model helped them identify sequence conflicts. Though 
we observed a higher quality in the schedules developed 
using the 4D learning module, the average grade in year 
2005 (86.75) was lower than that in 2004 (89.41). One 
reason was that it was much easier for the teaching assis-
tant to identify mistakes from a 4D model than from a 
CPM schedule, which made the grades lower than the 
previous year. 
3.2.2 Presentations 
Student presentations and discussions were observed 
when student groups presented their solutions on a large 
3-screen display in the ICon Lab. In previous years, the 
instructor reviewed all the solutions from student groups, 
and then discussed the most common problems with stu-
dents in class. With the help of the 4D model, each stu-
dent group explained their SIPS to other students and the 
instructor in class. Since the 4D CAD model graphically 
presented the SIPS, students could review the SIPS de-

veloped by other groups and experience multiple out-
comes for the same learning exercise. Each group could 
also get immediate feedback on their solution. The 4D 
CAD model made the learning activity more interactive 
by allowing students to review and critique different solu-
tions. 
3.2.3 Student perceptions 
A survey was conducted after the presentations and dis-
cussions regarding students’ perception of this 4D learn-
ing module. Survey results showed that students felt the 
learning module helped them in understanding SIPS, re-
viewing schedule solutions, understanding alternative 
solutions, and improving group communications (Figure 
5). 
 
 
4 THE REVISED LEARNING MODULE 

The preliminary learning module was evaluated by exam-
ining the quality of the final activity “product”, presenta-
tion effectiveness and student perceptions towards the 4D 
learning module. This assessment concluded that 4D 
modeling is an effective learning aid for students to better 
achieve the learning outcomes within the SIPS activity. 
Based on this study, a second study was designed which 
focused on a more rigorous assessment of the impact of 
using 4D modeling to improve the learning process. The 
preliminary learning module was improved and parame-
ters for assessing group process effectiveness were devel-
oped. In addition to examining a traditional commercial 
4D modeling process, we also developed and assessed a 
more interactive learning application by using a schedule 
generation interface developed in a game engine, which 
allowed students to generate a construction schedule di-
rectly from a 3D model. 
 
4.1 Learning module improvements using the commercial 

4D modeling application 

In 2005, students made several general mistakes in their 
schedule that may have been caused by not being able to 
visualize the overall construction environment. In 2006, 
the 3D model of the project was improved to provide stu-
dents a more realistic environment and more accurate 
detailed model (Figure 6a). The schedule template (Figure 
6b) was the same as the previous year. Student groups 
developed their SIPS in the NavisWorks with Timeliner 
4D modeling application using this improved module. 
 
4.2 Development of the learning module using the VCS 

interface 

At the same time, the researcher also developed a Virtual 
Construction Simulator (VCS) by using a 3D game en-
gine interface (Deep Creator). 3D game engines have 
been successfully used to visualize building construction 
projects, simulate building environments, and perform 
interactive walkthroughs (Miliano 1999; Shiratuddin et al. 
2004). A 3D game engine allows a user to learn more 
about a construction process by interacting with the build-
ing elements. Different from the current 4D CAD process, 
which generates a 4D model by linking a 3D model and 
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an existing construction schedule, the VCS allows direct 
generation of a construction schedule and a 4D model 
from a 3D model. The VCS was designed to allow a 
group of students to interact with the 3D model, group 3D 
building elements into construction assemblies, create 
activities from within the 3D interface, sequence activi-
ties, and generate a 4D model and a CPM schedule. Fol-
lowing the development of the 4D schedule, the activities 
and their sequence can be reviewed and revised. Figure 7 
shows the user interface of the VCS. 
 
4.3 Incorporation of the improved 4D learning module 

and the VCS learning module 

In 2006, the 4D learning module in the two different in-
terfaces were incorporated into AE 473 at Penn State for 
the SIPS project. An experiment was conducted where 
five student groups (control group) used the commercial 
4D learning module and five groups (experimental group) 
used the game engine interface. Each group was video 
recorded and the quality of their final solution was evalu-
ated. The research hypothesis was that the added interac-
tivity of the 3D game engine interface would provide a 
better learning environment for the students. 
The experiment was conducted by using the 3-screen dis-
play system along with a SMART Board interactive 
whiteboard as a fourth display in the ICon Lab. The three 
screens were used to display the 3D / 4D model of the 
project, and the SMART Board allowed users to control 
computer applications directly from the display. In this 
experiment, the SMART Board was configured to allow a 
user to interact with either a MS Project schedule (the 
control group) or a SQL database (the VCS group). 
The control group used the MS Project displayed on the 
SMART Board to develop their SIPS schedule. Then the 
schedule was loaded into NavisWorks with Timeliner, 
which included the 3D model of the project. The students 
linked their schedule activities to the appropriate objects 
in the 3D model in NavisWorks. When complete, the 
group would review their schedule by using the 4D 
model. They were able to revise their original schedule on 
the SMART Board and update the schedule so that they 
could see the revisions in the 4D model. Figure 8 shows a 
control group developing their schedule in the ICon Lab. 
The experimental group used the VCS learning module to 
select 3D objects in the model and group them. They were 
also able to create activities and sequence them from 
within the 3D model. Group inputs were saved to a SQL 
database and displayed on the SMART Board, which al-
lowed the group to review the activities and the sequence 
they generated. Figure 9 shows students in an experimen-
tal student group discussing sequencing alternatives when 
they were developing their initial schedule. They devel-
oped the schedule and the 4D model at the same time af-
ter they went through this process. Then they were able to 
visualize the 4D model and make revisions. 
Each student group presented their 4D model to the class 
and the instructor in the ICon Lab after their final submis-
sion. The instructor and the class asked questions, pro-
vided comments and discussed alternatives regarding 
each specific 4D model. Figure 10 is a picture of one 
group presenting their 4D model to the class. 

4.4 Assessement of the VCS learning module  

4.4.1 Group process 
In educational research, parameters typically used to 
measure a group process include open communication, 
supportiveness, conflict, and individual input (Gladstein 
1984). One focus of this research was on measuring the 
group communications and interactions to evaluate the 
group process effectiveness. This was achieved by per-
forming a content analysis for each video recorded from 
student group meetings. A video analysis application 
(Studicode) was used to obtain the time for each category 
of communication that was predefined by a multi-level 
coding scheme. Figure 11 shows the coding scheme used 
in this research. 
4.4.1.1 Communications 
Group communications were broadly divided into project 
related communications, technical communications and 
other communications. Project related communications 
had five sub-categories: goal clarification, solution gen-
eration, analysis, evaluation and decision. These catego-
ries were adopted from Badke-Schaub (2002). Badke-
Schaub developed a generic model based on basic cogni-
tive operations to analyze team communication in the 
design process when solving a design problem. Within the 
learning activity, the students are solving a process design 
problem. These communication categories were defined 
as follows for this research: 

1. Project related communications 
- Goal Clarification: Questions, answers, or state-

ments, which clarify the goals and objectives which 
the group needs to achieve along with the require-
ments which they need to fulfill. 

- Solution Generation: Questions or statements, which 
propose potential solutions or new ideas which were 
not proposed previously within the group’s discus-
sion. Some solutions could be more detailed solu-
tions of the previous ones. These solutions can be re-
lated to meeting any of the goals within the project, 
including activity duration, division of work, re-
source utilization, or activity sequencing. 

- Analysis: Questions, answers or statements, which 
clarify, explain, or develop additional information 
regarding a proposed solution. 

- Evaluation: Questions, answers or statements, which 
provide or seek a value judgment related to a pro-
posed solution or a comparison of multiple solutions. 

- Decision: Statements related to conclusive decisions 
for or against a solution. The decision should be a fi-
nal decision agreed upon by the entire group. 

2. Technical communications: Questions, answers or 
statements, which focus on the use of the technology 
tools and applications. 

3. Other: All other communications, which are not in-
cluded in the previously defined categories. For ex-
ample, students may discuss unrelated topics such as 
the weather or unrelated course information. Note that 
silence was excluded from all categories so there is no 
categorization of silence. 

In this research, only the project related communications 
were analyzed. The content analysis result of the 10 vid-
eos is shown in the following table: 
 



Table 1. Time Percentage Spent on Each Communication Cate-
gories of the Total Video Duration. 

 Experimental 
Group 

Control 
Group 

Goal Clarification 5.09% 4.53% 
Solution Generation 17.84% 11.12% 
Analysis 65.73% 79.58% 
Evaluation 7.92% 3.13% 
Decision 3.42% 1.64% 
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Data shown above are the average for five groups in the 
experimental and control group. The time percentage ta-
ble shows that the experimental group who use the VCS 
interface spent more time on clarifying their goals, gener-
ating solutions, evaluating proposed solutions and making 
decisions over the whole communication process. On the 
other side, they spent less time in explaining proposed 
solutions or develop additional information in order to 
solve the problem. The experimental group had a more 
effective group process since it was able to generate more 
solutions, evaluate them and make decisions. At the same 
time, they spent less time explaining solutions and devel-
oping additional information in order to solve the prob-
lem, which made the problem solving process more effec-
tive use of their time. 
4.4.1.2 Group interaction 
The group interaction was also examined since the re-
searcher observed differences in the interactions between 
the control groups and experimental groups in the ex-
periment. In the coding scheme, two types of group inter-
action are defined as: 

1. Collaborative Interaction: Mutual engagement of stu-
dents in a coordinated effort to solve a problem. 

2. Cooperative Interaction: Division of labor so that dif-
ferent people are responsible for portions of the work. 

The hypothesis for this research is that a collaborative 
process produces a more effective group learning experi-
ence since in collaborative interaction, all members in the 
group focus on the same topic and all of them learn more 
about that topic at the same time through discussions. In 
cooperative learning, each individual focuses on their 
own task, it is an effective way to finish a task faster, but 
it may not allow all members in a group to achieve a 
maximum learning experience. 
Table 2. Collaborative vs. Cooperative Interaction Time Per-
centages. 

 
 
Table 2 shows the time percentage each group spent on 
collaborative and cooperative interactions. Group 1 to 
Group 5 is the control group and Group 6 to Group 10 is 
the experimental group. We observed three out of five 
groups in the control group had cooperative interactions 
throughout the process. One group spent a significant 
amount of time using cooperative interaction (56% of the 
overall process). Though the other two groups did not 
have significant amounts of cooperative interaction, it 
was still important to note that no cooperative interaction 
was observed in any of the experimental groups. 

4.4.2 Group product 
For each student group, when they decided they had fin-
ished developing their schedule the first time in the ex-
periment before they reviewed the 4D model, the re-
searcher documented that schedule as an initial schedule. 
Both the quality of the initial schedules and the final 
submitted schedules were evaluated. The quality of the 
initial schedules was evaluated using a standard schedule 
evaluation rubric. Based on a 15-point scale, the average 
grade for the control group was a 10.40, and the average 
grade for the experimental group was a 10.58. The quality 
of the final submitted SIPS was compared between the 
two groups as well. Based on a 30-point scale, the aver-
age grade of the final SIPS for the control group was a 
24.3, and the average grade for the experimental group 
was a 24.5. These increased scores reflect revisions that 
the students made after further reflection and analysis. 
These are not significant difference between the groups in 
overall quality, but it does indicate a small improvement 
using the VCS. 
4.4.3 Student perceptions 
A survey was used to compare students’ perspectives of 
the two different interfaces. Survey results are shown in 
Table 3. These results show that students using the VCS 
interface (experimental group) felt that the 3D model was 
more valuable and fully utilized in helping them develop 
the schedule as compared to students using a traditional 
CPM and 4D interface. A larger percentage of students in 
the experimental group stated that the 3D model helped 
them generate ideas and evaluate other group members’ 
ideas, keep group members focused on the same topic, 
and improved the overall team communication. These two 
interfaces had similar effects in making student group 
members feel confident about their initial schedules, and 
helping them examine their schedules. And, an important 
note for the educational side of the study, students using 
the VCS interface enjoyed the planning exercise more 
than students using the traditional 4D CAD interface. 
 
 
5 CONCLUSIONS 

This study investigated the effectiveness of 4D modeling 
used in construction engineering education for schedule 
visualization. The value of the 4D learning module was 
identified by examining group process, group product, 
presentation effectiveness, and student perceptions. 4D 
learning modules using two different 4D processes were 
compared. Both processes were found to be valuable for 
improving the students’ learning experience. The addi-
tional interactivity in the VCS interface showed some 
additional value beyond the current 4D CAD application. 
When comparing the commercial 4D modeling module to 
the VCS module, it was noted that: 

1. The group process was more effective using the VCS 
interface. 

2. Both the quality of the initial schedule and the final 
schedule developed using the VCS interface were 
slightly higher than using a traditional 4D modeling 
interface, but the differences were not significant. 

3. Significant difference was found in student percep-
tions towards these two interfaces. Students using the 
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VCS interface felt that they were able to generate 
more solution ideas, focused on the common topic 
more easily with other group members, and had better 
communications with their group members. The VCS 
groups enjoyed this experience more than the groups 
using the current 4D application. They felt they had 
more fun throughout the exercise. 

Table 3. Student Perception Surveys from 2006. 
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It was valuable to have a 
large scale 3D model when 
developing our schedule 

4.41  4.13  4.69  0.56  

Our group adequately util-
ized the 3D model when 
developing our schedule 

3.75  3.31  4.19  0.88  

The 3D model helped me in 
generating ideas and evaluat-
ing other people’s ideas 

4.06  3.81  4.31  0.50  

The 3D model provided a 
common media to keep the 
whole group focused 
throughout the process of 
developing the schedule 

4.09  3.94  4.25  0.31  

I felt confident in the initial 
schedule that we developed 
before reviewing the 4D 
model in the ICon Lab 

3.63  3.69  3.56  -0.13  

The 4D model in the ICon 
Lab was helpful for examin-
ing the schedule we devel-
oped.  

4.50  4.56  4.44  -0.13  

I felt more confident in our 
schedule after reviewing the 
4D model. 

4.03  4.06  4.00  -0.06  

The 4D modeling activity 
helped me gain a better un-
derstanding of the SIPS 
process. 

4.00  4.06  3.94  -0.13  

I enjoyed performing the 
exercise in the ICon Lab. 4.03  3.94  4.13  0.19  

The 4D model made it easier 
for me to communicate with 
my team members when we 
worked on the assignment. 

4.19  4.14  4.25  0.11  
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SIMUSURVEY: A COMPUTER-BASED SIMULATOR FOR SURVEY TRAINING 

Cho-Chien Lu, Shih-Chung Kang, Shang-Hsien Hsieh 
Computer-Aided Engineering (CAE) Group, Department of Civil Engineering, National Taiwan University, Taipei, 
Taiwan 

ABSTRACT: This paper presents the development of a computer-based simulator for survey training, referred to as 
SimuSurvey. Because modern survey instruments are usually expensive, difficult to maintain, and sensitive to weather 
conditions, surveying course instructors often find it difficult to supply sufficient high-quality instruments for the class. 
Also, the instructors often suffer the need to repeat similar instructions about instrument operations to individual stu-
dents; and, lack a good means of recording each student’s learning progress. SimuSurvey was designed to address 
these issues - for use in survey training in a computer-generated virtual environment at a low cost. The functions cur-
rently provided by SimuSurvey include: (1) the visualization of a survey instrument and measurement poles involved in 
an assigned survey task; (2) the simulation of the control interface of a real surveying instrument; (3) the recording of 
each student’s performed operations; and (4) design of learning activities for students to practice surveying tasks in a 
simulated environment. The focus of this paper is on the design and implementation of SimuSurvey. An example is pro-
vided to demonstrate the applicability and effectiveness of SimuSurvey to survey training. 
KEYWORDS: simulator, survey training, engineering education, virtual reality, augmented reality. 
 
 
1 INTRODUCTION 

The surveying course is an important core course for most 
vocational schools and universities in the field of civil 
engineering and architecture in Taiwan. A typical survey-
ing course includes both indoor instruction, which covers 
surveying related theories, and outdoor fieldwork, which 
provides students with opportunities to familiarize them-
selves with the proper use of surveying instruments 
(Noéh 1999). As information technology has advances 
significantly and students’ learning styles evolve, adjust-
ment of the survey training method is needed if more ef-
fective training is to be achieved (Muench 2006, Ghilani 
2000, Noéh 1999). 
In the state-of-practice for survey training, survey instru-
ments are expensive, difficult to maintain, and sensitive to 
weather conditions. Surveying course instructors often 
find it challenging to make high-quality instruments avail-
able to the class. Furthermore, Wang (2005) indicates on-
the-job like methods only give novices a limited opportu-
nity to experience real working conditions. In order to 
solve this problem, computer modeling technologies are 
sought after to meet the stringent challenges in equipment 
operation training. Training in a virtual environment can 
be valuable where training in real life situations would be 
impractical because a real field scenario may be danger-
ous, logistically difficult, unduly expensive or too diffi-
cult to control. 
With the advancement of computer graphics technologies, 
recent investigators have developed various computer-
based simulators. Simlog (2004) developed a desktop 

VR-based personal tower crane simulator for training. 
Wang et al. (2004) conceptually designed an augmented 
reality based operator training system to offer an aug-
mented workspace by inserting images of virtual entities 
into the existing real working environment. Lehner (1996) 
presented a distributed virtual environment developed for 
caterpillars where participants communicated and col-
laborated in designing caterpillar products. Considering 
the established needs for operator training in the construc-
tion industry and the speed of internet data transmission, 
Bernold et al. (2002) developed an internet-based backhoe 
operator trainer that offers a remotely located novice 
backhoe operator the opportunity to manipulate a labora-
tory excavator via a joystick. Keskinen et al. (2000) pre-
sented a man-in-loop simulator to be used in operator 
training for accurate boom maneuvers of a hydraulic ele-
vating platform. Other studies, such as Chau (2007), Kang 
and Miranda (2006), Hsieh et al. (2005), Chen et al. 
(2004), and Penumadu et al. (2000), also demonstrate the 
benefit of computer-aided instruction tools in engineering 
education.  
Based on the successful experiences learned from the 
aforementioned investigators, a computer-based simula-
tor, SimuSurvey, has been developed in this work for the 
purpose of facilitating survey training in a computer-
generated virtual environment. A simulator is a device 
used specifically in training to reproduce the conditions of 
the working situation, enabling tasks to be learned and 
practiced safely and economically. Because SimuSurvey 
was designed mainly for educational purposes, its func-
tional design must meet the requirements of teaching and 
learning in survey training. 



Five subsystems were designed into SimuSurvey to sup-
port training activities. They are: (1) the level simulator; 
(2) the theodolite simulator; (3) the accessory simulator; 
(4) the total station simulator; and (5) the tangible control-
ler. This high-fidelity simulation environment aims to 
enrich students’ learning experiences and enhance learn-
ing results.  
Following, the user interface design for SimuSurvey is 
briefly introduced. The system design and implementation 
of SimuSurvey are then discussed. Finally, an example is 
presented to demonstrate how SimuSurvey can be effec-
tively applied to assist teaching and learning in survey 
training. 
 
 
2 USER INTERFACE DESIGN PROCEDURE 

In this study, the concept of user-centered design was 
introduced for designing the SimuSurvey user interface. 
The design procedure is shown in Figure 1. Three major 
steps are followed: requirements analysis, design, and 
prototype and evaluation. In each step, the designer works 
closely with users to ensure the users’ needs are satisfied. 

 
Figure 1. The user-centered design process used in SimuSurvey. 
 
For the first step, analysis, we interviewed experienced 
instructors, college students, and instrument technicians 
to determine the target users’ requirements. The four ma-
jor requirements are summarized: 

- The survey instrument and measurement poles in-
volved in an assigned surveying task need be visual-
ized. 

- The control interface needs to be as similar as possible 
to that of real surveying instruments. 

- Users’ operation procedures should be recorded. 
- The instructors should be able to, through a flexible 

interface, design learning activities so that students 
can practice the designed survey tasks in a simulated 
environment. 

The second step, design, moves a project from under-
standing problems to envisioning solutions. In our study, 
we organized the design step into three more-or-less or-
dered sub-steps. First, we designed an information archi-
tecture that focuses on functionality, refraining from 

specifying details about what SimuSurvey will look like or 
how users will manipulate it. The second sub-step focused 
on the design of the graphical user interface (GUI). In this 
sub-step, our main concern was how to display informa-
tion in the most desired way. The interface layout, button 
arrangement, and color scheme used in the interface need 
to be carefully considered. Finally, in the third sub-step, 
the interaction between the users and the interface was 
considered. 
After the interface design is complete, the third step, pro-
totype and evaluation, is carried out to confirm that users 
are able to achieve their goals using the designed inter-
face. Re-design is needed if usability problems are found 
in the evaluation process. To accelerate the redesign proc-
ess, we used paper-based prototypes to test multiple pro-
posed solutions with users. This type of prototype is 
called a low-fidelity prototype, that is, a rough sketch, and 
has been broadly used in GUI design. Although details of 
system interaction are not specified in the low-fidelity 
prototype, users can still evaluate the sketch in the context 
of a particular scenario. Potential users are able to read 
the scenario and use the low-fidelity prototype as an aid 
while considering whether or not the interface meets their 
requirements, and, how it can be developed to meet their 
information and interaction needs. 
 
 
3 ARCHITECTURE OF SIMUSURVEY 

The architecture of SimuSurvey is shown in Figure 2. The 
top level in the architecture is the user interface, which is 
the layer between the system and the users. The second 
level consists of the system functions, including visualiza-
tion, virtual environment setup, learning behavior record, 
virtual surveying instrument control, and multi language 
interface. The third level is the system running environ-
ment. Since system functions of SimuSurvey are imple-
mented using C# programming language (Liberty 2006) 
and OpenGL computer graphics library (Shreiner et al. 
2005), SimuSurvey can run in all environments that sup-
port the .Net framework for C# and OpenGL run time 
libraries. The concept of C# application running in .Net 
framework is similar to Java applications running in Java 
virtual machine. The use of the bytecode (Meyer, 1997) is 
for reducing the dependency of an application on an oper-
ating system. 

 
Figure 2. The architecture of SimuSurvey. 
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4 SYSTEM DESIGN AND IMPLEMENTATION 

In developing SimuSurvey, we first need to model and 
visualize the survey instruments on computer. Then, a 
scene visualization module is needed to allow instructors 
to create a training scene in the virtual environment. In 
addition, we need functions for setting up the designed 
learning activities in the virtual environment, and for re-
cording users’ operational behaviors. The following sub-
sections discuss the design and implementation of these 
functions and modules in SimuSurvey. 
 
4.1 Virtual instrument modeling and control 

Virtual Instrument is an instrument model constructed in 
a virtual environment. This model aims to offer the train-
ees a learning tool that has behaviors similar to that of a 
real survey instrument. In this research, the virtual in-
strument is modeled by a simplified geometric form of a 
real survey instrument. The geometry consists of rectan-
gular cubes, cylinders, and cones, using the SolidCube, 
SolidCylinder and SolidCone subroutines of the OpenGL 
graphics library. 
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Figure 3 shows the modeling, in SimuSurvey, of a 
theodolite, currently the most important and accurate in-
strument for angle measurement (Fialoszky 1990). As 
shown in Figure 3(a), the theodolite is placed on top of a 
tripod with two coordinate frames, one is the global coor-
dinate frame and the other is the local coordinate frame 0, 
located at the center of the tripod base. The theodolite 
consists of three parts: the top, central, and bottom parts.  
Figure 3(b) shows the top part of the theodolite. It con-
sists of a housing, standards, telescope, vertical circle and 
an eye piece focus. Two coordinate frames are designed 
to simulate the behavior of the telescope, as shown in 
Figure 3(c). Coordinate frame 5 is located at the geomet-
ric center of the theodolite. The variable Z0-5 represents 
the distance along the Z direction between the coordinate 
frame 0 and coordinate frame 5 and is used to model the 
height of the virtual instrument. The variable θ5 of frame 
5 is used to control the rotation of the telescope, while the 
variable θ6 of frame 6 is used to simulate the focal dis-
tance control. 
Figure 3(d) shows the tripod model used to provide a sta-
ble and rigid support with rough horizontal alignment for 
a survey instrument in the virtual environment. It consists 
of three legs and a head. Three coordinate frames are de-
signed to simulate the behavior of the tripod, as shown in 
Figure 3(e). The variable θ9 of frame 9 is used to simulate 
the expanding angle of one of the tripod legs. The vari-
able X9-12 represents the distance along the X direction 
between coordinate frame 9 and coordinate frame 12 and 
is used to simulate the extension length of one of the tri-
pod legs. Coordinate frame 3 is located at the center of 
the tripod head for linking with the theodolite. 
Figure 3(f) shows the bottom part, central part, and a sec-
tion of the top part of the theodolite. The bottom part is 
used to connect the tripod to the rest of the theodolite. 
The central part of the theodolite consists of the horizon-
tal circle and an element on top for supporting the rotation 
axis of the telescope and for facilitating rotation of the 
central part about the vertical axis. As shown in Figure 

3(g), the variable θ2 of frame 2 is used to represent the 
initial angle of the horizontal circle, while the variable θ4 
of frame 2 is used to simulate the rotation angle of the 
horizontal circle. Table 1 summarizes the variables used 
for modeling the virtual theodolite on a tripod. 
In addition, as shown in Figure 4, a control panel has also 
been designed as a user interface for manipulating the 
virtual instrument. 

Table 1. The variables for modeling the virtual theodolite on a 
tripod. 

Variable Representation 
θ2 The initial angle of the horizontal circle 
θ4 The rotation angle of the horizontal circle 
θ5 The vertical rotation angle of the telescope 
θ6 The control for focal distance 

θ7, θ8, θ9 The expansion angles of tripod legs 
X7-10, X8-11, X9-12, The extension lengths of tripod legs 

Z0-5 The instrument height of the theodolite 
 

 
Figure 3. Modeling of a virtual instrument in SimuSurvey. 
 

 
Figure 4. The interface for controlling the virtual instrument. 



4.2 Scene visualization 

The main purpose of the Scene Visualization module is to 
provide users with a simulation environment for practic-
ing surveying tasks. The Scene Visualization module pro-
vides a view controller to allow users to select the top 
view, front view, right view, and perspective view during 
operation. Since the surveying tasks can be easily shown 
in different views, this module can also assist instructors 
in demonstrating examples and explaining surveying con-
cepts more clearly.  
The visualization interface of SimuSurvey allows users to 
practice two important surveying skills: aiming toward a 
target and reading through the telescopic eyepiece. Users 
are allowed to zoom in and out on the scope view, as 
shown in Figure 5(a), by adjusting the telescope focus 
value on the virtual instrument. In order to better visualize 
the horizontal and vertical alignment angles of the virtual 
instrument, we draw two circles, named V-circle and H-
circle, as shown in Figure 5(a), for displaying the values 
of the vertical and horizontal angles respectively. Figure 
5(b) shows the View control interface of SimuSurvey that 
allows users to shift between top, front, right and perspec-
tive views, as shown in Figure 5(c), 5(d), 5(e), and 5(f), 
respectively.  

 
Figure 5. Scene visualization of SimuSurvey. 
 
4.3 Virtual environment setup 

The function of Virtual Environment Setup is to provide 
an interface for instructors to design learning activities for 
students to practice survey tasks in a simulated environ-
ment. Figure 6(a) and 6(b) show a virtual surveying train-
ing environment before and after the setup of measure-
ment poles and level rulers. 
SimuSurvey provides three functions for setting up the 
virtual environment. The first function is designed for 
controlling the lighting in the virtual environment. This 

function simulates real lighting by allowing for change of 
the position and color of the lights in the virtual environ-
ment. The second function is designed for setting up the 
measurement poles, the reference targets commonly used 
in surveying practice, as shown in Figure 6(c). The third 
function, as shown in Figure 6(d), is designed for setting 
up the position of the level ruler, a vertical ruler used for 
measuring the distance from the ground. 
With SimuSurvey, instructors are able to set up various 
practice scenes for students using a standard personal 
computer setup. The preparation time was found to be 
much less than that needed in setting up a practice envi-
ronment in the field. Students can also benefit from the 
use of SimuSurvey because they can practice more exam-
ples for better understanding of the concepts and opera-
tional procedures.  

 
Figure 6. Setting up poles and level rules in the virtual environ-
ment. 
 
4.4 Learning behavior recorder 

In most training for surveyors, the trainees learn the skills 
to operate the equipment by following the steps: (1) ob-
serve the trainer’s demonstration of standard operation 
procedure; (2) imitate that operation procedure step by 
step; and (3) repeat the whole procedure without assis-
tance from the instructor. One of the most important tasks 
for an instructor is to follow the learning progress for 
each and every student in the class. However, in Taiwan 
most vocational schools today, an instructor needs to si-
multaneously train as many as 40 students. It is very 
cumbersome for them to monitor the students’ learning 
progress.  
In most cases, the instructor assigns trainees a surveying 
task, and then examines whether or not they have success-
fully completed this task. However, this method only al-
lows the instructor to check whether the final state of the 
instrument meets the standard. Should the surveying re-
sult be incorrect, instructors have few clues to find when 
and where the task went wrong. Therefore, we imple-
mented, in SimuSurvey, a function that records the history 
of the user’s performed operations.  
Figure 7(a) shows the interface of the Learning Behavior 
Recorder. This interface allows users to record and play-
back operations performed on the virtual instrument. In-
stead of recording the animation frame by frame, we pa-
rameterize the operations and store them on the hard disk. 
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In this way, the required storage space is significantly 
reduced. While users replay the operation, SimuSurvey 
will read the time history of the parameters, as shown in 
Figure 7(b), decode them and generate the animation in 
real time. This function allows the instructor to review the 
details of each trainee’s operations and locate where they 
went wrong. Students can also use this function to review 
standard procedures, and practice them for reinforcement.  

 
Figure 7. Learning Behavior Record in SimuSurvey. 
 
 
5 APPLICATION EXAMPLE 

To verify the feasibility of the system, we developed an 
application example that supports teaching activity during 
surveyor training. In this example we measure azimuth, 
the direction of a line as given by an angle measured 
clockwise from the north end of meridian (Kavanagh and 
Bird 1996). However, the real survey fieldwork, the north 
direction cannot be obtained directly. Surveyor has to 
calculate the north direction from known coordinates. 
Based on the authors’ teaching experience, the azimuth 
concept and the procedure of obtaining north direction are 
not easy to explain to a novice surveyor. By introducing 
the interactive environment provided in SimuSurvey, in-
structors can more effectively demonstrate the azimuth 
concept.  
Here we use an example to demonstrate an azimuth 
measurement problem, as showing in figure 9(a). Imagine 
two points, point A and point B. The North-East (NE) 
coordinate of point A is A(NA,EA) = (3000,400). The NE 
coordinate of point B is B(NB,EB) = (400,3000).  
We used SimuSurvey to demonstrate how to find the azi-
muth (φAB) and reverse-azimuth (φBA). First, we will 
change the scene window to the top view using the View 
Control Interface. And next, set two poles in the virtual 
environment, one is at coordinate A(NA,EA)=(3000,400), 
and the other is at coordinate B(NB,EB)=(400,3000). After 
setting the poles, we move the virtual instrument to coor-
dinate A(3000,400) and set the initial direction of the 
horizontal circle target at the north direction. Next, we 
clockwise turn the horizontal circle target toward coordi-
nate B(400, 3000). Now the user can read the horizontal 
angle as 135°00’00” from the surveying information win-
dows, as showing in figure 8(b). Because the initial direc-
tion of the horizontal circle is targeted to the north direc-
tion, the azimuth (φAB) from A to B is equal to horizontal 
angle.  
To demonstrate finding the reverse-azimuth, we move the 
virtual instrument from coordinate A to coordinate B, and 
clockwise turn the horizontal circle target toward coordi-
nate A. The azimuth (φBA) form B to A is 315°00’00” 

shown in the survey information window, as shown in 
figure 8(b). The reverse-azimuth (φAB) from A to B is 
equal to azimuth (φBA) from B to A, 315°00’00”. The re-
verse-azimuth (φAB) that is to reverse and azimuth (φAB) 
add 180° to the original direction. Their relationship can 
be expressed as: 

Reverse-azimuth (φAB) = Azimuth (φAB) + 180° (1) 

This application example of SimuSurvey was tested in the 
surveying class at Daan Vocational High School, a well-
known surveyor training institute in Taiwan. After the 
class, the students were asked to fill out a questionnaire, 
to assess their learning motivation and to take a quiz to 
measure whether or not they had correctly learned the 
concept. The results of questionnaire reveal that 91% of 
the students agree (including strongly agree and agree) 
that the virtual instrument can be of benefit to their learn-
ing. The scores of the quiz indicated that 66% of the stu-
dents could answer the questions about azimuth correctly. 
From the authors’ experiences, the results are superior to 
those of traditional teaching methods.  

 
Figure 8. The azimuth and reverse-azimuth example. 
 
 
6 CONCLUSIONS 

In this paper, the development and application of 
SimuSurvey, a computer-based simulator for surveying 
training, have been presented. The user-interface and 
functional components of SimuSurvey have been care-
fully designed to meet the needs of teaching and learning 
in surveying training. Therefore, both the instructors and 
students can benefit greatly from the designed functions 
of SimuSurvey. The functions provided by SimuSurvey 
allow the instructors not only to demonstrate the concepts 
and operational procedures of a survey instrument more 
effectively than traditional methods but also to flexibly 
design learning activities for the students to practice, so 
they can learn efficiently in a convenient environment. 
Moreover, SimuSurvey can record the history of each 
student’s operations allowing instructors to analyze and 
identify the common learning problems of the students. In 
addition, the implementation of SimuSurvey allows it to 
be run in all environments that support the .Net frame-
work for C# and OpenGL run time libraries.  
In the application example provided in the paper, we have 
demonstrated how to use SimuSurvey for teaching the 
concept of azimuth, one of the most difficult concepts for 
novice surveyors. We have also tested SimuSurvey in the 
Survey course teaching at Daan Vocational High School 
in Taipei. The preliminary results indicate that both the 
students’ motivation to learn and their technical results 
are significantly better than those using the traditional 
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teaching approach. More thorough investigation on the 
effectiveness of applying SimuSurvey in surveyor train-
ing is currently underway and the results will be reported 
in a future paper. 
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ABSTRACT: At Graz University of Technology a lot of experience in the investigation of possibilities of using Multime-
dia or Internet based applications in Higher Education has been gathered. Especially in the field of civil engineering 
we can look back to six years of practice in this field.  
In 2001 the project iVISiCE (interactive Visualizations in Civil Engineering) was started. A great number of web based 
animations, visualisations and interactive learning objects have been developed for visualisation and simulation of ba-
sic structural concrete relations.  
During the last two years the buzzword Web 2.0 shocked the traditional e-Learning World. The Internet got more inter-
active and usable for end-users. Phrases like “user-generated-content” and “give-and-take-culture” pervade our daily 
life. From this point of view the Institute of Building Informatics decided to teach using these new tools in order to 
gather experiences and to play a kind of pioneering role in this field. Since winter 2005 a Wiki is used to support the 
main lectures of the institute. Students wrote articles themselves and collaborated in the process of learning a pro-
gramming language. Finally, since this semester Podcasting has started. This means that each lecture is recorded and 
provided to the students in various file formats. 
The paper gives an overview about all activities within the last six years. Beginning with animations and ending with 
the use of Web 2.0 applications, like Wikis or Podcasts, we have always tried to ensure high quality of our education. In 
the summary it is clear that these small, but regular innovations definitely helped to improve the lectures in the field of 
civil engineering. 
KEYWORDS: e-learning, building informatics, structural concrete, web 2.0, wiki, podcast. 
 
 
1 INTRODUCTION 

“The most profound technologies are those 
that disappear. They weave themselves 

into the fabric of everyday life until they are 
indistinguishable from it.” 

(Mark Weiser, 1991) 
Mark Weiser (Weiser, 1991) postulated the need of digital 
end-user devices which are completely integrated in our 
daily life. Long before personal computers were available 
in nearly each home, long before mobile phones were 
used by nearly everyone, long before Internet access was 
realized for nearly whole world, he talked about pervasive 
or ubiquitous computing (Matten, 2003). Similar to the 
emerging improvement of hardware (computer and net-
work) the World Wide Web offered great possibilities for 
new business areas – the New Economy was born during 
the turn of the millennium. e-Learning was one of the new 
fields, which promised to revolutionize the area of teach-
ing and learning - “The World Wide Web offers educators 
a new medium to deliver teaching and learning material – 
one which bring new and exciting ways of learning, and 
an alternative to traditional teaching techniques” (Allen, 

1998) – this was one of thousands similar statements in 
the very first beginning. A lot of projects, international 
and national initiatives ware started to support the teach-
ing and learning process using these new technologies. 
Especially institutions of education spent power, time and 
money to improve their lectures. But if we look back and 
summarize, was e-Learning successful? Could e-Learning 
meet the high expectations? How did the possibility to 
work online change our teaching and learning behav-
iours? 
Of course, also Graz University of Technology began to 
use the Internet for teaching and learning purposes and 
since then a lot of experience in the investigation of pos-
sibilities of using Multimedia or Internet based applica-
tions in Higher Education has been gathered. Especially 
in the field of civil engineering we can look back to a six 
years of practice in our lectures. In this publication we 
like to give a short overview about all e-Learning activi-
ties of the Faculty of Civil Engineering, especially in the 
area of structural concrete and building informatics. 
 
 
 



1.1 The change of the World Wide Web 

During the last decade the World Wide Web has evolved 
into a large worldwide network as it was announced by 
many computer experts in the early 1990’s. The idea of 
Tim Berners-Lee (Berners-Lee, 1989) that everyone can 
contribute to this network can be remarked as starting 
point for this development. Digital content as well as mul-
timedia files could be distributed on the Internet by a 
simple uploading process. The so called first generation 
of the web was a conglomerate of static web pages mostly 
made by web designers or people with programming 
knowledge. Communication and interaction were mainly 
restricted to eMail, newsgroups, chats and instant messag-
ing. The situation for e-Learning was similar: learn or 
course management systems offered these functionalities. 
Nowadays, the buzzword Web 2.0 (O’Reilly, 2006) and 
its applications changed the possibilities of the Internet 
dramatically. Weblogs, Podcasts or Wikis and other Web 
2.0 features allow the typical end-user to be an active par-
ticipant without any special programming knowledge. 
The “traditional” e-Learning world is currently moving 
towards these techniques (Ebner et. al, 2007). 
From one way to learner-driven, from macro to micro 
content, from formal to informal learning, from course-
ware to Wikis – however, the incredible speed of raising 
possibilities must be proved very carefully. A lot of re-
search work in this area will be necessary, but it can be 
pointed out that currently e-Learning 1.0 is replaced by e-
Learning 2.0. 
 
 
2 LEARNING – THEORETICAL BACKGROUND 

At the very first beginning we must note that multimedia 
cannot improve per se the learning of the individual. 
Learning is a basic cognitive process, which has to be 
done by the learners themselves (Wilson et al, 1974), 
(Hall, 1989), (Solso, 1995). Until now, the often adduced 
Nuremberg funnel, in which knowledge is poured into the 
heads of learners, is not realizable. With other words the 
learning outcome cannot be improved by simple content 
providing. 
Teaching and learning are both social processes and are 
happening between people: teachers are interacting with 
learners, learners are interacting with other learners and 
since few years there is a new kind of interaction – be-
tween learners and computers. The possibility of interac-
tion is absolutely necessary, because learning as a highly 
social process proceeds through and bases on conversa-
tion (Dewey, 1916), (Holzinger, 2002). Learning needs 
immediately feedback in the same way as user-dependent 
reactions.  
A further advantage of using multimedia is the aspect of 
motivation. By increasing motivation learners can be en-
gaged or attention to the learning material can be hold for 
a longer period of time.  
Due to these facts it must be pointed out that the strength 
of the World Wide Web and multimedia in education lies 
mainly in the collaboration aspect. The chance of improv-
ing the learning behaviour is to expand the lecture room 
with new possibilities. The worldwide access to the con-

tent as well as to communication tools helps to support 
learning processes and is often expressed by the famous 
A³ (anytime, anywhere, anybody).  
Web 2.0 technologies allow another step forward – the 
learner him/herself can actively participate. He/she is no 
longer just a content consumer but he/she now also has a 
possibility to write his/her own contributions, to collect 
and share his/her preferred learning content and to play a 
much more important role in the whole learning context. 
Didactical concepts based on the constructivism learning 
theory can be supported in a much better way as years 
before. 
 
 
3 EXPERIENCES WITH INTERNET TECHNOLO-

GIES IN HIGHER EDUCATION 

In the following text some examples from Graz Univer-
sity of Technology which were made during the last six 
years are presented. 
 
3.1 The project iVISiCE 

Since the end of 2001 the e-Learning project iVISiCE 
(Interactive Visualisation in Civil Engineering) has sup-
ported lectures in the field of civil engineering at Graz 
University of Technolgy (Ebner & Holzinger, 02). With 
the aid of a learning management system (Ebner et al., 
06) appropriate content has been made accessible to the 
students. Due to the fact that a student of civil engineering 
has to gain an intuitive understanding of structural behav-
iour the education is strongly based on visualisations. 
Furthermore, one the strengths of multimedia is that mul-
timedia provides more descriptive sequences by using 
graphical animated elements. Bearing in mind the didacti-
cal concept and the teaching situations in the lecture 
room, three key aspects were defined (Ebner & Holzinger, 
04): 

 
Figure 1. Animation of a prestressed concrete beam. 

 
- Communication: As mentioned above, learning proc-

esses are social processes between teachers and learn-
ers. As a consequence communication tools must be 
provided to enable getting in contact, discuss or sim-
ply asking questions. To bring lecturers and students 
more in touch leads to a more in-depth learning (Lee 
Price & Lapham, 03). During the lecturers computer-
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mediated communication was used in various ways – 
asynchronous (discussion forum, eMail, virtual black-
board, thematical uploads) as well as synchronous 
(chats, virtual office hours, video chats) tools were 
used. In the summary of experience shows us that 
these tools are absolutely necessary for online learning 
and teaching (Ebner & Holzinger, 05). 

- Visualisation: The second main part consists of a 
number of animations and visualisations. Complex 
engineering problems are mainly explained in a 
graphical way. The traditionally way is to draw it on 
the blackboard or overhead transparency. If there are 
trajectories or movements the explanations was lim-
ited to different pictures. The goal was to improve the 
understanding of engineering problems by animating 
essential topics: for example fig. 1 shows a prestressed 
concrete beam with related stress, strain and bending 
line. 

- Interaction: Bearing in mind that a learning process 
can be activated by actively engaging the learners to 
do something, so called Interactive Learning Objects 
(ILO) were programmed. Each ILO consists of three 
parts (Ebner & Holzinger, 2003):  
1. Information and learning material: Consists of the 

information about the learning material and the ma-
terial itself. 

2. Communication: Possibilities to get in the contact 
with the lecturers. 

3. Assessment: Allow the students to monitor their 
learning process and determine where they need 
more practice on their own. 

Fig. 2 shows the developed game “Internal Force Mas-
ter”, where students can train their knowledge about in-
ternal forces. Within a short time frame the learner has to 
choose the correct answer. Otherwise the game ended and 
the high-score list is presented. After running for four 
years now, I can be pointed out that the game helped to 
increase the learners’ motivation. 

 
Figure 2. Online game 
 
3.2 Engineering software 

When analyzing subjects like mechanics and structural 
analysis as they are taught today during the first 6 semes-
ters at the faculties of civil engineering sciences, one no-
tices that for over 50 years almost nothing has changed 
regarding contents and teaching methods. Teaching the 
basics of structural analysis, in particular equilibrium and 
the effects of forces on idealized structures, is done pri-

marily by using mathematical descriptions of physical 
laws and some graphic methods. However, in this early 
phase of their studies students do not yet really under-
stand the application of mathematics to practical prob-
lems. Therefore the success in learning is small and lim-
ited to adopting certain methods for selected special 
cases. Only the best students take the step from "know-
ing" to "understanding". As a result time must be spent in 
following lectures on the repetition of basic knowledge, 
taught already in previous courses. 
Today all those hand methods have been replaced in prac-
tical civil engineering by one, the finite element method. 
This method presupposes the use of computers and causes 
the didactical difficulty that the understanding for statics, 
acquired so far in innumerable computations by hand, has 
to be achieved in a new way. However, the so called 
„feeling for statics” cannot be gained in solving problems 
with commercially orientated FE-programs, as the theory 
on how to get a solution is completely hidden within the 
program. 
In the second course on structural analysis, one tries to 
introduce beside the traditional methods new teaching 
techniques which pursue the following objectives: 

- every step is repeated on a large number of examples, 
- programming replaces hand computation, 
- simulation is more important than computation, 
- detailed knowledge on the theory of finite elements is 

only taught in the master program. 
When using the finite element method the step from un-
derstanding statically determinate to indeterminate struc-
tures takes place completely naturally, which is not possi-
ble with the hand methods. However, employing this 
method makes it more difficult to teach the theory behind 
it. Practical programs are not suitable here, too, as the 
interaction of forces, constraints and transfer of forces 
cannot be experienced in real-time. For this purpose 
model tests would be most suitable, but they are difficult 
to adopt in the lectures in a consistent way. To solve this 
discrepancy a didactical statics simulator program has 
been developed at the ETH Zurich, which is called 
EasyStatics (Anderheggen and Steffen, 2003). It can be 
used intuitively and offers an absolute real-time simula-
tion of statical computations for arbitrary frames and 
trusses by theory of 1. and 2. order, including stability, 
eigenvalue and rigid-plastic computations. In up to four 
different windows variations of a structure or a theory can 
be simulated simultaneously.  
In shortest time the influences of varying geometry, load 
positions and boundary conditions can be studied. The 
effect on deformation, interior forces and cross section 
resistances are visualized graphically. The real-time cal-
culation permits a continuous simulation of different con-
ditions and to directly experience the reaction of the sys-
tem. 
 
3.3 Bauwiki 

The concept of Wikis was introduced by Bo Leuf and 
Ward Curringham in 1995 (Leuf & Cunningham, 2001) 
with the aim to develop an easy-to-use knowledge man-
agement system enabling effective and efficient online 
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collaboration. With a Wiki each user is able to create, 
edit, revise or link articles – just on demand.  
The most known and famous Wiki is the online encyclo-
paedia Wikipedia with more than 4 millions articles in 
100 languages. The main concept is that anyone (even in 
an anonymous way) can edit or change existing articles or 
maybe write a new one. On the basis of a world wide 
community, which is working completely voluntary, the 
world largest encyclopaedia has been created. Of course 
the success of collaboration is very interesting for learn-
ing purposes if we consider that team working is an es-
sential part of the curriculum.  
The Institute of Building Informatics decided to launch a 
TWiki (one of 200 different open source Wiki systems) 
for the first time in the beginning of 2006. The aim was to 
support the lecture Computer Science II for students of 
civil engineering by creating a knowledge base for search-
ing and retrieving information on visual basics program-
ming language for applications (VBA). Students were 
supposed to use the Wiki during the whole semester, ex-
tending and refining the articles in the Wiki. As basic 
motivation students were allowed to use this content in 
the written exam. Fig. 4 shows a Wiki page from this lec-
ture. 

 
Figure 3. EasyStatics for realtime simulation. 
 

 
Figure 4. Bauwiki (http://bauwiki.tugraz.at). 
 

In a second attempt the lecture Computer Science I for 
Civil Engineering was supported by a Wiki system. The 
first step was to create online articles. Comparable to 
Wikipedia each student had to write an article about a 
special civil engineering topic (for example structural 
concrete). On the one hand students learned a primitive 
form of hyper language and on the other hand the end 
product was an encyclopaedia of more than 150 pages. 
 
3.4 Podcasts 

The term “Podcast” is a mash of Apple´s mp3 player 
“iPod” and the word “broadcast”. A definition of “Pod-
cast” as Wikipedia explained it “A podcast is a media file 
that is distributed by subscription (…) over the Internet 
using syndication feeds, for playback on mobile devices 
and personal computers.”  
With other words only the combination of a media file 
with the RSS technology, where users are able to sub-
scribe can be named as Podcast. The use of Podcasts in 
Higher Education is mainly a recording of the entire lec-
turers – audio (the voice of the lecturer) and video (cap-
turing the computer screen of the lecturer). This file is 
post-worked and afterwards distributed online in four 
different formats: .avi (all operating systems), .mp3 (only 
audio), .swf (navigatable through all slides) and .m4v (the 
iPod file). With this file types nearly all devices can be 
supported. Fig. 5 shows a screenshot of a Podcast of the 
lecture Computer Science I. 

 
Figure 5. Podcast of lecture Computer Science I. 
 
 
4 DISCUSSION  

After six years of experience in e-Learning, especially in 
the field of civil engineering we share the opinion of 
many of our colleagues: teaching and learning are very 
heterogeneous processes with more than one possible 
solution. Maybe there are more solutions than available 
didactical concepts – that is one problem which must be 
considered. 
It can be pointed out that e-Learning has a great potential 
to support lecturers in various ways. Since Web 2.0 tech-
nologies there are many new possibilities for support the 
learning process.  
We like to summarize our main principles: 

- Didactical concept: The starting point is always the 
didactical concept. How and what are the lecturers 
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teaching? What is the goal of the lecture and what 
should be the learn outcome? What is the type of the 
lecture? 

- Systematic support: E-Learning support should be 
very systematic and flexible. The lecturers should only 
use tools or applications they really need. A high 
number of tools which are never used lead to very 
negative experiences for all participants. 

- Learner Centred approach: A main principle is to sup-
port the learning process, but this also means that the 
typical learner should be involved in the programming 
process. Usability processes have attended all imple-
mentations (ILOS, animations) to ensure that the 
learning material is easy to use (Holzinger & Ebner, 
03).  

- Community based: Learning and communication are 
linked inseparably. Learning is strongly based on 
questions and if teacher and learner are able to discuss 
problems this leads to a more in depth-learning (Gallin 
& Ruf, 93). From this point of view communication 
tools are a core necessity.  

- Device independence: Due to the fact that a lot of dif-
ferent devices with even more operating systems are 
available, learning materials should be developed in-
dependently from it.  

 
 
5 CONCLUSION 

On one hand the explosion of knowledge in all areas of 
the building industry and at the same time the demand for 
a rationalisation of the curriculum, caused by the intro-
duction of the Bologna model, asks for a fundamental 
change of today's teaching and learning methods. Today's 
still unexhausted possibilities of e-learning and e-
teaching, as well as the rapid development of mobile in-
telligent devices (smart phones, play stations) should be 
used more efficiently. The development of special simula-
tion programs, such as EasyStatics, show a new way of 
knowledge transfer.  
On the other hand, the danger that students get lost in the 
flood of electronically available teaching material can not 
been neglected. An international exchange of experiences 
would be very helpful. 
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ABSTRACT: There is limited published research and discussion on pedagogical approaches in architectural education. 
Problem (or Project) Based Learning is used successfully in other professional disciplines, and, consequently, there 
have been attempts to utilise the same pedagogical approach in architectural education. This paper critically reviews 
PBL implementations at the Faculty of Architecture, Technical University of Delft (TUDelft), Netherlands and the De-
partment of Architecture, University of Newcastle, New South Wales, Australia and draws general conclusions about 
the implementation of PBL in architecture and particular recommendations with respect to the teaching of architectural 
computing. 
KEYWORDS: PBL; architectural education; computing. 
 
 
1 PROBLEM / PROJECT BASED LEARNING IN AR-

CHITECTURAL EDUCATION 

There is only a limited literature available on the rele-
vancy and effectiveness of PBL implementation in archi-
tectural education. PBL in architectural courses is usually 
confined to the studio and does not affect or interact with 
the teaching of other subjects in the curriculum (Maitland, 
1997). The challenge becomes more severe when the goal 
is to simulate true-to-life design tasks across the whole 
curriculum (Westrik and de Graaff, 1994), but such work 
as is reported is usually limited to presenting the curricu-
lum structure and the learning theory of an architectural 
version of the PBL pedagogical approach. In general 
terms, Boud and Felletti (1997) consider that discussions 
of PBL are mostly focused upon the aspects that are 
“more descriptive of process” rather than “analytical of 
either process or outcome.” The exact questions of PBL 
relevancy, and how the PBL implementation is carried out 
in the most distinctive features of architectural education, 
its contents and its conventional teaching methods, have 
not been elaborated. 
A number of authors have reported experiences of using 
PBL in the teaching of architectural computing (Goldman 
and Zdepski, 1987; Kalisperis, 1996; Marx, 1998; John-
son, 2000; Rügemer and Russel, 2000; Wyeld et al, 2001, 
Silva, 2001, Delgado, 2005). However, most of them deal 
with specific teaching modules, which are applied within 
the boundaries of the design studio itself or try to inte-
grate computing into an existing curriculum (Juroszek, 
1999) rather than causing actual changes to its structure. 
 
 
 
 

2 PBL AT THE TECHNICAL UNIVERSITY DELFT, 
NETHERLANDS 

Before the introduction of PBL, the curriculum essentially 
consisted of a series of design projects complemented by 
technical courses and skill development exercises. Stu-
dents could choose from over 1000 different courses and 
projects. There were large differences in the quality of 
projects, integration with other parts of the curriculum 
often failed and the programmes were almost impossible 
to manage. The problem was made worse by the scale of 
the faculty: having approximately 2,400 students and over 
450 staff members either permanent or part-time, the Fac-
ulty of Architecture was one of the largest faculties in the 
university. This, in itself, made managing the educational 
program and integration of the curriculum almost impos-
sible (de Graaff and Bouhuijs, 1993a; de Graaff, 2001). 
Furthermore, the cost of managing such a large faculty 
was also considered too high (de Graaff and Bouhuijs, 
1993a). 
All of these problems were recognised by the Dutch Min-
istry of Education who considered that the way architec-
ture was taught in the faculty was not sufficiently based 
on the comprehensive technological and scientific foun-
dations expected in a technical university (Verken-
ningscommissie Bouwkunde, 1988). Given that there 
were also some 30 art academy Schools of Architecture in 
the Netherlands and that the TUDelft training was more 
expensive, these two factors led to the ultimatum received 
from the ministry: the Faculty would have to be closed 
down unless major improvements were made.  
A decision to undertake a large scale educational restruc-
turing was initiated by the Faculty Board in 1989 (Woord 
and de Graaff, 1993). With support from educational ad-
visors from the Limburg State University of the Nether-
lands, a committee - the Program Committee Building 
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Sciences (PKB) - was established to introduce PBL as a 
way of improving the performance of the Faculty of Ar-
chitecture (de Graaff and Cowdroy, 1997). Although the 
staff did not agree unanimously, and there was a time 
constraint on the preparation of the PBL curriculum, the 
implementation of PBL was executed six months after the 
establishment of the committee (de Graaff and Cowdroy, 
1997). 
 
2.1 The PBL curriculum structure 

The proposed PBL curriculum structure for the Faculty of 
Architecture consisted of four years study duration di-
vided into two cycles. The first cycle, for years 1 and 2 
was structured in thematic blocks, each containing a 
broad introduction to architectural principles and tech-
nologies (Bosch and Gijselaers, 1993). It was intended to 
provide students with the basic insight, knowledge and 
skills required by the architectural profession (Woord and 
de Graaff, 1993). The second cycle, for years 3 and 4, was 
multidisciplinary in character (Bosch and Gijselaers, 
1993). Here, each student had the choice to specialise in 
one of the five majors traditionally offered by the Faculty: 
architecture, building management, building technology, 
housing or urban design (Woord and de Graaff, 1993). 
The first cycle of the PBL curriculum was divided into 12 
study periods, each approximately 6 weeks long, and 
called the “thematic blocks”. These thematic blocks were 
arranged in a fixed sequence (de Graaff and Bouhuijs, 
1993b; de Graaff and Cowdroy, 1997). Each block fo-
cused on a particular theme, enabling students to work on 
a series of “cases” related to the designated theme, which 
was derived from questions or problems areas of building 
sciences practice (de Graaff and Kolmos, 2003). The 
themes designed for the 12 blocks were the house; the 
building process; the city; the building; the wet cell; the 
area; the building program; form and function; the techni-
cal installation; the environment; renovation and second 
use; and materialisation (de Graaff and Bouhuijs, 1993a). 
The thematic blocks were intended to replace the tradi-
tional teaching of lectures with PBL small group work 
(although lectures were given in addition where students 
did not have enough prior knowledge to work with more 
complex themes unaided) and to replace the traditional 
design project with a “limited” design exercise. Support 
was provided from teams of teachers, who acted as facili-
tators during analysis of problem in PBL small group dis-
cussions (de Graaff and Cowdroy, 1997) and as supervi-
sors in the design exercises session taking place in “studio 
like setting” (Frijns and de Graaff, 1993). Additionally, 
students were also provided with various forms of learn-
ing resources, such as literature and videos. 
In the second cycle, the sequential order of blocks was 
abandoned and replaced by the provision of compulsory 
and elective subjects organised in the form of modules. In 
the third year of study, students would have the options to 
choose modules that were related to their specialised ma-
jors. In the early stage of the students’ third year study, 
they were not required to commit themselves to any one 
of the five majors offered. However, prior to the comple-
tion of their third year study, they would have to make a 
definitive choice, either to majoring in architecture, build-
ing management, building technology, housing or urban 

design. Consequently, the fourth year was dedicated to 
work on students’ final graduation projects (Woord and 
de Graaff, 1993). 
 
2.2 Organisational structure 

Radical changes were made to the organisational structure 
in order to establish centralised control over the new cur-
riculum structure, and to ensure successful implementa-
tion of the PBL curriculum (Bosch and Gijselaers, 1993; 
Woord and de Graaff, 1993). The proposed organisation 
structure had two levels of management. At the macro 
level, committees were responsible for controlling and 
monitoring the PBL implementation, whilst, at the micro 
level, academic staff were responsible for carrying out the 
implementation process. At the macro level, the Faculty 
Board (FB) had the ultimate authority, with input from 
the Study Advice Committee (SRK) and The Faculty 
Council (FR) (Woord and de Graaff, 1993). The FB in-
stalled the Implementation Committee for Building Edu-
cation (ICOB) with the responsibility for the development 
of the new PBL curriculum, and the coordination of the 
whole implementation process. ICOB was chaired by the 
Dean of the Faculty and coordinated the micro level of 
the organisation structure. Ironically, members of ICOB 
were selected on the basis of “personal merit,” rather than 
as representatives of various existing departments within 
the faculty (de Graaff and Bouhuijs, 1993b; de Graaff and 
Cowdroy, 1997). Therefore, the de facto organisational 
structure was not reflected in ICOB. 
ICOB played the main role of connecting the macro and 
micro levels. Some members of ICOB were also members 
of year planning groups (JPG). The JPGs main function 
was to coordinate the educational programme and the 
evaluation of the course year concerned (Woord and de 
Graaff, 1993). JPG consisted of twenty three (23) mem-
bers (de Graaff and Cowdroy, 1997), including the year 
coordinators who chaired the meeting within block 
groups, the block coordinators invited from the existing 
different departments, the skill acquisition coordinator, 
and one or two students representatives (Woord and de 
Graaff, 1993). Hierarchically below JPG, the block coor-
dinators chaired their respective curriculum groups, or 
block groups. Each of the block group had further sub-
divisions, six thematic blocks for the first and second 
years and five disciplines for the major graduation years. 
The proposed new organisation structure that accompa-
nied the introduction of PBL in the Faculty of Architec-
ture was far more complex than the traditional organisa-
tion structure that had discipline-oriented departments. 
This complexity proved to be too complicated for the 
general academic staff to fully participate, especially as 
the traditional structure was not entirely abandoned, but 
still functioned to organise the modules offered in the 
matrix organisation of the third year, and the major 
graduation projects of the forth year (Bosch and Gijse-
laers, 1993). The PBL’s new curriculum structure, that 
consisted of thematic blocks and a matrix organisation of 
“differentiations”, was actually erected as a “shadow” to 
the traditional structure (de Graaff and Cowdroy, 1997). 
As such, the two didactic systems ran concurrently for 
several years. The traditional organisation structure also 
needed to be maintained during the early part of PBL im-
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plementation as the old curriculum was still in operation 
to accommodate the remaining students who started their 
architectural education under that system. 
 
2.3 Didactic cultural changes 

The Faculty Board (FB) was aware that a staff develop-
ment program would be needed in order to raise the 
commitment of staff and students, and to stimulate wide 
participation in the PBL implementation. As such, the FB 
outlined a staff development program by means of 
“teacher training” sessions. These were planned to intro-
duce academic staff to the educational strategies of the 
new curriculum (de Graaff and Bouhuijs, 1993b). The 
training focused on both development of the new PBL 
educational techniques, and the acquisition of new atti-
tudes towards the learning concept (Woord and de Graaff, 
1993). 
The Department of Educational Research and Develop-
ment of the University of Limburg, Maastricht, the Neth-
erlands, was commissioned to provide the needed teacher 
training in the Faculty of Architecture, TUDelft (de 
Graaff and Bouhuijs, 1993b). Academic staff in the Fac-
ulty of Architecture received their first training in PBL 
from the Maastricht consultants in January 1990. 
Moreover, to make the staff development program more 
effective, some of the academic staff were given the re-
sponsibility to prepare blockbooks that served as guides 
for both academic staff and students in their endeavour to 
adapt to the new learning philosophy. Constructing their 
own blockbooks was believed to inspire a deeper under-
standing of the PBL implementation concept and process. 
Indeed, the prepared blockbooks had to be approved in 
advance by the programme committee prior to the imple-
mentation to confirm the academic staff’s understanding 
of the philosophy of PBL (Woord and de Graaff, 1993; de 
Graaff and Bouhuijs, 1993b). 
There was no specific programme designed for students’ 
development prior to the implementation of PBL in the 
Faculty. It was expected that staff who had undergone the 
training sessions were expected to transfer the PBL phi-
losophical concept and its learning techniques to students 
during the implementation process. 
 
2.4 Assessment methods 

Frijns and de Graaff (1993) noted that the choice of as-
sessment methods should be congruent with the educa-
tional and instructional principles of the new PBL cur-
riculum, as different types of assessment evoke different 
study behaviour among students. In this case, the Faculty 
took the decision to assess students’ ability in three com-
petency domains: factual knowledge, practical and tech-
nical skills, and design proficiency. Students’ factual 
knowledge was tested by mean of examinations, which 
came in the forms of true or false items, multiple choice 
questions and open-ended questions. The examination 
took place at the end of each block period, with minimum 
passing grade of 5.5 on a ten-point scale. The lack of ex-
pertise in the construction of true or false questions raised 
structural problems with the quality of questions pre-
sented to students, and worse, the true or false items were 
considered to focus too much on factual knowledge in a 

way that acted against the integrative philosophy of a 
PBL pedagogical approach. In addition, the open-ended 
question was seen as lacking reliability, and was too time-
consuming to mark. 
In a different way, students’ practical and technical skills 
were measured by using assignments, oral presentations, 
written essays, and work samples. This assessment 
method was carried out, based on either students’ individ-
ual works, or their group work. On the other hand, design 
proficiency was assessed in a very similar way to the tra-
ditional architectural design education, where students’ 
works were graded using criteria outlined by “juries”. 
This assessment method still raised points of serious con-
cerns because of its unlimited breadth of “subjectivity of 
rating,’ that resulted in a very time-consuming assessment 
process (Frijns and de Graaff, 1993). 
 
 
3 PBL AT THE DEPARTMENT OF ARCHITECTURE, 

UNIVERSITY OF NEWCASTLE, NEW SOUTH 
WALES, AUSTRALIA 

The decision to adopt PBL in the Faculty of Architecture, 
University of Newcastle, New South Wales, Australia 
was also influenced by the fact that the Faculty faced sev-
eral problems regarding its existence in the university. As 
the smallest faculty in the university, and one of the 
smallest faculties in Australia (de Graaff and Cowdroy, 
1997), the Faculty of Architecture struggled to keep up 
with 14 larger professionally accredited architecture 
schools in Australia which provided better facilities to 
students. In competition with larger architecture schools, 
the faculty experienced a period of “instability and doubt” 
over its future (Maitland and Cowdroy, 2001), due to the 
problems of maintaining distinct disciplines which were 
found in the larger faculties, keeping academic staff 
commitment to the faculty development, and keeping 
design as the central and most important aspect of its ar-
chitecture course (de Graaff and Cowdroy, 1997). 
The faculty had a small academic staff: only ten full time 
teaching staff, three staff on fractional appointments, and 
20 “sessional” teachers, including several postgraduate 
tutors (Maitland and Cowdroy, 2001). With this small 
scale of faculty, the struggle to maintain the same disci-
plines as in the two tier degree structure of architecture 
course duplicated from the University of New South 
Wales caused the academic staff to have a substantial 
teaching load that consequently led to staff dissatisfaction 
(de Graaff and Cowdroy, 1997). 
With support from architects' profession in Newcastle, the 
Faculty of Architecture decided to review its architecture 
curriculum. In order to initiate changes, whilst enhancing 
Architecture’s distinctive profile in the faculty a process 
of “critical self-evaluation” was begun. Through numer-
ous debates, workshops and seminars, the faculty came to 
focus on the key problems of relevancy and integration in 
the architectural curriculum (Maitland and Cowdroy, 
2001). A course review undertaken in 1984 also con-
cluded that the primary objectives of an architecture cur-
riculum should include the relevance of content, and inte-
gration of areas of knowledge around the central focus of 
design (Ostwald and Chen, 1994). Any means of renewal 
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should consider keeping the curriculum relevant to the 
current changes and innovations in architectural profes-
sion regionally and worldwide. In addition, renewal 
should also be able to overcome the problem of separation 
between different strands of the architectural curriculum 
(Maitland and Cowdroy, 2001). 
It was then discovered that the Medical School in the 
same university had been using a PBL pedagogical ap-
proach since 1976 (de Graaff and Cowdroy, 1997) to ad-
dress similar problems of “relevance and curriculum 
fragmentation” (Maitland and Cowdroy, 2001). The fac-
ulty then took advantage of the “smallness and provincial 
location” of the faculty to get a unanimous decision to 
experiment with a similar approach using PBL. Since 
there was still some trepidation, the undertaking of PBL 
approach would only be done on basis of a trial, in case it 
did not work, the new programme would be abandoned 
(de Graaff and Cowdroy, 1997). 
 
3.1 PBL curriculum implementation 

The Faculty of Architecture developed a PBL architecture 
curriculum from a variation of the medical model with 
support from curriculum development staff of the Medical 
Faculty in the same university (de Graaff and Cowdroy, 
1997). However, the faculty realised that the natures of 
medical and architectural disciplines were different, the 
former was concerned with “discovery and diagnosis” 
whilst the latter was about “invention and finding re-
sponses to problems for which there was no one correct 
solution” (Maitland and Cowdroy, 2001). As such, direct 
adoption of the medical PBL approach would not be ap-
propriate to architecture. Instead, the faculty referred to 
Schön’s (1985) ideas of enhancing the design studio as a 
powerful model for an architectural form of dynamic 
problem solving. The faculty resolved to strengthen the 
design studio that had declined in the faculty, by using 
PBL to generate “an integrated problem solving environ-
ment” in the studio (Maitland and Cowdroy, 2001). One 
proclaimed strength of this resolution of coupling Schön’s 
ideas and PBL approach was the relevance of the stu-
dents’ learning to real architectural practice (Ostwald and 
Chen, 1994). 
The Faculty started to implement the new PBL approach 
in March 1985 for the first year students (Maitland and 
Cowdroy, 2001). It was the Faculty’s intention to intro-
duce PBL progressively to the curriculum of years 2, 3, 4 
and 5 in succeeding years with the same cohort of stu-
dents (de Graaff and Cowdroy, 1997). However, the en-
tire 5-year programme was converted to the PBL ap-
proach in 1987, only two years after its introduction, due 
to the demands of students in later stages of the course 
that they should also be included in the new approach 
(Maitland and Cowdroy, 2001). The decision to accelerate 
the conversion process was also due to the difficulty faced 
by the faculty in running two different educational ap-
proaches in parallel (de Graaff and Cowdroy, 1997). 
 
3.2 Curriculum structure 

The curriculum structure in the Faculty was organised in 
the form of a two-tier degree structure. Three years study 
was required for students to gain the Bachelor of Science, 

with an additional two years of study to receive their 
Bachelor of Architecture that entitled them to be graduate 
architects. However, the new PBL curriculum structure 
was implemented mainly in the first, second and third 
years of the architectural programme. In the fourth and 
fifth years of study, students were presented with a “more 
comprehensively integrated approach” that was called 
Integrated Learning (IL) or Integrated Problem Based 
Learning (IPBL) (de Graaff and Cowdroy, 1997), that 
was in itself an integration of ideas of the studio-based 
learning model and the Problem Based Learning model. 
Unlike the PBL implementation in the Faculty of Archi-
tecture, TUDelft, and in most medical schools that focus 
on short duration of problem cycles in block themes, the 
implementation of PBL in the Faculty of Architecture, 
University of Newcastle, maintained the centrality of de-
sign problems in its semester-like curriculum structure. A 
semester lasted for several months, and each year of study 
was divided into two semesters. This semester structure 
enabled the lengthy process of integration and reconcilia-
tion to take place successfully and to cover most aspects 
of architectural content adequately, ranging from the real 
identification of needs, the conceptual design phase, to 
the detailed constructional drawings of the proposed solu-
tions (Maitland, 1997). Nonetheless, the two semesters of 
each year were still linked to a particular theme, based on 
building typologies, so that students would be exposed to 
a full range of types, each with its particular social, eco-
nomic and cultural context (Maitland, 1997). 
In this IPBL approach, the problem of integration was 
tackled by eliminating boundaries between disciplines 
and subjects, so that seven combined study areas 
emerged. The combined study areas were professional 
skills, user studies, site studies, cultural studies, design 
studies, technical studies, and implementation studies. 
The emergent study areas focused on developing particu-
lar sets of knowledge, skills, specialisations, and expertise 
to reflect the modus operandi of architects in current prac-
tice, as precisely identified by the Australian Architects’ 
Registration Boards and the Professional Institute (Mait-
land, 1997). Here, the relevance of IPBL curriculum and 
architectural learning methods were demonstrated by pre-
senting students with real design problem and real clients, 
selected from particular model firms of architects (de 
Graaff and Cowdroy, 1997). 
By eliminating independent lecture courses, the inter-
sected arrangement of a two tier degree structure and 
seven integrated study areas formed a matrix organisa-
tion, in which the “individual study areas were introduced 
and developed through their successive application of 
problem exercises”. The essence of the integrated ap-
proach was that the knowledge and skills developed in 
each study area must be capable of being applied in the 
context of design problems presented. Presented in the 
form of project briefs, the design problems set for each 
theme or semester were meant to drive the integration of 
various study areas and the content of the curriculum 
around the central activity of design. 
The implementation of a PBL pedagogical approach in 
the Faculty of Architecture, University of Newcastle, re-
quired only a slight change in the faculty organisational 
structure. There was no need to make significant changes 
for the reason that the faculty did not encounter any diffi-
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culty in establishing control in the management. The new 
organisational structure reflected the implementation of 
PBL by providing design studios with additional support 
from coordinators and consultants of identified study ar-
eas. This additional support meant to replace the lectures 
classes provided in the traditional curriculum structures. 
 
3.3 Assessment methods 

The implementation of PBL in the Faculty of Architecture 
at University of Newcastle revitalized changes in the as-
sessment method as well, to bring about a “somewhat 
complex” assessment system (Banerjee, 1994). Here, stu-
dents were assessed in the form of a “continuous grading 
of work through the year, with mid and end of year re-
views, and a final compilation of assessment into a single 
graded year result” (Maitland, 1997b). This continuous 
form of assessment process served not only as evaluation 
and feedback of students’ performance, but also as an 
integral part of the whole learning process (Cowdroy and 
Maitland, 1994). Thus, the architecture PBL curriculum 
had “twin priorities” in its assessment process; students’ 
ability in design integration, and their knowledge and skill 
development in the seven study areas (Maitland, 1997b). 
Students’ performance in design integration was allocated 
50% of the overall assessment, and the remaining 50% 
was allocated for their knowledge and skill in individual 
study areas. As both areas had equal importance, students 
were required to achieve an adequate standard in each of 
the required domains (Maitland and Cowdroy, 2001). 
Assessment of students’ ability in design integration was 
within the province of group tutors and year managers 
who played the role of design juries. With the company of 
invited guests, a panel of juries periodically reviewed and 
critiqued students’ work, most commonly at intermediate 
and the end stages of a problem phase (Maitland, 1997). 
The assessment of students’ knowledge and skill in the 7 
individual study areas was done by study area consultants 
in two ways. Firstly, consultants assessed students 
through the main design submissions and its phase works, 
based on criteria and objectives set by them and given to 
students at the start of the problems (Maitland, 1997). 
Secondly, students’ knowledge and skill were assessed 
through a separate design assignment, submission of re-
port, laboratory work, tutorials, and examination (Baner-
jee, 1994; Maitland, 1997). 
 
 
4 GENERAL CONCLUSIONS 

The decision to introduce PBL should be discussed 
amongst not only the decision makers, but also the archi-
tectural academic staff who would be involved in the im-
plementation process. 
The design of an architectural version of PBL should be 
done with advice and references not exclusively from the 
general educational specialists who are experts in PBL 
pedagogical approach, but also from architectural teach-
ing staff. 
In terms of curriculum design, the nature and types of 
problems to be used as the triggers for learning in archi-
tectural PBL pedagogical approach should be thoroughly 

researched and developed, for relevancy, before the 
commencement of the PBL implementation. 
Issues of relevancy should also be confronted in terms of 
what suitable PBL mechanisms may be included in the 
proposed architectural PBL approach. Relevancy of PBL 
mechanism, such as its learning process and techniques, 
to architectural studies and disciplines must be analysed 
at the planning stages to ensure its suitability to architec-
tural education. For example, PBL group discussion alone 
is not enough to generate integration in architectural stud-
ies, but the experiential “learning by doing” feature of the 
conventional methods of architectural teaching should 
also be incorporated to ensure that the provision of design 
skills development is available in the proposed system. 
In terms of curriculum structure, the design studio should 
be used as the arena for integrating architectural knowl-
edge. Having separated venues and time allocations for 
PBL group discussion and design studio, as had been 
practiced in the Faculty of Architecture at TUDelft, does 
not contribute to the comprehensive integration of knowl-
edge. Since architectural education requires both the ac-
cumulation of architectural knowledge and the develop-
ment of various skills among students, too much emphasis 
on group discussion may jeopardize the development of 
various professional skills required for architectural stu-
dents. 
A degree of flexibility should be allowed for. For exam-
ple, a strict ban on the use of lectures as one of the learn-
ing techniques should be waived so that any architectural 
knowledge that could not be disseminated via group dis-
cussion, such as history, could also be incorporated in 
PBL. Flexibility in the assessment methods should also be 
provided to give weight to the conventional architectural 
method of assessing design product as part of a PBL 
mechanism. 
In terms of the issues of managing change, a proper moni-
toring system of the PBL implementation process should 
be designed and carried out by an elected committee. 
The design of an architectural version of PBL should in-
clude the provision of staff induction, training, and devel-
opment to promote understanding, acceptance and com-
mitment among the academic staff towards the implemen-
tation. Academic staff should master methods of deliver-
ing knowledge in PBL before the implementation even 
starts, so that the proper role of facilitators can be prac-
ticed in the learning process. 
 
 
5 SPECIFIC POINTS OF RELEVANCE TO THE 

TEACHING OF ARCHITECTURAL COMPUTING 

The problem should be sufficiently complex to not only 
engage the students’ interest but also bear some relation-
ship to real world circumstances. Simply finding out how 
to operate a particular piece of software may be seen as a 
parallel to the bathroom mirror example. Suitable projects 
should relate to design studio work and not be seen as 
separate activities away from the main focus. One exam-
ple might be the modeling and representation of prece-
dents related to the current studio project. 
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The task should be open to multiple interpretations. In 
architectural computing this might encompass the selec-
tion of alternative software packages or forms of repre-
sentation. 
The assignment should be of sufficient duration to allow 
students to meaningfully engage with the problem. As 
indicated previously six weeks appears to be an optimum 
duration. 
Teamwork and sharing of information leads to an en-
hanced learning experience. 
Reflection on learning outcomes and skills gained is of 
particular importance. Students acquire important “ge-
neric skills” in these classes and it is worth reflecting on 
these skills and documenting them in “Personal Devel-
opment Portfolios”. 
The project should allow for the development of a range 
of skills. Examples might include the mixing of scanned 
and manipulated traditional media with computer gener-
ated media or photo-montaging CAD images onto 
scanned photographs. Presentations may use hardcopy 
media or projected images. 
CAD modeling and imaging may be taught alongside 
traditional manual drawing and modeling. 
The selection of suitable precedents is crucial. One of the 
key considerations is the availability of sufficiently de-
tailed and accurate source material to work with. 
The project is more meaningful if the participants have 
been involved in the collaborative definition of the prob-
lem formulation. 
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EFFECTS OF TEACHING ENVIRONMENTS AND THE DIGITAL MEDIA:                            
THE CASE OF A PARAMETRIC DESIGN SYSTEMS COURSE 

Saban Özsariyildiz, Reza Beheshti 
Design and Construction Processes, Department of Building Technology, Faculty of Civil Engineering and 
geosciences, Delft University of Technology, the Netherlands 

ABSTRACT: The information and communication technologies (ICT) and the digital media have created excellent con-
ditions for changing the learning, training and teaching environments. New modes of teaching in higher education sub-
jects can enhance ones ability to proactively constructing his or her personal learning universe. These developments 
have contributed to distant learning becoming widely available and accessible. In this regard the idea of lifelong learn-
ing has started to pave its way towards the knowledge driven society of the future. This paper identifies and evaluates 
issues relevant to the emerging eLearning paradigm. These observations are based on an ongoing experiment on effects 
of such environments. The goal is to discuss the widely perceived scope provided by these technology-based learning 
environments for increased pedagogical opportunities in order to enhance student learning, institutional objectives for 
growth in the face of intensified competition in the higher education sector and the expansion of mass education 
throughout the world. This paper reports some experiments that are carried out in the framework of the undergraduate 
and postgraduate elective course of Parametric Design Systems at Delft University of Technology. 
KEYWORDS: elearning, distant learning, life-long learning, digital media. 
 
 
1 INTRODUCTION 

Web based learning, Wireless technology and the digital 
media have created profound effects on the learning, 
training and teaching environments at all levels of educa-
tion and training. These have exerted significant influence 
on modes of teaching higher education subjects. These 
environments are modelled to enhance ones ability to 
proactively constructing his or her personal learning uni-
verse. According to the Pedagogical Praxis these technol-
ogy-based learning environments are used in both educa-
tional settings and professional practices to develop a 
deeper understanding of particular domains. The issue of 
eLearning is to this end increasingly influencing univer-
sity education and training at the workplace. These virtual 
leaning environments involve the production, deploy-
ment, exchange and brokerage of learning resources 
(method and content) as well as their usage for profes-
sional training and university education. In this regard 
eLearning provides a technology-enhanced knowledge 
transfer via a large-scale service-oriented learning infra-
structure. Here the term knowledge denotes any kind of 
instructional resources used by the learner to achieve 
knowledge or skills (Beheshti & McKechnie; 2005, Zreik, 
2000; Beheshti & Dado, 2005; Bruner, 1966, 1988; ). 
This paper identifies and evaluates issues relevant to the 
emerging eLearning paradigm based on an ongoing ex-
periment on effects of such environments and in the light 
of changing cultural tends, social behaviours, learning 
habits and teaching modes of all societies. The goal is to 

discuss the widely perceived scope provided by these 
technology-based learning environments for increased 
pedagogical opportunities in order to enhance student 
learning, institutional objectives for growth in the face of 
intensified competition in the higher education sector and 
the expansion of mass education throughout the world. In 
addition, results of Bales’ Pyramid of learning have been 
considered, showing diminishing productivity of tradi-
tional systems (Bales, 2001). The combination of all these 
issues has led to the rapid adoption of eLearning tech-
nologies into the learning and training processes. This has 
been transforming the learning environment, internation-
ally and is predicated upon expectations of the communi-
cations’ capability, declining costs and continuous im-
provements in ease of use of these technologies. The po-
tential for greater interactivity, flexibility, more function-
ality and lower delivery costs are powerful drivers and 
have put eLearning on top of the educational agenda in 
institutions around the world (McKechnie, 2005; Collins 
et al, 2006; Delhoofsen, 1991, 1996; Bartlett-Bragg, 
2005; Forbes, 2005; Laurillard, 1993). They highlight the 
impact of a decade of profound changes in education 
across the world and the proliferation of the complexity 
and strengths of forces acting upon us. As a result educa-
tional environments are altered and adapted. The features 
of these new and emerging landscapes of our universities 
are changing with new and emerging technologies (Sav-
ery & Duffy, 1995; Negraponte, 1995). 



2 LEARNING AND TEACHING ENVIRONMENTS 

Preparation of multimedia learning resources requires 
selecting the most appropriate media for any task and 
makes a reasonably detailed analysis of the strengths and 
weakness of the chosen media (Collins et al, 2006). In 
this regard the purpose of selecting and using a digital 
learning environment is not necessarily making an exact 
translation of the course materials into the format of the 
chosen media. “The implementation of new technology 
methods cannot take place without the system around it 
adjusting to the intrusion of the new media. To preserve 
what is good traditionally and also preserving its mission 
to develop knowledge and educate others, the higher edu-
cation system needs a more robustly adaptive mechanism 
(Laurillard, 1993; Scott & Bradley, 2005). Making use of 
the new media is taking up the challenge of the technol-
ogy in the interest of education with the desire to widen 
access to education and promote lifelong learning (Ingra-
ham, 2001; Prochaska, 1992; Rosenberg, 2001). 
Lecturing is a long standing tradition for transferring 
knowledge to university students. For some time the effi-
ciency of this method has been questioned. For instance a 
closer look at the Learning Pyramid of Bales (Figure 1) 
indicates the average retention of knowledge with respect 
to several methods of transferring knowledge and learning 
modes (Bales, 1996). His research has revealed that the 
traditional lecture as mode of teaching provides the least 
retention of knowledge. This is a rather passive way of 
learning and in particular with decreasing usefulness with 
the increasing of number of attending students where the 
opportunity for dialogue makes place for monologues. 
This has always been compensated by stimulating stu-
dents to learn by reading (learning by self study), au-
dio/visual/live demonstrations (learning using senses), 
discussions (learning by dialogue) and exercises (learning 
by doing). 

 
Figure 1. The Learning Pyramid of Bales (after Bales National 
Training Laboratories, Bethel, Maine, USA, 1992). 
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The potentials of digital media can be exploited for creat-
ing effective learning environments that are capable of 
responding to new cultural and social developments as 
well as being able to facilitate all modes of learning. Nev-
ertheless the most important and crucial element remains 
to be the commitment and motivation of students. This is 
an essential factor in increasing effective learning. This 
also means that the learning environment needs to be 
flexible and inviting. It needs to take into account condi-
tions and possibilities of individual students. Arguably a 
range of personal modes and moments of learning can be 
defined that are suitable for different types of passive or 
active learning. This environment introduces a greater 
degree of self learning. Digital media (and eLearning fa-
cilities) will be used as an enabler for creating the per-

sonal freedom for a student who will be able to study at 
the most convenient time and using the most appropriate 
personal mode of learning. The role of the lecturer is in-
fluencing the exploitation of this freedom by offering 
different modes of knowledge transfer and learning 
modes. In other words this is a well thought of process 
that is offered to students counting on their motivation 
and commitment. In an eLearning framework the learning 
process may be either a solitary individual activity or a 
collaborative group activity where both synchronous and 
asynchronous communication can take place or a combi-
nation of these (Smit et al, 2006; Wall et al, 2006; Veer-
man et al, 1995; van der Drift & Vos, 1987). Knowledge 
driven societies will profoundly revolutionaries the con-
cept of learning and teaching. Lifelong learning will in-
evitably dominate the future of human educational sys-
tems. 
Teaching and learning in isolation in order to memorize 
for the examination should become obsolete because they 
only reinforce short-term knowledge. Knowledge acquisi-
tion and application of the knowledge need to take place 
and repeated at the same time and in different variations 
(VanDerVleuten et al, 2000, Stutt & Motta, 2004; ). Un-
derstanding theories, methods and techniques of active 
learning provides an important context for defining teach-
ing strategies and the potential importance of practices 
such as working in small groups, learning by doing, work-
ing with real-life problems, and interactive exchanges 
(Prochaska, DiClemente & Norcross, 1992). The learning 
strategy should be designed for developing insight and 
understanding of the theoretical framework of subjects 
and constructing meaningful didactics for a computer-
based learning environment. In this regard the starting 
point is the business processes, i.e. the education process 
starting from subscription till becoming an alumnus. The 
information processes will be defined in terms of which 
functions are needed and considering the use of open 
specifications and standards (i.e. providing interoperabil-
ity). With respect to the interoperability issues, it is im-
portant to broaden the discussion to look at the architec-
ture as a digital learning and working environment 
(DLWE) and not solely as the classic virtual learning en-
vironment. The information process that is required to 
support a student’s learning process should not be hin-
dered by technical barriers. Even if the underlying sys-
tems are different, the front-end interface for the end-user 
may still be one coherent environment. Furthermore the 
technical processes will be defined in terms of which 
tools are required, the client/server architecture, an inte-
grated system or a combination of interoperable technical 
components, etc. (Dado, et al, 2007). 
 
 
3 ONGOING TEACHING AND LEARNING EX-

PERIMENTS 

At the faculty of Civil Engineering and Geosciences, the 
Division of Design and Construction Processes offers 
various courses on processes in the Building and Con-
struction industry but also some courses on the applica-
tion of ICKT (Information, Communication and Knowl-
edge Technology) for the BC industry. The students are 
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offered an introduction into the ICKT and different mod-
elling techniques for solving problems in the Building and 
Construction industry such as Geographic Information 
Systems (GIS), CAD systems, numerical models, etc. 
During the course a wide range of ICKT applications are 
discussed because the faculty of Civil Engineering and 
Geosciences has several disciplines such as building 
physics, material science, water management, coastal en-
gineering and transportation engineering. During this 
course, students learn the fundamentals information mod-
elling using UML and writing a software program in Java. 
They develop an application capable of solving a specific 
(civil engineering) problem for instance in the Building 
and Construction domain. The students also can choose 
from several elective courses such as the Parametric De-
sign Systems or a mathematical modelling and simula-
tion. The students with an interest in the Building Infor-
matics are stimulated to follow elective courses on Prod-
uct Modelling and Knowledge Technology for the BC 
industry that is followed by two courses in Advanced De-
sign Systems. Blackboard offers the basis eLearning envi-
ronment for all courses at Delft University of Technology. 
In addition there is a need for experimenting with new 
learning and teaching approaches to accommodate chang-
ing conditions, individual situations and new digital me-
dia. Particularly attention is given to knowledge driven 
personal learning environments that necessitates deviating 
from conventional (often lecture room based) approaches. 
In other words new tools require new rules, new ap-
proaches and new environments. Our observation of the 
results of current and emerging education methods points 
to its usefulness and positive effects on the study results 
of students. For instance the students are offered more 
flexibility in terms of choosing courses. They can make 
their study plan based on combining relevant and desired 
courses. Technically this produces a problem for the 
courses administration, time planning and allocation of 
resources (allocation of lecture rooms, planning of the 
courses and assignments of lecturers). In addition the stu-
dents often are confronted with choosing parallel running 
courses. Digital learning environments often help to re-
duce these problems. Also, an initial and tentative obser-
vation of these methods shows an increased enthusiasm 
on the part of students and willingness to study beyond 
expected requirements. The possibility of studying at 
flexible hours that are not bound by time-table and loca-
tion of lectures, allows them to pay more attention to the 
content. In some cases they increased the content of the 
study by further research of the content via the Internet 
(for instance Google Scholar or library search). Our ob-
servation was also acknowledged finding of Bales regard-
ing effects of learning. The following section describes 
one of the experiments regarding changing conditions of 
the learning environment that encourages individual time 
management as well proactive learning based on personal 
requirements and conditions. This ongoing experiment 
proved to be more effective in terms of insight, under-
standing, engagement and commitment of students. 
 
 
 

4 THE CASE OF THE PARAMETRIC DESIGN SYS-
TEM 

The Parametric Design course allows students to learn 
about the basic principles of computer graphics and in 
particular creating parametric design systems. The princi-
ples of computer graphics are presented during several 
lectures where the students learn different theories, meth-
ods and techniques for modelling graphic information 
such as vector formats, pixel formats, solid modelling, 
etc. Also the students learn about graphic transformations 
of these formats such as scaling, moving, copying, mirror-
ing, Boolean operations, etc. In addition, some database 
concepts are explained such as relational databases and 
object-oriented databases. These database concepts form a 
bridge for theory about product modelling. Students learn 
roughly the ideas of feature models and semantic product 
models. In this course the basic principles of product 
modelling is explained including object diagrams using 
Unified Modelling Language (UML). At the end of the 
course, students should be able to read UML object dia-
grams and even be able to create their own object models. 
A practical exercise forms a large portion of the course. 
The students build upon their previous knowledge of a 
CAD system and construct a solid model of an object (a 
building in this case). They are free to choose the object 
of their design they wish to create and are also free in the 
set-up of their design drawings. 
The second part of the exercise is to develop a parametric 
design system by programming a CAD system (Auto-
CAD). The solid model they created in the first part of the 
exercise needs to be ‘parameterised’ and programmed 
using the ‘Visual Basic for Applications’ within the CAD 
program AutoCAD. Other CAD systems like Microsta-
tion or ArchiCAD can also be used when the students 
have the working knowledge these systems (respectively 
JAVA and GDL). The students have to define the pa-
rameters that are relevant for their design and have to 
discuss with the supervisors their plan for programming 
the system. Although the students may have some skills 
in computer programming and UML, they are still offered 
two crash courses in AutoCAD solid modelling and VBA 
programming. Groups of two students work on the exer-
cise at least ten hours a week and are supported by the 
exercise supervisors. The experience shows that a group 
of two students always creates the most effective condi-
tion for learning. 
The problem with an elective course is its time planning 
that in most cases coincides with obligatory courses, pre-
venting students from being present during the lectures 
and exercises. The eLearning environment Blackboard is 
used to provide the students with all documents related to 
the course. Following the experience with the ITC-
Euromaster, an experiment was conducted to tackle the 
problems facing the course of Parametric Design Sys-
tems. The lecturer and the students collectively agreed 
upon the most suitable time for the lectures (most students 
were at home). Some lectures were delivered in a tradi-
tional fashion but the Click-To-Meet environment re-
placed the lecture hall (Figure 2).  

  



 
Figure 2. Snapshot from an eLecture. 
 
The remaining lectures were recorded using MS Pro-
ducer. These vLectures were posted on the Blackboard 
and the students were asked to prepare themselves at their 
own convenient time. The experience showed that stu-
dents were able to learn the material because they were 
able to formulate questions and discuss the content of the 
lecture that increased their insight. One analysis can be 
the concentrated attention of the student to the lecture that 
provided a focused look at the screen and being cut off 
from the outside noise by the voice of the lecturer in the 
headphone (Figure 3). 

 
Figure 3. Figure 4 Snapshot from a vLecture. 
 
At the agreed times eTutorial were held where the stu-
dents and the lecturers had animated discussions the con-
tent of the course. The enthusiasm of the students was as 
such that each eTutorial was prolonged beyond the agreed 
time span of 90 minutes (Figure 4). The students in an 
assessment session expressed their preference for the 
mode of learning. In particular they noted that for the first 
time they spent time on studying a course on a weekly 
basis instead of leaving the study to a few days before the 
examination. Supervision of exercises was arranged as 
small group eTutorials and by emails. 
The purpose of the exercise is to develop a parametric 
design system for a factory building. The parameters were 
defined as dimensional specifications for the building 
given by the client, value-comparison to specify which of 
the previous parameters has the higher priority and the 
requirement for the roof that can also be specified by the 
client. In this approach the parametric design provides the 
technical solutions for designers (i.e. cost and price) and 
functional requirements provide value for the client. This 
idea is based on the value-price-cost model developed by 

Hennes de Ridder at Delft University of Technology 
(Dreschler, et al, 2005; Özsariyildiz et al, 2006). The first 
task was a dialogue window for the requirements specifi-
cation (Figure 5a).  

 
Figure 4. Snapshot from an eTutorial. 
 
The next task is to provide a Solution Specification dia-
logue window. In this window  
The priority of the requirement parameters is displayed at 
the top. Depending on the parameters specified by the 
client, the designer can input the proper dimensions for 
the building. When these dimensions are filled in, the 
program will automatically generate the proper amount of 
columns needed for the building. The width of the col-
umns and the height of the floors are also calculated (Fig-
ure 5b). 
Next stop is the dialogue window for the roof specifica-
tions. At this stage the designer provides more detailed 
parameters for the dimensioning of the roof depending on 
the requirement given by the client (Figure 5c). 

 
Figure 5. Snapshots from an application developed as part of the 
course requirement: 

a The opening dialogue window of parameters (user re-
quirements) 
b The dialogue window of parameters (design specifica-
tions) 
c The dialogue window of parameters (roof specifications) 
d The cost specifications of the factory building 
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At this stage the program calculates the total cost for the 
entire factory building using the specified dimensions and 
some common cost parameters. The client and the de-
signer are presented with the most relevant values. The 
amount of resources required per segment of the building 
(e.g. cost per m2) and the total price of the building in-
cluding the profit is displayed (Figure 5d). 
Finally the program generates a three dimensional image 
of the factory building and its structural design using the 
specified and calculated dimensions (Figure 6). At this 
stage the students are able to expand their parametric de-
sign system to any level of detailing and specification but 
this is beyond the scope of this course. Such an exercise is 
the subject of the Advanced Systems Design course or 
part of the MSc graduation project. 

 
Figure 6. The preliminary design of the factory building and its 
structure. 
 
Compared with previous years the students gained a 
deeper understanding of parametric design systems and 
principles of value-price-cost theory. They were able to 
be engaged in group discussions and location independent 
group work that necessitated acquiring additional infor-
mation and knowledge with assignment results with 
higher quality and developed far beyond the course re-
quirements. In addition the student experienced the proac-
tive participation in the course and the individual time 
management as beneficial to more effective learning.  
 
 
5 CONCLUDING REMARKS AND DISCUSSION 

There are a great deal of indications that the information, 
communication and knowledge technologies exert influ-
ence on improving the quality, flexibility and effective-
ness of all learning, teaching and training environments. 
In this regard the learning, teaching and training pro-
grammes have been profoundly enhanced. Most probably 
knowledge driven eLearning environments are crucial to 
the availability, accessibility and acceptability of distant 
learning and life long education. The development of 
these (virtual) learning, teaching and training environ-
ments requires thinking of a comprehensive strategy for 
the whole education sector, requiring rethinking of con-
ventional and face-to-face teaching and memory based 

learning. These strategies will define the course of actions 
to be taken in order to provide high quality digital infor-
mation resources as well as devising awareness proce-
dures for discovering the value of personal learning envi-
ronments. This paper examined attempts for making use 
of eLearning facilities through some experiments with a 
Parametric Design systems course at Delft University of 
Technology. The outcome of this experiment coupled 
with our experience from the ITC-Euromaster Distant 
Learning programme delivered some significant findings. 
Digital learning environments and courses using digital 
media provided the students with greater degree of free-
dom and time management by allowing the student to 
study at his or her convenient time. This was possible 
through the use of recorded lectures (vLectures). Also, the 
lecturer and students were able to agree upon a mutually 
convenient time for offering eLectures. The eLearning 
environment paved the way for replacing the lecture room 
and conventional face-to-face lectures (monologues) to 
dynamic discussions during eTutorials (dialogues). The 
new approaches and practical solutions supported by ICT 
and digital media are relevant for effective learning, 
teaching and training programmes and the acceptability of 
long life learning of the future knowledge driven socie-
ties. These knowledge driven societies will also pro-
foundly revolutionaries the concept of learning, teaching 
and training. Lifelong learning will inevitably dominate 
the future of human educational systems. The ideas pre-
sented here were tested during a course on parametric 
design systems. This paper reports the evidence of in-
creasing commitment and enthusiasm on the part of stu-
dents that are crucial factors for the success, acceptability 
and usefulness of such environments. 
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ABSTRACT: Our mission is to prepare the next generation of architecture, engineering, construction (AEC) profes-
sionals who know how to team up with professionals from other disciplines and leverage the advantages of innovative 
collaboration technologies (ICT) to produce higher quality products, faster, more economical, and environmentally 
friendly. To achieve this mission we have been offering the AEC Global Teamwork course established at Stanford in 
1993 in collaboration with universities worldwide. The AEC Global Teamwork course was described in many previous 
papers. This paper examines this course as a scalable working model for cross-disciplinary global teamwork education. 
More specifically we discuss the following dimensions: (1) a growing global learning network, (2) expanding the cross-
disciplinary engagement, (3) evolving ICT EcoSystem, and (4) increasing number of social worlds students distribute 
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1 INTRODUCTION 

“The globalization of economic activity is perhaps the 
defining trend of our time. It is reshaping not only the 
grand, macro level aspects of economic life but the per-
sonal aspects as well, including where, when, how, and 
with whom we perform our daily work.” [O’Hara-
Devereaux and Johansen 1994] Our mission is to prepare 
the next generation of architecture, engineering, construc-
tion (AEC) professionals who know how to team up with 
professionals from other disciplines and leverage the ad-
vantages of innovative collaboration technologies (ICT) 
to produce higher quality products, faster, more economi-
cal, and environmentally friendly. To achieve this mission 
we have been offering the AEC Global Teamwork course 
established at Stanford in 1993 in collaboration with uni-
versities worldwide. 
Teamwork, specifically situated cross-disciplinary learn-
ing, is key to the design of this course and PBL Lab. Stu-
dents engage with team members to determine the role of 
discipline-specific knowledge in a cross-disciplinary pro-
ject-centered environment. They exercise newly acquired 
theoretical knowledge. It is through cross-disciplinary 
interaction that the team becomes a community of practi-
tioners-the mastery of knowledge and skill requires indi-
viduals to move towards full participation in the socio-
cultural practices of a larger AEC community. The nego-
tiation of language and culture is equally important to the 
learning process - through participation in a community 
of AEC practitioners; the students are learning how to 
create discourse that requires constructing meanings of 

concepts and uses of skills. [Greeno 1998] [Dewey 1928, 
1958] [Lave and Wenger 1991] 
The AEC Global Teamwork course was described in pre-
vious papers. [Fruchter 1999] [Fruchter 2004] [Fruchter 
2006]. This paper examines the course as a scalable work-
ing model for cross-disciplinary global teamwork educa-
tion. We present the AEC Global Teamwork education 
model as background to our discussion and focus on the 
following scalable dimensions: (1) a growing global 
learning network, (2) expanding the cross-disciplinary 
engagement, (3) evolving ICT EcoSystem, and (4) in-
creasing number of social worlds students distribute their 
attention. 
 
 
2 THE CROSS-DISCIPLINARY GLOBAL TEAM-

WORK EDUCATION MODEL  

The AEC Global Teamwork course is a two Quarter 
learning experience that engages architecture, structural 
engineering, and construction management students from 
universities in the US, Europe and Asia. Each team is 
geographically distributed, and has an owner/client. Stu-
dents have four challenges: cross-disciplinary teamwork, 
use of advanced collaboration technology, time manage-
ment and team coordination, and multi-cultural collabora-
tion. An innovative features of this course is represented 
by the role the participants play, i.e. undergraduate and 
graduate students play the roles of apprentice and jour-
neyman, and faculty and industry experts are the master 
builder mentors. The industry mentors play a key role in 
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providing real world industry data and feedback to stu-
dents that increases the authenticity of the PBL learning 
experience. 
The core activity of the AEC Global Teamwork course is 
a building project with: (1) a program – a university 
building of approx. 30,000 sqft of functional spaces that 
include faculty and student offices, seminar rooms, small 
and large classrooms, and an auditorium. The project is 
based on a real building project that was scoped down to 
address the academic time frame of two academic quar-
ters. (2) a university site where the new building will be 
build, such as San Francisco, LA, Madison, New Mexico, 
Weimar. The site provides local conditions and chal-
lenges for all disciplines, such as local architecture style, 
climate, and environmental constraints, earthquake, wind 
and snow loads, flooding zones, availability of access 
roads, local materials and labor costs. (3) a budget for the 
construction of the building, (4) a time for construction 
and delivery, (5) a demanding owner that typically wants 
an exciting, functional and sustainable building that meets 
at least the requirements for a silver LEED certificate, on 
budget and on time. 
AEC teams model, refine and document the design prod-
uct, the process, and its implementation. The project pro-
gresses from concept exploration and development in 
Winter Quarter to project development in Spring Quarter. 
The deliverable of the concept development phase of each 
student team are two distinct AEC concepts, a decision 
matrix that indicates the pros and cons of the two alterna-
tives and justifies the selection of one of the two concepts 
to be developed in Spring Quarter. The project develop-
ment phase engages students in further iteration and re-
finement of the chosen alternative, detailing, modeling, 
simulation, cost benefit analysis and life cycle cost inves-
tigation. Spring Quarter culminates with a final AEC 
Team project presentation of their proposed solution, and 
reflection of their team dynamics evolution. As in the real 
world, the teams have tight deadlines, engage in design 
reviews, and negotiate modifications. A team's cross-
disciplinary understanding evolves during the project. The 
international structure of AEC teams adds the real-world 
collaboration complexity to the learning environment, 
which includes space, time, coordination, and cooperation 
issues. To view AEC student projects please visit the 
AEC Project Gallery at  
http://pbl.stanford.edu/AEC%20projects/projpage.htm. 
 
 
3 SCALABLE WORKING MODEL  

Since its launch in 1993 the AEC Global Teamwork 
course has continuously grown in many directions, engag-
ing new university and industry partners, integrating new 
competencies and expanding the cross-disciplinary learn-
ing experience, leveraging new knowledge and technol-
ogy that augment and inform our understanding of the 
nature of global teamwork and learning. The following 
sections examine these directions of growth and provide 
insights into the research, development, and efforts that 
allowed us to achieve the present outcomes. 
 
 

3.1 A growing global learning network  

Based on the original vision of the AEC Global Team-
work course to engage students, faculty, and industry 
mentors from architecture, engineering, and construction 
management we stated in 1993 with a seed partnership 
between Stanford University and UC Berkeley, and a few 
pioneering industry mentors from AEC firms in the Bay 
Area in California. As we tested and demonstrated the 
value of the education model and partner framework, new 
universities and firms joined the growing learning net-
work. The aim is to emulate the participation framework 
at all levels, i.e., students, faculty and industry mentors 
from each university, region, and country. This requires a 
joint effort between the PBL Lab at Stanford and the local 
champion with vision, sustained institutional support, 
local committed and motivated faculty liaison and indus-
try experts who act as mentors to all students, and funding 
for ICT, travel, and membership. Some universities joined 
for a number of years with a mission to learn how to es-
tablish and run similar programs in their university and 
country. Other universities joined and continue to engage 
in the ever evolving education model and ICT.  
We are pleased to see that the AEC Global Teamwork is a 
growing learning network that engaged to date numerous 
AEC firms worldwide and the following universities: 
Stanford University, UC Berkeley, Cal Poly San Luis 
Obispo, Georgia Tech, Kansas University, University of 
Wisconsin Madison, in the US, Puerto Rico University, 
Stanford Japan Center Kyoto and Aoyama Gakuin Uni-
versity Tokyo Japan, Strathclyde University Glasgow, 
Manchester University, UK, Bauhaus University Weimar 
Germany, University of Ljubljana Slovenia, University of 
Oslo Norway, FHA and ETH Zurich Switzerland, TU 
Delft Netherlands, KTH Stockholm, IT University Gote-
borg and Chalmers University in Sweden.  
All partners play a key role towards the goal to educate a 
new generation of professionals that have a unique skill 
set, i.e, cross-disciplinary, project-based, ICT mediated 
global teamwork. 
 
3.2 Expanding the cross-disciplinary engagement  

As new partners join the AEC Global Teamwork course 
they gain an intuition and insight of the objectives, roles, 
and complex process during the first three years of par-
ticipation. In some cases they contribute new compe-
tences and offer opportunities to expand the cross-
disciplinary engagement of students in new areas. The 
following two cases present examples of learning growth 
that leverage the scalable framework of the AEC Global 
Teamwork education model.  
Sustainable Design and Construction. As Sustainability is 
becoming a growing concern and goal in the world, the 
PBL Lab at Stanford and mentors from two firms – Ms. 
Adhamina Rodriguez from Swinerton Builders Inc. and 
Mr. Cole Roberts from Ove Arup - engaged a couple of 
years ago in an effort to integrate sustainability concepts 
and requirements into the AEC project. This required: (1) 
the revision and calibration of the AEC project require-
ments to include sustainability requirements, (2) devel-
opment of a new module focused on sustainability, links 
to introductory and advanced material on sustainable, 

http://pbl.stanford.edu/AEC%20projects/projpage.htm
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green design, construction and maintenance, and opera-
tion as a data resource for the students, (3) a session pre-
senting signature case study projects that demonstrate 
how sustainable and green aspects where integrated from 
concept to execution, and (4) last but not least, industry 
mentors who provide real world guidance and data to the 
AEC students. This year Swinerton Builders announced at 
the opening of the 14th AEC Global Teamwork generation 
a competition for the best AEC project solution that 
minimizes CO2 emission. This provides an additional 
incentive and challenge for the AEC global teams to pre-
sent creative sustainable solutions.  
Public Private Partnership (PPP), Life Cycle and Fi-
nance Management (LCFM). The PBL Lab at Stanford 
and colleagues from the Knowledge Center @ Weimar 
(KC@W) at Bauhaus University engaged in an effort to 
integrate PPP and LCFM concepts into the PBL learning 
experience of the AEC Global Teamwork course. This 
effort was motivated by the fact that PPP projects repre-
sent one of the fast growing global markets. To realize 
successfully projects of such complexity special compe-
tences are needed among the stakeholders. Life cycle con-
siderations represent one of the key aspects in PPP pro-
jects as the project’s duration spans over 25-30 years. 
State-of-the-art education of civil engineers, architects, 
and construction management starts with the design 
phase, covers the construction phase and stops at the stage 
when the building is delivered and operation phase be-
gins. Students have little awareness of the operation and 
maintenance phase when they graduate. Our goal was to 
broaden the students’ learning experience through the 
integration of PPP and LCFM and prompt them to look at 
a building beyond cost to design and build to include op-
erations, maintenance, repair, replacement, and disposal 
costs. To achieve this goal we: (1) developed a new mod-
ule focused on PPP, financing, and life cycle, (2) pro-
vided background information and references, (3) ex-
tended the original AEC team to include a new team 
member – the life cycle and financial manager (LCFM) – 
and become the AEC+LCFM team, (4) revised the project 
definition as a PPP offering, and (4) engaged faculty and 
industry mentors with PPP and LCFM expertise to guide 
the students and provide real industry data. The KC@W 
offered an opportunity to select from their program stu-
dents for the new LCFM team member. Consequently, 
students were coming from four distinct programs / de-
partments with the specific discipline knowledge and 
skills - architecture, structural engineering, construction 
management, and finance departments.  
The revised project definition included (1) a technical 
part, i.e., architectural design, structural engineering de-
sign, construction and project management solutions, and 
facility management concept; and (2) an economical part, 
i.e., financial analysis (cash flow model) considering life 
cycle cots, and risk management (identification, categori-
zation, analysis, allocation), life cycle cost to operate and 
maintain the building for the university over a period of 
25 years. The AEC+LCFM student team had to under-
stand life cycle costs as strong indicators of value for 
money. This required the team to include from the start of 
the project new considerations, such as: mirroring the 
project’s value for money, long range planning and budg-
eting, comparing competing projects, controlling an ongo-

ing project, etc. It is a fact that the earlier decisions are 
made within the design and planning phase the higher the 
potential savings with regard to the overall costs. Never-
theless, it might be necessary to consider a higher initial 
investment to achieve savings of the overall costs. The 
PPP project approach offered an opportunity to bring key 
LCFM decisions and issues to the forefront. This is a 
paradigm change that the AEC+LCFM student team was 
exposed to.  
As the project team increased in number of participants 
and disciplines it created new performance and process 
advantages and challenges. On one hand, having more 
disciplines and more participants on board enabled the 
team to address more issues in depth increasing the qual-
ity of the final product, i.e., the proposed building as a 
PPP offering. On the other hand, increasing the number of 
disciplines and team members increased the complexity 
of task interdependence, cross-disciplinary impacts to be 
considered, and coordination of tasks and activities. A 
preliminary study indicates that the process the 
AEC+LCFM team chose can be divided into two main 
stages. In the first stage understanding the change of 
paradigm was the primary aim. The team moved closer to 
the role of an owner as they looking at the building from a 
life cycle perspective. Raising the awareness for the life 
cycle considerations was the focus during the first few 
weeks. A key challenge was to build awareness and un-
derstand the role of the LFCM team member, understand 
life cycle issues and the benefits of low life cycle costs. 
Definitions and examples of the life cycle approach were 
available. The issues were constantly discussed. Conse-
quently, their understanding evolved and common ground 
was built. Once the team achieved a shared understanding 
of the life cycle approach they started to translate their 
knowledge and understanding into life cycle strategies. 
The LCFM constantly prompted all team members for 
information and engaged them in developing a cash flow 
model. Through this iterative process all the disciplines 
reached a shared understanding what their specific tasks 
were and how their decisions influenced on the one hand 
the financial analyses and on the other hand the other dis-
ciplines. Furthermore, the LCFM encouraged the team to 
think about discipline specific risks that could occur in the 
different phases of the life cycle of the building. The sec-
ond stage comprised the implementation of life cycle 
strategies into concrete project solutions, i.e., what mate-
rials to use to achieve sustainability, what technical solu-
tions to choose for heating, ventilation, air condition 
(HVAC) to reduce life cycle costs.. The strategies were 
followed more efficiently and rigorous as all the team 
members in each discipline had achieved the same level 
of understanding. The whole teamwork process was goal 
oriented. During the second stage the LCFM categorized 
and analyzed risks of the different life cycle phases, and 
discussed them with the team in an iterative exploration 
and decision process. The LCFM developed the cash flow 
model with the project specific data and was responsible 
to realize the affordability of the project by keeping the 
finance specific stipulation (e.g., dept. service cover ratio 
and loan life cover ratio).  
After four months in which the team collaborated to de-
velop the offer for the university to design, build, finance, 
maintain and operate the building the results were pre-
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sented. The product consisted of a building that incorpo-
rated the life cycle approach and offered high value to the 
university. The team had implemented the life cycle con-
siderations in the architectural, engineering and construc-
tion solution. The offer comprised a risk management 
package and a project specific financial package. Contrac-
tual issues were not considered. This might be one of the 
next topics the PBL learning experience could include in 
the future. 
 
3.3 Evolving ICT EcoSystem  

To support the complex communication, collaboration, 
and coordination activities over time and space that en-
gage the global student teams, faculty, and industry men-
tors, we have been developing an evolving ICT EcoSys-
tem. The current PBL ICT EcoSystem addresses the ever 
changing needs of the global teams as they become more 
mobile, create more digital content, and engage in interac-
tive creation, capture, sharing and manipulation of digital 
models and content. The PBL ICT ecosystem provides a 
heterogeneous environment that includes:  

1. Network Infrastructure includes LAN/WAN, I2, WiFi, 
and cellular network (GSM/GPRS).  

2. Devices enable the mobile learners to stay connected 
with their peers, team members, faculty, and mentors, 
as well as the content they create and share. These de-
vices range from smart cell phones with embedded 
cameras, PDA, Tablet PC for mobility, pen-based 
desktops, Web cameras, SmartBoards, to the iRoom 
[Johnson, Fox, Winograd 2002] for collaborative syn-
chronous and distributed project review and decision 
support.  

3. Collaboration Applications support synchronous and 
asynchronous communication, inter-action and feed-
back, direct manipulation, knowledge capture, shar-
ing, and re-use; and data collection and analysis. The 
evolving collaboration application set includes com-
mercial solutions such as Skype, MSN, MS Net-
Meeting, GoogleCalendar, GoogleDocs, VSee (VSee-
Lab.com) [Chen 2001, Chen 2003], and PBL Lab de-
veloped technologies, such as TalkingPaper [Fruchter 
et al 2007], RECALL [Fruchter and Yen, 2000], 
ThinkTank [Fruchter et al 2003], ProMem (Project 
Memory) [Fruchter and Reiner, 2000], and CoMem 
(Corporate Memory) [Fruchter and Demian 2002]. 

4. Places. The spectrum of places includes private, pub-
lic, local and global learning and work places in sup-
port of learners’ communication and teamwork needs. 
Such places are - private (e.g., home, dorm), local 
(e.g., office, coffee shop), regional (e.g., meeting 
rooms, iSpace, classroom, PBL Lab), and networked 
global learning places in which learners can interact. 

5. People. The global teamwork PBL testbed engages 
students, faculty, and industry mentors from architec-
ture, structural engineering, and construction man-
agement. They are the key asset in the PBL EcoSys-
tem. This allows us to further study the impact of ICT 
on team dynamics, emergent work processes, and 
learning practices.  

 
 
 

3.4 Increasing number of social worlds students distrib-
ute their attention  

We studied the ICT setting, activities, and discourse of 
larger (10-15 collocated participants) and smaller groups 
(2-4 collocated participants) in the AEC Global Team-
work course, such as the groups at Stanford and Chalmers 
University, respectively. We used qualitative methods of 
inquiry in order to look at participants′ engagement, how 
they used the site and the means (their social and material 
resources) to accomplish their interaction needs, and how 
they engaged throughout project reviews. Figure 1 illus-
trates the ICT setting in each site and global distribution 
of students and industry mentors during project review 
sessions in class [Fruchter 2006]. The ICT setting in the 
PBL Lab at Stanford included: (1) RECALL collaboration 
technology and knowledge capture, (2) VSeeTM technol-
ogy (VSeelab.com) for parallel video streaming over the 
IE browser to enable the PBL participants to see all the 
remote sites, (3) MS NetMeeting Videoconference for 
application sharing (e.g., RECALLTM) with all the remote 
sites, (4) a SmartBoard for direct manipulation and 
sketching through the RECALL application, (5) a Web-
cam that enables the remote students to see the interactive 
workspace in the PBL Lab at Stanford, (6) additional 
SmartBoard or projector and projection screen for the 
parallel video streams over VSee (7) a microphone for 
audio capture that feeds into the SmartBoard computer 
that runs RECALL, and .(8) a high end speaker phone and 
teleconference bridge for high quality audio. The ICT 
setting in the other sites where composed of (1) two or 
three tablet PC laptops to allow similar interactivity and 
direct manipulation as SmartBoards afford, (2) VSeeTM, 
running on one laptop, (3) PC camera for VSeeTM, (4) MS 
NetMeeting Videoconference for application sharing run-
ning, and (5) speaker phone and teleconference bridge for 
high quality audio.  
We chose a cross-case explanatory-exploratory method-
ology to investigate of distributed design teams mediated 
by ICT and compare two specific sites – Chalmers Uni-
versity and PBL Lab at Stanford University. During the 
AEC Global Teamwork course we collected data at 
Chalmers and Stanford University. At Chalmers Univer-
sity video cameras arranged in two angles to capture the 
three participants while in class for seven course events of 
approx 7 hours each (a total of approximately 70-80 hours 
of digital video). Data for the study of students′ engage-
ment at Chalmers during project review sessions was col-
lected in the following ways:  

- One angle of digital video footage of the three 
Chalmers students′ activities; 

- One angle of digital video of the laptop showing vide-
ostreams with remote participants; 

- Verbatim transcripts of selected portions from one an-
gle of the digital video footage;  

- Transcript of selected portions from stimulated-recall 
interviews with two Chalmers students.  

- Observations and comments made by the researcher 
during the sessions.  

The data was collected in the PBL Lab at Stanford in the 
following ways:  

- Indexed and synchronized sketch and discourse cap-
tured through RECALL, 



- Interactions, movement and use of collaboration tech-
nology within the PBL Lab workspace was captured 
with a video camera (Figure 1), 

- Interaction and engagement of remote students was 
captured through a screen capture application that re-
corded all the concurrent VSeeTM video streams for 
parallel analysis of interaction and engagement of all 
students at all sites. 

- Digital pictures and observations made by the re-
searcher during the sessions.  

During the AEC Global Teamwork course we collected 
data at Chalmers and Stanford University. At Chalmers 
University video cameras arranged in two angles to cap-
ture the three participants while in class for seven course 
events of approx 7 hours each (a total of approximately 
70-80 hours of digital video). Data for the study of stu-
dents′ engagement at Chalmers during project review ses-
sions was collected in the following ways:  

- two video cameras – one capturing the three Chalmers 
students′ activities, and the second capturing the lap-
top showing videostreams with remote participants;  

- Verbatim transcripts of selected portions from one an-
gle of the digital video footage;  

- Transcript of selected portions from stimulated-recall 
interviews with two Chalmers students.  

- Observations and comments made by the researcher 
during the sessions.  

The data was collected in the PBL Lab at Stanford in the 
following ways:  

- Indexed and synchronized sketch and discourse cap-
tured through RECALL,  

- Interactions, movement and use of collaboration tech-
nology within the PBL Lab workspace was captured 
with a video camera (Figure 1),  

- Interaction and engagement of remote students was 
captured through a screen capture application that re-
corded all the concurrent VSeeTM video streams for 
parallel analysis of interaction and engagement of all 
students at all sites.  

- Digital pictures, observations and comments made by 
the researcher during the sessions.  
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Our study was exploratory [Yin, 1994], as we aimed to 
describe and explore the real-life context in which the 
project reviews occurred and explain some complex rela-
tionships between people and their surroundings. The 
study also was intrinsic [Stake, 1995], as Dr. Fruchter 
designed the course and taught in it. Case study research 
matched our goals to undertake an inductive process that 
attempted to provide a holistic description using the in-
formants' perceived realities and the observed reality of 
the events and processes being observed. Our unit of 
analysis was the locale [Fitzpatrick et al 1996] that is a 
place where a group of students in each geographic loca-
tion defined a social world [Strauss, 1978]. A social world 
defined a system of action in which a group of people 
shared a commitment, used a site and its resources to ful-
fill their interaction needs. Each group and its social 
world interact with other groups situated in other locales. 
Locales include physical and virtual spaces. Locales can 
be composed of a mix of overlaid or intermeshed sites 
and means that constituted the ICT augmented workspace 
used for the project reviews and throughout the global 
teamwork course. We combined the use of the case study 

with grounded theory as the overarching method to study 
data from our exploration in a natural setting. Some fea-
tures of Grounded Theory in the version elaborated by 
[Strauss and Corbin and, 1998] were used to analyze the 
selected data set. The video data analysis process included 
[Ecksson, 1992] reviewing the whole event, identifying 
major constituent parts of the event, identifying aspects of 
organization within major parts of the event, focus on 
interactions of individuals, comparative analysis of in-
stances across the research corpus.  

 
Figure 1. ICT setting and global distribution of students and 
industry mentors. 
 
The entire video footage was viewed with Transana (free 
video data analysis program www.transana.com) and five 
content logs were created [Jordan and Henderson, 1995]. 
The level of detail of the content logs was at a meso-level. 
Some portions of social talk in Swedish were translated 
verbatim. Theoretical notes were produced while viewing 
the video footage. Once the recordings were loosely in-
dexed and partially transcribed, the footage from the DV 
data source (screens) was imported into Adobe Premiere 
Pro and converted into digital files. Instances of engage-
ment/disengagement, side conversations, gaze foci, and 
use of technological tools were noted. This provided a 
sense of the types of engagement occurring within the 
group. We observed: (1) How do the collocated partici-
pants make their engagement (or lack thereof) visible to 
each other? (2) How do artifacts and ICT support or con-
straint engagement activities? (3) When participants en-
gage with ICT, where are their eyes? (4) When and how 
do their gaze move between objects, from person to ob-
jects and back again? Four interesting situations were 
observed: (1) one student on task-the other(s) off task but 
observing, (2) one student on task-the other(s) off task 
and disengaged, (3) none on task and disengaged, and (4) 
none on task but observing. We were interested in find-
ings related to: how spaces were organized; how students 
behaved in the different spaces –in a different location 
from the instructor, vs where the instructor is; how the 
students shared and negotiated the space – access, visibil-
ity and awareness to digital content, devices, seeing each 
other; degree of engagement, side conversations; and 
multitasking.  
We selected 11 clips (nearly 30 minutes in total) for a 
detailed video analysis after two attentive reviews of the 
collected data. Analysis of the data was achieved through 
analytic induction, constant comparison, open coding, 
axial coding, and cross-case analysis [Strauss and Corbin, 
1998]. Jordan and Henderson (1995) stated that building 
generalizations from data of particular, naturally occur-
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ring activities, and holding emergent theories accountable 
to that evidence through an inductive process could pro-
vide a foundation for analytic video work. We began the 
analysis of each clip with open coding the field notes by 
attaching codes, or labels, to pieces of descriptive obser-
vations and interview extracts that were relevant to our 
questions. In parallel with coding data, we wrote memos 
to articulate propositions about preliminary hypothesis to 
be considered and note conditions and properties of 
emerging concepts, especially relationships between con-
cepts. To discover relationships between concepts, we 
constantly compared each clip and related interview ex-
tracts to other clips and related interview data. We 
grouped the 77 concepts that emerged from open coding 
into 7 preliminary categories, on the basis of their simi-
larities. The categories were: Interaction, Communica-
tion, Attention, Temporal Mobility, Technology, Site, and 
Social Relationship. We performed axial coding and as-
sembled data in new ways by making connections be-
tween categories.  
Social Relationship and Communication - Personal Rela-
tionships, Informal Talk and Disengagement. The three 
co-located participants at Chalmers established a close 
personal relationship and often engaged in different forms 
of spontaneous conversations during the project reviews. 
Instances of informal and spontaneous talk occurred 
throughout the session, and reached a peak during a team 
presentation, in which none of them were directly in-
volved. During the project review sessions, it emerged 
that informal talk happened mostly – if not exclusively – 
between the co-located students, while chats with cyber 
team members were almost always task-related. The char-
acteristics of the course, such as fast pace, tight deadlines, 
and pressure to achieve, forced the communication with 
team members to be focused on the task. One condition 
for spontaneous conversation to occur was being able to 
find some time. The data highlights the emergence of a 
private locale or place from the spontaneous interaction 
of the co-located participants to fulfill their need of feel-
ing safe and finding a “relief valve” used to relieve the 
pressure from the course and other simultaneous school 
demands. When this private locale arose, the focus of the 
students' attention was on their private conversation and 
the other course participants remained in the public space 
as a background. In their private locale, which interlaced 
with the attendance to the virtual environment, the three 
students spoke their native language and referred to other 
co-located people, who acted outside the course and 
helped them with project tasks. Within their locale, the 
students moved between different forms of informal talk. 
They shifted from making a joke and disclosing some-
thing about their personal life to serious talk about project 
presentations and sharing experience. The nature of con-
strains on more personal relationships and informal talk is 
likely to be associated with the demands of the course 
than with the characteristics of technology, since partici-
pants were all familiar with using ICT for informal com-
munication. However, the mediation of technology influ-
enced the ways participants got to know each other, as the 
following quote states:  
“We were in the same boat. We were very dependent on 
each other. This is why we got to know each other so 
quickly. The other people in my group, I never had to 

chance to get to know them at Stanford because we had 
two days but it wasn’t until the second day that we got to 
know the groups. You didn’t have much time to get to 
know the people in the group. Basically you got to know 
the group members via Internet. It’s very different to get 
to know someone not physically, but virtually. When we 
came back in May, it was like, these are the people I have 
been chatting with almost every day for four months now 
but it felt a bit strange. It’s not the same getting to know 
someone here in Sweden in the same room compared to 
sitting in front of the PC and chatting. It’s not the same 
really.”  
Bonding, knowing and talking to each other, were consid-
ered essential conditions for enduring the stress and per-
forming well in the course, as the students felt they were 
going to be dependent on each other. This data shows 
evidence that interpersonal communication at work de-
pends on physical proximity. Numerous studies have 
shown that the closer together offices of coworkers are 
located, the more likely they are to interact [Isaacs, et al 
1997]. Physical proximity was perceived as crucial to 
enable mutual support and to sustain the students 
throughout the course for two main reasons: one was the 
lack of personal relationships with the cyber students, and 
the other one was the perceived lack of support at the lo-
cal institution.  
Attention, Temporal Mobility and Technology Mediation - 
Continuous partial attention, multitasking and partial 
engagement. Stone (quoted in Roush, 2005) coined the 
term continuous partial attention to indicate the state peo-
ple enter when they are in front of a computer screen and 
try to pay attention to different things at the same. When 
in such a state, people are aware of several things at once, 
shifting their attention to whatever they think is most ur-
gent, like, for example, the chime of incoming e-mail, or 
the beep that indicates a cell phone is low on battery. Our 
data shows that the students almost continuously engaged 
in continuous partial attention, especially when they were 
not on-task (not involved in a team presentation). There 
was almost continuously a rapid shift of attention on a 
second-to-second timescale between topics of talk and 
actions. Most shifts were mediated by technologies, some 
were not. The following short narrative shows an example 
drawn from one of the team presentations when one of the 
Chalmers students was presenting and another one was 
off-task. Note: M, L and H represent three students collo-
cated at Chalmers University.  
The project review of a team just started with the presen-
tation of the project of the Central Team. L. began her 
presentation. She looked nervous. She was the first pre-
senter. It was 06:30PM local time. Her gaze moved fre-
quently between her laptop where she had the presenta-
tion and M.’s laptop with the webcam so that she could 
see and be seen by the other cyber participants. She used 
a lot of iconic gestures to produce a visual image of the 
ideas she was presenting. L.’s full attention was on her 
presentation, she was fully involved and moved her hands 
and torso to convey information about the object of her 
speech, to convey her feelings about the content and to 
elicit feelings in the audience. Soon after L. started to 
present, M. looked towards the video screens on her lap-
top, then her gaze moved towards the projected screen on 
the wall. She moved and resized the video screens on her 
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laptop screens. After a few minutes, she opened MSN and 
wrote something very quickly. Then she closed MSN and 
looked back at the projected screen. Her gaze switched 
between the projected screen and her laptop as she was 
waiting for something. She turned back to her laptop, 
reopened MSN and started to write. For the rest of the 
time, M. kept on interspersing looking at the presentation 
and reading and writing messages in MSN.  
M. was the observer, the peripheral participant. Her inter-
spersing exchange via MSN with her listening to L.’s 
presentation suggested that she was in a state of continu-
ous partial attention. In other instances, M. tried to bal-
ance her efforts across the two demands, listening to the 
presentation of her colleague and coordinating her group 
presentation with her team members on line over MSN. 
At least four social worlds are visible here: the one of co-
located participants; the AEC course visible through the 
public virtual space (video screens); the Central team 
visible through L.’s participation and M.’s team visible 
through her chatting with team members over MSN. They 
all share one locale, which is the public space mediated 
by multimodal technology (VSee), but in this public space 
private sub locales arise, like the one emerging from the 
relationship between M. and her team mates, their interac-
tion needs (discussing their team work) and the site 
(shared public space) and means (MSN) used to meet 
those needs. During this episode, there was also a shift of 
attention between the co-present students at Chalmers and 
the locale at Stanford from which information was ex-
pected to come through as industry mentors coached. M. 
and L. gazes moved between each other and objects (e.g., 
the between the laptop and the projected image on the 
wall), and back again, changing the focus of attention as 
the salience of something changed. According to Stone, 
continuous partial attention differs from multitasking: in 
the former, people are in a situation of constant connec-
tivity and pay partial attention continuously to remain a 
node in the network; in the latter, people want to use their 
time more efficiently and productively and give the same 
priority to what they do.  
Our findings suggest that continuous partial attention and 
multitasking intertwine. Indeed, almost all the instances 
we examined for this study show that the participants 
switched their attention continuously and acted in relation 
to what they considered most urgent or more appealing at 
any given moment during the project reviews. They felt 
the need to be connected almost all the time – except for 
those episodes in which they engaged in informal conver-
sation with one another – but they also felt that they had 
to deal with multiple tasks simultaneously to balance their 
achievement in the course with other school responsibili-
ties. A hypothesis emerging from the examined extracts 
of the recall interviews with the participants is that there 
seems to be a potential relationship between continuous 
partial attention, multitasking, the requirements of the 
course, the short time frame to complete the team project 
and the demands from external work. Data suggests that 
the multiple demands of the course, including learning to 
use a range of new tools, keeping track of a variety of 
information and knowledge sources, and staying on top of 
things at the same time, are conditions for the students to 
engage in continuous partial attention. Such a relationship 
in turn seems to influence engagement during the session. 

All students in the AEC Global Teamwork course are 
members of four social worlds: (1) their local cohort of 
students attending different courses, (2) collocated local 
students who participate in the project review sessions, 
(3) professional communities, i.e., architects, structural 
engineers, construction managers who participate in the 
course, in each team, and (4) their specific architecture-
engineering-construction student team. Each social world 
constrains the student and impinges on the student’s view 
of priorities and time management, since they do not live 
in each world sequentially and exclusively but simultane-
ously. The four social worlds interact to shape their view 
of time management and levels of engagement. The fol-
lowing instance shows how M. was immersed in two of 
the social worlds (AEC course and her team), the two 
which were mediated by technology (the third world be-
ing the physical and co-located):  
M. chatted with another team member. The text of the 
chat is not readable but seems to be course-related. Mul-
tiple windows were displayed by her laptop: she kept the 
presentation area visible while chatting. Her gaze was 
focused on her laptop screen  
These worlds are attentional worlds (Lemke, in press), in 
the sense that she attended to what happened in them, 
sights, sounds, meanings of those worlds. She attended 
the two worlds simultaneously, or at least she tried to 
move rapidly between them. In the above instance, the 
seamless and fluid transitions between the two different 
social world activities were supported by the minimal 
effort needed to move a cursor or to enter a new com-
mand. Technology-mediation offers different kinds of 
option for communication and collaboration to support 
different degrees of commitment and responsibility from 
the participants. The nature of informational resources 
required by participants who share the contributions and 
responsibilities for taking up each other’s actions (active 
presenters) is different from that required by “over-
hearers” or observers (as M., in the described instance) 
and seems to be associated to what participants view as 
their main focus, or perspective on the social world locale. 
M.’s involvement was about two social worlds and she 
kept those worlds and related tools on her ICT interface. 
The degree of focus and attention she gave to her interac-
tion in a given social world context (the presentation or 
the chat) is indicated by the prominence of the corre-
sponding windows/activities at the interface e.g., open, 
iconified, in the foreground or background, large or small, 
etc. In the complex environment of the AEC course, the 
ICT affordances offer participants choices as to how they 
want to take up these affordances and what modes of en-
gaging with multiple attentional worlds during the session 
they prefer (Lemke, in press). A choice can be continuous 
partial attention to be able to act constantly as a member 
of different worlds, to remain connected to all of them at 
the same time, by cycling rapidly between them. Another 
choice is using technology to multitasking to deal with 
personal and organizational constraints. Continuous par-
tial attention and multitasking were typical behaviors of 
students who where observers. Following are excerpt ex-
amples from a MSN conversation between two team 
members. Team member Y is at Stanford, team member 
X is at University of Wisconsin Madison. In the first ex-
cerpt X and Y discuss some of their project issues and 
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also pay attention to the project review discussions. They 
observe and comment about the status of the River team 
who went over the allocated 10min time slot.  
Y says: The River team now is already at 12 min.  
Y says: I know. But this is so short, and it will certainly be 
a part of the work session.  
X says: yeah its too bad for them  
X says: ok lets c  
Y says: Just an initial thought based on what I am observ-
ing now.  
X says: we have a long time to go... lets decide this by 
1pm or so  
In the next excerpt X and Y relate some of the questions 
raised by the mentors regarding students’ cost estimates 
for the construction to their own project cost estimates 
and challenges.  
X says: coming to the kind of questions being raised by 
the mentors  
X says: 6.8 Million for 30000 sq ft  
Y says: We knew our estimates were low, but we also did-
n't put that on our slides.  
Y says: They did.  
Y says:But that doesn't mean they won't ask. And we can 
tell them our initial estimate and how we know willin-
crease as the level of detailin the estimate increases. 
In the mean time a third team member Z at Stanford takes 
notes pertinent to their project, as illustrated in the follow-
ing excerpt from Z’s word document:  
“Auditorium: fix seating-> 60psf; Green roof 6in-1foot of 
soil for shallow plants, 2-3 feet for others (250lb roof, DL 
should be 150lb) soil damps roof activities; Code require 
7’6” min height for ceiling (some system for acoustic); Be 
careful about sloping down to entry (rainstorm)  
Elevator must reach basement for ADA, Possibly group 
all ductworks to ventilate area together…”  
The continuous partial attention and multitasking activi-
ties enable the observer students to take notes, discuss 
observations related to other team performance, and relate 
the project review issues to their project. These are strong 
indicators that they are fully engaged in their teams and 
try to learn as much as possible from the other teams’ 
reviews.  
We compared the (1) ICT workspaces, i.e., PBL Lab at 
Stanford and Chalmers University, and (2) the size of the 
groups, i.e., large group at PBL Lab at Stanford and small 
group at Chalmers. We observed interesting differences in 
access to and transition between public and private digital 
workspaces. The PBL Lab at Stanford offered (1) a public 
shared workspace composed of a SmartBoard, and two 
project screens used for streaming the concurrent videos 
of all sites (for visibility), and (2) private workspaces for 
each student in the form of tablet PCs. Consequently, 
each student used the tablet PC for continuous partial at-
tention, multitasking, observations, or be disengaged, e.g., 
to chat on line with remote team members, take notes as 
they listen and identify ideas and input they can use in 
their project, browse the Web, read email, etc. In parallel 
with these private activities, participants were engaged in 
the global discourse of the project review using the 

SmartBoard, and the two project screens. The students at 
Chalmers used and shared their three tablet PCs for both 
public and private activities. Consequently, the private 
activities were in fact semi-private, as the three devices 
were shared among them. This was possible because of 
the strong collocated social bond between the three 
Chalmers participants. 
 
 
4 CONCLUSIONS  

This paper examines AEC Global Teamwork course as a 
scalable working model for cross-disciplinary global 
teamwork education. More specifically we discuss the 
following dimensions: (1) a growing global learning net-
work, (2) expanding the cross-disciplinary engagement, 
e.g., integration of sustainability, public private partner-
ship, life cycle and financial management concepts and 
requirements into the AEC learning experience, (3) evolv-
ing ICT EcoSystem, and (4) social worlds students dis-
tribute their attention. Through this study we defined a 
spectrum of degrees of engagement, commitment, and 
responsibility that includes the following states: engage-
ment, reflection, continuous partial attention, multitask-
ing, observing, and disengagement. These are mediated 
by the interplay between ICT virtual and physical spaces 
and the different social worlds the participants are part of.  
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ABSTRACT: Even though advances in information and communication technologies (ICT) significantly changed the 
way professionals in building and construction (BC) industry work, the dominant training method is still the traditional 
classroom lecture with all its drawbacks. 
In response to the demands from the AEC sector to improve and broaden the competence of engineering students in 
using new technologies while solving specific problems, in 1993 University of Stanford (USA) started an ICT supported 
distance learning course named Architecture/Engineering/Construction Computer Integrated Global Teamwork Course 
(AEC Global Teamwork). The mission of the program is to educate the next generation of professionals to be able to 
work in multi discipline collaborative environments and to take advantage of information technologies to produce high 
quality products in faster and more economic way. 
Positive feedback of the AEC Global Teamwork encouraged other institutions to introduce their own BC oriented dis-
tance learning courses, one of them being ITC Euromaster. In autumn 2001, nine European universities started the pro-
ject in order to develop an inter university postgraduate programme in information technology in construction (ITC). 
This paper describes similarities and differences of both approaches, presents results of the survey carried out among 
participants of both courses, and compares both of them from the students’ point of view. 
KEYWORDS: engineering education, distance learning, PBL, ITC Euromaster. 
 
 
1 INTRODUCTION 

Even though advances in information and communication 
technologies (ICT) significantly changed the way profes-
sionals in building and construction (BC) industry work, 
the dominant training method is still the traditional class-
room lecture with all its drawbacks. Rebolj and. Menzel 
(2004) argue that this is an important reason why IT is not 
used in construction projects more often, even though the 
demand coming from the industry is clear.  
During the last years the advances in technology and 
changed organizational infrastructure of the industry 
magnified the importance of teamwork. Serce and 
Yildirim (2006) emphasized that employees (in every 
industry) have to be able to think creatively, solve prob-
lems and most important – they have to be able to take 
decisions as a team. Therefore Serce and Yildirim pointed 
out that institutions of higher education should focus on 
educating graduates who are not only flexible and have 
market related skills but also have enhanced collaborative 
skills. In addition, Turk (2000) stated that major problem 
in the implementation of technology is the varying IT 
capability of team members. 
In response to the demands of the AEC sector for im-
provement and broadening of the competence of engi-
neering students in using new technologies while solving 

specific problems, in 1993 University of Stanford (USA) 
started an ICT supported distance learning course named 
Architecture/Engineering/Construction Computer Inte-
grated Global Teamwork Course (AEC Global Team-
work), also known as PBL (Problem- Project- Product- 
Process- People- Based Learning). The mission of the 
programme has been to educate the next generation of 
professionals to be able to work in multi-discipline col-
laborative environments and to take advantage of infor-
mation technologies to produce high quality products in a 
faster and more economic way. It is aimed at undergradu-
ate, graduate and postgraduate students from all over the 
world. 
Positive feedback from the AEC Global Teamwork en-
couraged other institutions to introduce their own BC 
oriented distance learning courses. One of them is ITC 
Euromaster. In autumn 2001, nine European universities 
started the project in order to develop an inter-university 
postgraduate programme in information technology in 
construction (ITC). The objective has been to provide 
students with the ability to extend their knowledge in the 
application of ICT in BC and related industries (Dado and 
Beheshti 2005). The project was realised in the academic 
year 2004/2005 when the first generation of students 
started the Socrates/Erasmus European Masters course in 
construction information technology, ITC Euromaster. 
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In this paper both programmes are briefly described and 
major observations and differences are presented. This is 
followed by the survey carried out among participants in 
order to compare both courses. Finally, results are pre-
sented, key findings are discussed, and conclusions sum-
marized. 
 
 
2 AEC GLOBAL TEAMWORK VS. ITC EUROMAS-

TER 

Unfortunately, for many students it is not possible to at-
tend courses in other departments and programmes than 
those they are currently studying. Fruchter (1996) ad-
dressed two critical problems of the practices in the 
A/E/C industry and education: (1) fragmentation and (2) 
discipline-based education. Poor communication among 
the professionals together with the fact that every profes-
sional involved in the project (architect, structural engi-
neer, contractor ...) sees the final product in a different 
way can result in a missed deadline or exceeded budget. 
Some of the problems could be addressed by new tech-
nologies, but without an improved team effort even the 
technology can fail. That is why in 1993 the Architec-
ture/Engineering/Construction Computer Integrated 
Global Teamwork Course (AEC Global Teamwork) at 
Stanford University has been launched. The course was 
carried out in response to the needs of the industry to im-
prove and broaden the competence of students. They are 
expected to become familiar with project performance, 
collaboration technologies, to improve their ability to 
work as a team, and to understand management concepts 
(Fruchter 1996). 
In the AEC Global Teamwork course a number of teams 
(usually 4-5) of students are facing the challenge to com-
plete the assigned project from the start to the successful 
finish. Teams are working on different projects with some 
unique constraints. All teams have an architect, several 
structural engineers and construction managers. Each 
team also has at least one 'owner' or 'investor'. 
The goal of the course is to educate participating students 
in (1) how different disciplines (architecture, engineering, 
construction) impact each other, (2) using up-to-date 
technologies for collaboration and daily work, (3) how to 
build a team and be able to take decisions as a team over 
the internet and (4) how to simulate concurrent engineer-
ing and collaboration technology from the organizational 
point of view (Fruchter 1996). 
Project is being done almost exclusively over the internet, 
using available technological solutions. Team members 
are coming from different countries and are dispersed all 
over the world. They are forced to employ technology to 
overcome the limitations and problems caused by differ-
ent geographical location and time zones. In that way 
knowledge and resource sharing among programmes and 
universities is guaranteed.  
Cooperation instead of competition was the primary 
driver of the ITC Euromaster initiative too. Rebolj and 
Menzel (2004) stated that from the beginning of the 
course development the main idea was to share, jointly 
develop and organise knowledge in the field of informa-
tion technology in construction. They identified current 

education practice as an important reason why IT is not 
effectively used in construction.  
Consequently a consortium of nine universities started the 
project and developed European Master in construction IT 
in order to improve and speed up the transfer of latest 
findings in the field of IT into construction practice.  
While it would be almost impossible for every university 
to have experts in all fields of ITC, partner institutions 
were among the leading ones in the ITC field (Rebolj and 
Menzel 2004), so the idea was for each of them to offer 
the best knowledge and experience it possesses. Instead of 
sharing that knowledge in small classes at multiple places, 
lectures are given in virtual classroom using appropriate 
technology solutions (Figure 1). Virtual classroom is used 
to give lectures and share knowledge on topics from vari-
ous fields of ITC.  
The curriculum is focused on graduate students with uni-
versity degree in civil, building or structural engineering 
(Rebolj and Menzel 2004) and span the whole range of 
ITC: (1) technological aspects, (2) theoretical aspects, (3) 
models (including their functionality) and (4) processes 
(including their simulation) (Dado and Beheshti 2005). 
 
 
3 COMPARISON 

Comparison was made using two approaches:  
- close observation of both courses discussed, 
- using the results of the questionnaire which was sent 

to the students in order to compare their view on the 
programme they participated and technology that was 
involved. 

Considering the fact that in both cases learning is more or 
less student-oriented, it was concluded that evaluation 
should also be student-oriented and questionnaire was 
chosen as an appropriate option. 
 
3.1 Observations 

Even though both courses are using similar approach, 
they are quite different at the same time. While AEC 
global teamwork is project-oriented, ITC Euromaster is a 
postgraduate programme, covering more than one topic. 
The strongest link between both programmes is the use of 
modern IT tools in learning and working process. Some 
of them were introduced by course personnel while others 
were used on the initiative of the participating students. 
As shown in Table 1 and Figure 1, although similar tech-
nologies were identified as important in both courses, 
different solutions were introduced. 
In AEC Global Teamwork, modular approach using easy 
accessible software was chosen. Some of the software 
(MSN NetMeeting, MSN Messenger, Skype) can be ob-
tained for free from the internet, while other (RecallTM, 
Think TankTM) has been developed by University of Stan-
ford. In that way, each module (for chat, audio, video etc.) 
can be quickly replaced if there is a problem with the tool 
currently used or if a better solution becomes available. 
There are also some drawbacks:  

- it is necessary to obtain, maintain and master many 
tools, 



- users partially limited to Windows OS (mostly due to 
MSN NetMeeting constraints), 

- with many different software solutions there is higher 
probability that something will go wrong, 

- more opened ports in corporate firewalls, 
- usage of 'unusual', patented (although excellent) non-

free tools (RecallTM, Think TankTM), 
- confusion (MSN NetMeeting is used only for applica-

tion sharing although it is capable of providing audio 
as well as video channel). 

Table 1. Technologies used in AEC Global Teamwork and ITC 
Euromaster. 

 
 
 

 
Figure 1. AEC Global Teamwork - decentralised approach to 
lectures. 
 
On the other hand, ITC Euromaster is using centralised 
solution (Figure 2) named ClickToMeet (CTM). CTM is a 
client/server solution for on-line meetings. It runs on a 
server and enables students and lecturers to use every-
thing they need from their web browser (audio, video, 
chat, presentations, whiteboard, application sharing) so 
that there is no need to download, install and maintain 
other software tools. The only thing needed is a single 
ActiveX control for user's browser. The advantage of the 
solution is that it is very easy to use and that there is less 
effort needed to get things moving despite firewalls. The 
main advantages are at the same time major disadvantages 
of this system:  

- CTM is not free (license fee per user),  
- student is limited to Internet Explorer (and therefore to 

Windows OS), 
- ActiveX controls are considered to be potentially dan-

gerous and therefore prevented on some corporate sys-
tems, 

- it is harder to identify and deal with possible prob-
lems. 

The only major thing that ITC Euromaster lacks is a sys-
tem module for recording lectures and sessions in order to 
listen to them asynchronously. This feature can be useful 
if student misses a lecture, mentor session or something 
similar and would like to see and listen to it anyway. For 
that reason in AEC Global Teamwork software package 
RecallTM is used. 

 
Figure 2. ITC Euromaster - centralised solution. 
 
As mentioned above students in ITC Euromaster are lim-
ited and have to use Windows based operating system 
while modular approach taken in AEC Global Teamwork 
course allows more freedom as some of the tools (Skype, 
protocols based on MSN Messenger and NetMeeting) are 
available for different operating systems and others 
(ThinkTankTM) run on any browser. However, for the 
wholesome experience (application sharing, whiteboard, 
RecallTM, …) Windows still has to be used. 
In both cases there is a central portal with all information 
needed for the course together with the learning material. 
While with the AEC Global Teamwork Think TankTM is 
used as the central system (in-house solution of the Uni-
versity of Stanford), ITC Euromaster uses a well known 
open-source system Moodle. In either case the public 
asynchronous communication between the persons in-
volved (students, lecturers, mentors) is possible. 
 
3.2 Survey 

Primarily the survey was intended for getting some feed-
back on the courses from the students who participated in 
the course. It was intended to evaluate and compare both 
courses in three crucial respects: 

- to get impressions of communication technologies 
used, 

- experiences and impressions of the course, and 
- impact of the course on the students. 

The survey was conducted by Webswey, a tool for creat-
ing surveys on the Web   
(http://www.scix.net/deliverables.htm, On-line survey 
software). The survey population was selected among the 
students who participated in one of the courses in the year 
2006. Due to a small number of students participating in 
ITC Euromaster, similar number of students participating 
in AEC Global Teamwork was randomly selected. The 
number of survey respondents was 15 (8 from AEC 
Global Teamwork and 7 from ITC Euromaster), which 
represents 83% of total number of invited students (18, 9 
from each course). 
Students were asked several questions of different types. 
First, some questions were asked in order to determine 
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whether educational background had affected course ex-
perience and then questions regarding course experience 
and technologies used followed. Last, some questions 
regarding the whole experience were asked. 
As mentioned before, 15 students responded to the sur-
vey. The average age of respondents from the AEC 
Global Teamwork was 25 (Figure 3) with 75% males and 
25% females (Figure 4), while the average age of respon-
dents from ITC Euromaster was 33 (Figure 3), with 63% 
percent of male students and 27% of female students 
(Figure 4). 
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Figure 3. The average age of the participants answering the 
questionnaire. 
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Figure 4. Gender of the respondents. 
 
 

When students were asked to evaluate their knowledge of 
communication technologies (from 1 to 5), the average 
answer in both groups was the same (Figure 5). 
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Figure 5. Answers to the question: “Please, evaluate from 1 
(poor) to 5 (excellent) your knowledge of communication tech-
nologies prior to taking this course?” 
 
It can be concluded that both groups were fairly compara-
ble. 
As seen in Figure 6, least known technologies prior to 
taking the course were application sharing and video 
communication. 
When asked for most useful tool during the course, 50% 
of students from AEC Global Teamwork answered that 
most useful was instant messaging, while on the other 
hand 43% of students of the ITC Euromaster thought that 
most useful was application sharing (Figure 7). 
Considering the answers, most used technology in AEC 
Global Teamwork was instant messaging, while students 
of ITC Euromaster most often used audio and video 
communication and application sharing (Figure 8).  
Respondents wrote: 
“Because it was the most convenient method to communi-
cate with others.” (audio commucation) 

ITC Euromaster student #6 
“Helps in making quick decisions. Avoids lag time of e-
mail.” (instant messaging) 

AEC Global Teamwork student #6 
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Figure 6. “Which tool was least known to you prior to taking the course?” 
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Figure 7. “Which tool was most useful to you during the course?” 
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Figure 8. “Which tool did you mostly use during the course?” 

 
“It was the easiest and fastest way to convey a message. 
It also took the least amount of time to set up.” (instant 
messaging) 

AEC Gobal Teamwork student #7 
This is mostly related to the tools used during the lectures. 
While ITC Euromaster uses ClickToMeet which has au-
dio/video capabilities and application sharing included 
and works out of the box, it is more convenient for AEC 
Global Teamwork students to use what they know best. 
To sum up, as far as technology is concerned, the least 
important technologies for use during the two courses are 
wiki, game engine and forums (Figure 9). In order to be 
precise, it has to be mentioned that wiki and game engine 
were not introduced as a part of the courses but were used 
on recommendation of some students in the AEC Global 
Teamwork. 
What is interesting is that the forum (discussion boards) 
was not highly rated although the advantages are clear. 
AEC Global Teamwork student #4 noted: 
“It is most similar to email and instant messaging, but has 
the benefit of being recorded for everyone to see. Email 
does not necessarily let everyone see the conversation. 
Instant messaging may not keep a good record of conver-
sations. Forums have both of these.” 
Students were also asked if they had any problems with 
technology and the related tools. Results show (Figure 10) 
that almost all participants had some problems. 
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Figure 9. “In your opinion, how important is each of the follow-
ing technologies for the course? (1 = not important at all, 5 = 
very)” 

 
Regarding question on specific problems that emerged 
during the lectures, similar answers were given. Among 
the AEC Global Teamwork students most answers were 
related to FTP and forum inaccessibility, usage of diverse 
software solutions and the lack of a central solution.  
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Figure 10. “Did you experience any problems during the 
course?” 
 
“FTP servers and the forum servers went down every 
once in a while, which caused problems for our team. 
Then we had to rely on other methods of communication 
and distribution.” 

AEC Global Teamwork student #4 
On the other hand it seems that ITC Euromaster students 
had a lot of problems with ClickToMeet system. ITC Eu-
romaster student #1 wrote: 
“Sometimes it just didn't work.” 
Despite the problems, 93% of all students think that IT 
knowledge gained during the course is invaluable in their 
further work and 87% of students are convinced that IT 
can be one of the major factors in competitiveness of the 
BC industry. 
 
 
4 CONCLUSIONS 

In order to educate the next generation of professionals to 
be able to work in multi-discipline collaborative environ-
ments it is necessary to present the advantages of infor-
mation technologies. This study showed two examples of 
such transfer of ICT related knowledge into practice and 
comparison of two approaches taken. Survey confirms 
that participants gained valuable experiences using tech-
nologies that were available and presented. It was also 
presented that despite the clear benefits of the use of some 
tools available, students use technology they know best if 
it is more convenient to them.  
The paper once again shows the lack of modular inte-
grated systems required to support distributed learning 
environments. Results show that students prefer ITC Eu-
romasters’ centralised virtual classroom to more than de-
centralised solution and usage of diverse software tools in 
AEC Global Teamwork. To illustrate why, AEC Global 
Teamwork student #5 reported: 
“Computers were not capable of handling multiple soft-
wares.” 

On the other hand, ITC Euromaster students reported 
bandwidth and firewall problems using centralised sys-
tem. 
What is interesting is that when participants were asked 
about their reflection on the course and what they have 
gained from that experience, the majority of AEC Global 
Teamwork participants wrote about social aspects of the 
whole experience while IT Euromaster students focused 
more on IT issues although they arguably had fewer prob-
lems. 
Despite some technological drawbacks both courses 
seems to be delivering what they have promised. AEC 
Global Teamwork student #6 wrote: 
“I gained the ability to compete in a worldwide market 
and obtain skills that I will use to pursue a career that is 
challenging and insightful. I also gained many valuable 
resources in many specialties and in many places.” 
And that is why it is worth developing them further. 
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IT EDUCATION AND UTILIZATION WITHIN THE UPCOMING SHARED MASTER OF 
SCIENCE IN CONSTRUCTION MANAGEMENT AND ENGINEERING IN THE NETHER-
LANDS 
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Geosciences, Delft University of Techno, the Netherlands 

ABSTRACT: In March 2004, the Task Force Sector Plan presented their final report to the State Secretary of Educa-
tion, Culture and Science. In this report, the three universities of technology (3TU) proposed how they aim to create a 
single federation of Dutch universities of technology by combining their education and research programmes in order 
to enhance knowledge valorisation. In addition, five shared Master of Science (MSc.) programmes - not yet offered in 
The Netherlands but considered to be essential for the Dutch knowledge economy - were proposed, including the MSc. 
Construction Management and Engineering (CME) programme. The MSc. CME programme, realized at the three 3TU 
locations, consists of two blocks: (1) a general block and (2) a specialization block. The general block covers the topics 
that provide a sound basis for further specialization at one of the three locations of the 3TU. Within the general block – 
but moreover in the specialization block offered in Delft – contains a large amount of IT education and utilization. This 
paper will discuss the overall programme of MSc. CME programme and the development process of the MSc. CME 
specialization in Delft, with a special emphasis on the IT related subjects. 
KEYWORDS: master programme, construction management, IT, education. 
 
 
1 INTRODUCTION 

In order to raise the Dutch “knowledge” economy from its 
mediocre position in innovation, in 2003 the Dutch Gov-
ernment established an Innovation Platform, headed by 
the Prime Minister with members from the Government, 
business enterprises and knowledge institutes. The task of 
the Innovation Platform is to propose strategic plans in 
order to reinforce the Dutch knowledge economy and to 
boost innovation by stimulating the co-operation of busi-
ness enterprises and organizations in the public knowl-
edge infrastructure (www.innovatieplatform.nl). 
Apart from the installation of the Innovation Platform, a 
Science & Technology Sector Plan Task Force was 
formed consisting of Loek Hermans (chairman) and the 
three CEO’s of the three universities of technology in the 
Netherlands - Delft University of Technology (TUDelft), 
Eindhoven University of Technology (TU/e) and the Uni-
versity of Twente (UT). In March 2004, the Task Force 
presented the Sector Plan “Power in Innovation” to the 
State Secretary of Education, Culture and Science. In the 
Sector Plan, the three universities of technology (3TU) 
indicate how they aim to create a single federation of the 
Dutch universities of technology by combining their edu-
cational and research programmes and enhancing their 
activities in the field of knowledge valorisation by 2010. 
With this comprehensive co-operation and co-ordination, 
the three universities of technology will combine forces 

for a dynamic and competitive position of the Dutch 
economy (Hermans 2004). 
In September 2004, a 3TU Graduate School (GS) for the 
co-ordination of education, a 3TU Institute of Science & 
Technology for the co-ordination of research, and a 3TU 
Innovation Lab for the enhancement of knowledge valori-
sation were introduced by the 3TU federation 
(www.3tu.nl). The 3TU is the obvious party to ensure that 
the Dutch knowledge economy has sufficient technical 
and science graduates at its disposal. In the Sector Plan, 
five new shared MSc. programs - not yet offered in The 
Netherlands and considered to be essential for the Dutch 
knowledge economy - were proposed: (1) MSc. Embed-
ded Systems, (2) MSc. Nanoscience and -technology, (3) 
MSc. Systems and Control, (4) MSc. Sustainable Energy 
Technology and (5) MSc. Construction Management and 
Engineering (CME). In the next three sections, the overall 
programme of the 3TU MSc. CME will be discussed with 
a special emphasis on IT utilization and education within 
the programme.  
 
 
2 3TU MSC CME PROGRAMME 

The CME MSc. programme, realized at the three loca-
tions of 3TU GS, is subdivided into two blocks: (1) a 
general block and (2) a specialization block. The general 
block covers the topics which provide a sound basis for 
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further specialization at one of the three locations of 3TU 
GS. On all three locations the general block consists of 
the following five course elements: 

1. Collaborative Design and Engineering. This course 
deals with the social aspects of design and engineering 
processes as well as the technical and organisational 
aspects. During the course, students experience how 
creativity and working in teams have mutual influ-
ences and how the use of IT can affect supporting 
processes. The theoretical aspects of communication 
and information management in collaborative design 
and engineering are introduced. Important issues are 
the control over the design and engineering processes 
and the management of data exchange. Advanced IT 
tools and media for communication and on-line col-
laboration are discussed and practiced during the ex-
ercises, with a special attention to Electronic Docu-
ment Management systems. 

2. Project Management. This course deals with princi-
ples and techniques of project management. Project 
management is concerned with management tech-
niques given a fixed project definition and a clear set 
of goals and requirements. This course aims at provid-
ing students with the insight, concepts and skills 
needed to understand the nature of leading, managing, 
co-ordinating and facilitating the actors in the project 
and the stakeholders concerned. Traditional IT tools 
supporting many project management functions re-
lated to the core management functions (objectives 
and constraints) scope, time, cost and quality and the 
facilitating functions (interactive and adaptable) in-
formation and communication, contracts and pro-
curement, human resources and risk, are discussed and 
practiced during the exercises. In addition, there will 
be a special attention given to (visual) construction 
simulation tools based 4D and 5D CAD modelling 
and/or BuildingSmart technologies   
(http://www.buildingsmart.info/). 

3. Process Management. This course deals with the prin-
ciples and techniques of process management. Process 
management is presented complementary to project 
management. While project management is about real-
izing products and delivering products in a context of 
fixed goals and requirements, process management is 
about organizing and managing processes between ac-
tors and stakeholders, in order to (re)develop projects, 
goals and requirements amidst uncertain environ-
mental policies. This course aims at providing stu-
dents with the insight, concepts and skills needed to 
understand the nature of interaction between actors 
regarding the initiation and development of, and the 
decision-making on projects with uncertain and dy-
namic situations. A computer simulated environment 
will be offered to the students for practising and ana-
lyzing multi-actor behaviour, process management 
and arrangements (i.e. computer supported gaming).  

4. Legal and Governance Aspects. This course deals with 
the legal aspects of the construction process, taking 
into account the institutional contexts of the actors in-
volved in the construction process. During the course, 
students will gain insight into the possibilities and 
limitations posed by the Dutch, European and Interna-
tional legal systems, as well as into the fundamental 

positions and considerations of the public and private 
sector and their interactions during the construction 
process. This course will also pay some attention to 
the legal aspects of using IT in construction manage-
ment and engineering processes.  

5. Integration and Orientation. In the 'Integration' part of 
the course, students must show their ability to operate 
in a team and apply the expertise and skills (including 
IT expertise and skills) acquired so far in a real-life 
project setting (i.e. reflecting the practice of a design 
consultancy group).  

The specialization blocks, differing for each of the three 
locations of the 3TU GS and match the local specializa-
tions consist of (1) obligatory courses, (2) elective courses 
and (3) a graduation project. The complete package of 
specialization courses together with the five general 
courses will lead students to the preparation of a gradua-
tion project. The specialization block in Delft will be dis-
cussed in more detail in section 7. 
 
 
3 TOWARDS A COMMON ELECTRONIC LEARN-

ING ENVIRONMENT FOR THE 3TU GS  

While most 3TU MSc. development groups primarily 
focused on the development and organization of their 
curriculum, another group IT & Education and ELO-
Groupware (IT&E) tried to sketch a realistic perspective 
for a future electronic learning environment for the 3TU 
GS. Because the 3TU MSc. groups were primarily fo-
cused on their curriculum, the ambitions with regard to an 
advanced IT-based instructional design (face-to-face, dis-
tance education, campus blend, etc.) were rather modest. 
Therefore, one of the problems of the IT&E group was 
that it was not very clear what was needed and when it 
was needed to facilitate the 3TU MSc. curricula. The 
danger of this situation is that the discussion narrows 
down to all kinds of interesting and nice working tools 
which from IT perspective cannot be managed.  
Another problem of the IT&E group was the fact that the 
three locations of the 3TU GS already implemented dif-
ferent and rather traditional and closed virtual learning 
environments based on technology provided by Black-
board, WebCT, TeleTOP and Microsoft that are inte-
grated with the internal IT infrastructures and information 
systems. The IT&E group denoted the importance to take 
first a step back and look at the problems from 3TU IT 
architecture. Starting point is the business processes, i.e. 
the education process starting from subscription till be-
coming an alumnus. Secondly, the information processes 
will be defined in terms of which functions are needed 
and considering the use of open specifications and stan-
dards (i.e. providing interoperability). With respect to the 
interoperability issues, it is important to broaden the dis-
cussion to look at the architecture as a digital learning and 
working environment (DLWE), and not solely as the clas-
sic virtual learning environment1. Finally, the technical 

 
1  Even if the 3TU will not achieve a common DLWE (both 

from a short or long term perspective), the open standard ap-
proach will guarantee a second best scenario ensuring that 
components can work together. The information process that 
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processes will be defined in terms of which tools are re-
quired, the client/server architecture, an integrated system 
or a combination of interoperable technical components 
etc. (stanleyportier.blogspot.com).  
At the time writing of this paper, a common 3TU-DLWE 
is still a long term ambition. For the short time, a number 
of temporary and pragmatic technical solutions are pro-
vided by SURF, which is the higher education and re-
search partnership organization for network services and 
IT in the Netherlands. SURF exploits a hybrid network 
(SURFnet6) and offers innovative services for security, 
authorization, middleware, identity management, group-
ware and video conferencing (www.surf.nl). In the next 
academic year (2007/2008), also Microsoft Sharepoint 
Portal technology (pilot) will become available for the 
exchange and central collection of learning sources of all 
kind. 
 
 
4 THE SITUATION AT THE DELFT LOCATION OF 

THE 3TU GS 

In the early phase of the development process of the pro-
gramme, it was observed that the situation at the Delft 
Location of the 3TU GS was complex, due to the in-
volvement of three faculties (i.e. Faculty of Civil Engi-
neering and Geosciences, Faculty of Architecture and 
Faculty of Technology, Policy and Management). An 
internal deliberation in Delft in April 2006 resulted in a 
common agreement that the section Design and Construc-
tion Processes at the Faculty of Civil Engineering and 
Geosciences (CiTG) taking the lead in the development 
process of the programme and to represent the Delft Uni-
versity of Technology (TUDelft) in the 3TU GS. In order 
to provide answers on the questions about the necessity 
and feasibility of such specific MSc. CME programme for 
the faculty CiTG in terms of finance, students and phi-
losophy, a feasibility study has been carried out. A trend 
analysis was part of this feasibility study. In next section 
the results of this trend analysis is discussed. 
 
 
5  TREND ANALYSIS OF THE (DUTCH) CON-

STRUCTION INDUSTRY  

The current state of the (Dutch) construction industry can 
be characterised as very fragmented and traditional. Until 
recently there were no incentives to change. However, the 
increased pressure from society and government per-
suaded the construction industry to change towards a 
more innovative and competitive branch of industry. Par-
ticularly this is the case in where a parliamentary inquiry 
(2002-2003) revealed some large-scale irregular pricing 
practices in the construction industry of the Netherlands. 
Apparently, the fundamental obstacle to change is 
prompted by its governing culture and the system of 
norms and values that slows down or prevents innovation. 

 
is required to support a student’s learning process should not 
be hindered by technical barriers. Even if the underlying sys-
tems are different, the front-end interface for the end-user 
may still be one coherent environment. 

The large number of clients and suppliers in the construc-
tion industry form an obstacle for the systematic mobili-
sation of clients and suppliers. The impenetrability of the 
market structure in the construction industry is another 
reason for limited innovation. Transactions in the con-
struction industry are predominantly based on the lowest 
price. Inadequate competition and low transparency frus-
trates the proper interaction between supply and demand, 
verifiable trade and the proper appreciation of innova-
tions. 
In November 2003, the ministers of Housing and the En-
vironment, Economic Affairs and Infrastructure jointly 
presented “Future perspective for the construction indus-
try”. The main goal of this document was to initiate, to 
encourage and to facilitate change in the Dutch construc-
tion industry in order to (1) restore thrust among stake-
holders in both demand and supply side, (2) to improve 
relations between government and industry (3) to stimu-
late improved relations within the industry and (4) to 
stimulate the necessary system and process innovations. 
A national Steering Board (Regieraad Bouw) was in-
stalled to supervise the change (www.regieraadbouw.nl). 
The necessary funds for research and development be-
came available through the national research and innova-
tion programme for the Dutch construction industry PSI-
Bouw (Process and System Innovation in Buildings, 
www.psib.nl). During the last three years, the construc-
tion industry together with the academic institutes has 
invested a great deal of effort (and finance) in providing 
PSIBouw the necessary impulse for translating the de-
mands from the society and government into a list of 
“ambitions” for the necessary transition of the BC indus-
try (Table 1). 
Table 1. Desired transition of the Dutch construction industry 
(also known as the PSIBouw 8-liner). 

From TO 
Supply-oriented work Demand-oriented work 
Capacity and effort-oriented 
work Result-oriented work 

Fragmented work Integrated work 
Fixed price at inception Value versus price at the end 
Risk management prior to the 
process 

Risk management during the 
process 

Focus on the control of costs Focus on production of benefits 
Building for a few parties Building for all stakeholders 
Settling everything at inception Dynamic steering 
Payment for promises Payment for deliveries 

 
PSIBouw has been divided into five clusters: (1) “Con-
struction Practices”, (2) “Solutions”, (3) “Conditions”, (4) 
“Instrumentation” and (5) “Knowledge”. The backbone of 
PSIBouw is formed by the clusters “Construction Prac-
tices” and “Solutions”. The cluster “Construction Prac-
tices” identifies the new ideas and monitors the trends 
within the construction industry and asks cluster “Solu-
tions” to provide practical and working solutions. The 
clusters “Conditions” and “Instrumentation” can be seen 
as the scientific clusters that absorb the scientific ques-
tions that arise in the two backbone clusters. Cluster 
“Knowledge” establishes a set of competence criteria for 
future workers in the Dutch construction industry on 
which the curricula of universities and higher education 
can be built (PSIBouw 2006).  

http://stanleyportier.blogspot.com/
http://www.surf.nl/
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At the time of writing, almost 50 research projects have 
been started in PSIBouw, and a number of these have al-
ready been completed. The IT related research and devel-
opment projects have been positioned in cluster “Instru-
mentation”. This cluster is seen as an “enabler” for the 
other clusters and thus only provides the “instruments” 
for the concepts and methodologies that are developed 
somewhere else. From this the following key areas for IT 
research and development have been derived (PSIBouw 
2005 and 2006): 

- Improvement of (development and application of) IT 
applications in the areas of logistical supporting in-
struments, such as document control, workflow man-
agement, supply chain management, systems which 
have at their basis univocal construction appointment 
schemes. PSIBouw have also recognised this problem 
and tries to embed the IT developments within cluster 
Instrumentation in the current PAIS activities. PAIS 
stands for Platform for coordination of technical in-
formation structure in which five Dutch initiatives in 
the field of construction appointment schemes cooper-
ate (www.paisbouw.nl).  

- Support for professional clients in the choice for how 
their projects can be offered to the market under the 
best conditions. For each project, a professional client 
(also known as public client) has to make an assess-
ment of how that project can be brought on the market 
under the best conditions. Many factors can play a role 
here such as own expertise, expertise suppliers, de-
sired influence, level of difficulty, desired innovation, 
desired cooperation etc. Assessment models can sup-
port the professional client in its choice.  

- Development of demand specifications with which 
projects can be managed and controlled based on 
value creation instead of lowest cost. Well formulating 
the demands by means of performance requirements, 
constraints and desired functionalities is important if 
the client wants to manage and control projects based 
on value creation instead of lowest realisation cost.  

- Develop of appraisal and selection methodologies for 
several unlike solutions on the basis of factors and cri-
teria such as past performances, sustainability versus 
life-cycle, value versus quality, involvement stake-
holders and management of risks. An example project 
in this key area is PIPS. PIPS stands for Performance 
Information Procurement System which is an inte-
grated working method developed by the Arizona 
State University (US) in which has been combined: 
(1) selection method of suppliers based on past per-
formances and (2) the identification, measurement and 
allocation of project risks. The PIPS project most im-
portant objective of research is to investigate whether 
this integrated working method can be applied in the 
Dutch construction industry. 

- Development of benchmarking instruments with 
which suppliers can be stimulated to improve their 
processes in the supply chain, with as a result that they 
will perform and serve the client better in the future. 
An example project in this key area has been initiated 
by the Dutch Association for House Owners. The pro-
ject aims to develop an instrument with which con-
struction errors in new residential houses can be moni-
tored and benchmarked against earlier monitoring re-
sults from other housing projects (Dado 2006).  

The project ProClient has been initiated by TNO Building 
in cooperation with the three technical universities in the 
Netherlands to investigate and provide a roadmap for the 
future IT research activities during and after the PSIBouw 
period. The project has been granted by PSIBouw and is 
expected to start in June 2006. This project has as most 
important objective to provide insight the (non-) possibili-
ties of IT for the improvement of the communication be-
tween client/user and supplier, including the insight in the 
targeting mechanisms for process and system innovation 
in general (Dado and Beheshti 2006). 
Now that the Dutch construction industry has taken up a 
position towards addressing the consequences of in-
creased pressure from the society and the government, 
this places heavy demands on the competence of the in-
dustry - a new type of competence that is not the same as 
it used to be. Therefore the construction industry must 
change. These types of changes require a change in “deci-
sion, doing and acting” within the industry. In addition, it 
also means that there is a change in the needs of skills and 
knowledge for future construction managers. This change 
in the needs of skills and knowledge for future construc-
tion managers is also (although in a slightly different con-
text) recognized by a number of branch organizations in 
The Netherlands, such as the Dutch Construction and In-
frastructure Federation (Bouwend Nederland) and the 
Economic Institute for the Construction Industry 
(Economisch Instituut voor de Bouwnijverheid - EIB). In 
general they mention the following drivers for this 
change: 

- The increase of the complexity of the projects and the 
underlying construction processes; 

- The increasing possibilities of information and com-
munication technologies; 

- Increased focus on construction process management; 
- The increase of the responsibility and the liability in 

design, life-cycle maintenance and finance; 
- The increase of the level of participation of clients 

during construction processes and the increased focus 
on transparency during the negotiation phase; 

- The increase of working in (international) consortia; 
- Increased focus on human resource management. 

A prognosis of the labour market of the construction in-
dustry for the period 2005-2010 predicts only a small in-
crease (approximately 1% per year) of the overall em-
ployment in the construction industry. However, an in-
crease of 3.2% of the employability of construction man-
agers with an academic background is expected. This em-
ployability will increase by the accelerated outflow of 
elderly construction managers till 2020. In addition, it is 
expected that gross production and the added value of the 
construction industry will increase while the overall em-
ployment remain more or less equal, indicating an in-
crease of the complexity of the management tasks in the 
near future (Dado and Veenstra 2005). In the next section, 
the profile of the construction manager of the future in 
terms of general and scientific personal and domain-
specific requirements will be discussed. 
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6 THE PROFILE OF THE CONSTRUCTION MAN-
AGER OF THE FUTURE 

The lists provided in this section are based on the trend 
analysis made in the previous section and complemented 
with the results of subject-specific interviews with spe-
cialists in the field of CME and a graduate student survey 
conducted by the Faculty CiTG in 2005. 
Regarding the general and scientific personal require-
ments of the construction manager of the future, he or she 
should have the following qualifications: 

- A thorough scientific attitude. In his or her scientific 
attitude he or she does not restrict himself or herself to 
the specific boundaries of the CME domain and is 
able to cross these boundaries; 

- The ability to reflect on the complete scope of matters 
and issues in the domain: is able to form an opinion 
and contribute to discussions;  

- As an academic, the manager understands the poten-
tial benefits of research and is able to understand and 
incorporate the results of research; 

- Understands the importance of oral and written com-
munication skills, in particular in English, and can 
make effective use of these; 

- Has the habit to reflect upon his or her own work and 
continuously uses relevant information to improve his 
or her competences; 

- Is able to operate (or lead) multi-disciplinary and mul-
ticultural teams [Schaefer, 2005]. 

Regarding the domain-specific requirements of the con-
struction manager of the future, he or she should have the 
following qualifications: 

- Is able to work from different disciplinary viewpoints 
and levels, including the ability to recognize and to 
work with the interconnections that exist between lev-
els; 

- Has a life-cycle mindset: is able to make decisions 
which guarantee future values and benefits; 

- Has a demand- and client-oriented mindset: is able to 
help clients to specify their needs and to translate 
these into products with most benefit for both client 
and supplier; 

- Understands the fundamental difference between 
process- and project management and is able to apply 
the underlying techniques and methodologies in pro-
jects; 

- Understands the concepts of dynamic control at stra-
tegic, tactic and operational levels in the different life-
cycle stages of projects; 

- Is able to recognise and to control uncertain factors 
(i.e. risk management), with a special attention for 
process aspects and (not individual) safety aspects; 

- Understands the concepts for optimal de-
sign/composition of plans and projects, incorporating 
technical, financial, economical and social viewpoints; 

- Is able to recognize the relevant legal aspects during 
construction processes and is able to analyze these in 
the context of public and private institutional frame-
works; 

- Understands the concepts of financial engineering in-
cluding project financing and financial accounting and 
is able to recognize the associated risks; 

- Is able to make a well-considered judgement of the 
applicability of IT instruments at individual, project 
and company levels [Dado and Veenstra 2005, Schae-
fer et al. 2006]. 

The lists regarding general, scientific personal and do-
main-specific requirements was the starting point for the 
development of MSc CME specialization at the Delft lo-
cation of the 3TU GS, that will be discussed in the next 
section. 
 
 
7 THE MSC CME SPECIALIZATION AT THE DELFT 

LOCATION OF THE 3TU GS 

As mentioned in section 4, the section Design and Con-
struction Processes at the Faculty CiTG leads in the de-
velopment process of the MSc. CME programme in Delft. 
The mission of this section is the scientific clarification 
and practical promotion of the theme “process and system 
innovation in buildings”. This goal will be achieved by 
creating a link between innovation and the scientific re-
search providing a significant contribution to both science 
and the society. This contribution will be realised by the 
“Living Building Concept” (LBC) as developed within 
the section. The LBC is an extensive theoretical frame-
work of concepts wherein the value plays an equally sig-
nificant role as the cost of a construction work. This ap-
proach will have widespread consequences for the rela-
tionships between stakeholders, the methods of tendering 
construction works, the assignment of tasks as well as the 
sharing of responsibilities and risks (De Ridder 2005). 
The introduction and adoption of advanced information 
and communication technologies in the construction in-
dustry is seen as one of the key enablers for this change. 
Many of these concepts are (or will be) integrated with 
the obligatory and elective courses and are the research 
subjects of the graduation projects which are conducted 
under the supervision of staff members of the involved 
section. In this respect, the participation of Faculty of 
Technology, Policy and Management (TPM) becomes of 
crucial importance, because of their wide experience in 
both education and research in several of the areas that are 
covered by the LBC. The Faculty of TPM aims to use 
internationally oriented teaching and research to make a 
significant contribution towards providing sustainable 
solutions to complex (social) problems which involves 
analyzing the structure and operation of technical multi-
actor systems as well as the development of intervention 
strategies, practices, and instruments for designing and 
improving systems of this kind. 
Based on the findings in the sections 5 and 6, the specific 
research profile of the section Design and Construction 
Processes at the faculty CiTG and the available expertise 
at the Delft location of the 3TU GS, a MSc CME pro-
gramme2 has been developed (see Table 2). 

 
2  Note that the whole CME programme has been benchmarked 

against similar CME programmes offered outside the Nether-
lands including programmes offered by the university of 
Loughborough and University of Reading (United Kingdom), 
Universitat Stuttgart (Germany) and Purdue University 
(United States).  



Table 2. Structure of the MSc. CME programme in Delft3. 

 
 
The following courses of the MSc CME specialization 
block contain IT related subjects: 

- Building Design and Construction Informatics. This 
course is an introductory course of theories, methods 
and techniques regarding the application of informa-
tion and communication technologies, to improve the 
quality, efficiency and effectivity of design and con-
struction processes. The main emphasis of the course 
is on information modelling and product data technol-
ogy for the building and construction industry. The 
goal of the exercises is to familiarise the students with 
the basic skills of building information modelling us-
ing UML (Unified Modelling Language) as well as 
building feature modelling using ArchiCAD. 

- Knowledge Management (accompanying previous 
course in the list). The main emphasis of this course is 
on information management and knowledge technol-
ogy for the building and construction industry. The 
goal of this course is to provide students with the fun-
damental knowledge and skills of IT tools in building 
and construction, including basic skills of process 
modelling using SADT techniques (IDEF0) as well as 
knowledge modelling using a real-life case. 

- System Dynamics. This course deals with dynamic 
non-linear feedback systems on a high level of aggre-
gation in order to develop hypotheses and conceptual 
models for complex (civil engineering) systems. A 
computer supported gaming and simulation environ-
ment for advanced simulation of non-linear problem-
solving will be offered to the students. 

- Advanced System Design. In this course students (in-
dividual or as a group of two students) design, develop 
and implement a system for mainly a (building and 
civil) engineering problem. The emphasis of this exer-
cise is on system development methods and tech-
niques and the use of IT solutions. The goal of the ex-
ercise is to familiarise the students with practical as-
pects of system development, enabling them to em-
ploy IT-enabled tools whenever required for the pur-
pose of their graduation project or during their profes-
sional work. 
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3  Two-year programme, divided in 8 blocks. 

8 CONCLUSIONS 

The current state of the (Dutch) construction industry can 
be characterised as very fragmented and traditional that 
has no incentives to change. This places heavy demands 
on the competence of the industry - a new type of compe-
tence that is not the same as it used to be. Therefore the 
construction industry must change. There is also an in-
creased pressure from the society and the government on 
the Dutch construction industry to change towards a more 
innovative and competitive branch of industry as well 
improving the image of the industry. These types of 
changes require a change in “decision, doing and acting” 
within the industry. The fundamental obstacle to change 
is prompted by its governing culture and the system of 
norms and values that slows down or prevents innovation. 
The large number of clients and suppliers in the construc-
tion industry form an obstacle for the systematic mobili-
sation of clients and suppliers. The impenetrability of the 
market structure in the construction industry is another 
reason for limited innovation. Transactions in the con-
struction industry are predominantly based on the lowest 
price. Inadequate competition and low transparency frus-
trates the proper interaction between supply and demand, 
verifiable trade and the proper appreciation of innova-
tions. 
These inevitable changes in the working of the industry 
also points to the need for different skills and knowledge 
for future construction managers. These changes in the 
needs, skills and knowledge for future construction man-
agers are also recognized by a number of branch organi-
zations in The Netherlands. The opportunity to tackle this 
problem was provided after the final report of the Task 
Force Sector Plan presented to the State Secretary of Edu-
cation, Culture and Science. This led to a proposal that 
the three universities of technology (3TU) aim at creating 
a single federation of Dutch universities of technology by 
combining their education and research programmes in 
order to enhance knowledge valorisation. Amongst others 
the 3TU federation proposed a new MSc programme for 
Construction Management Engineering that will be real-
ized at the three locations of the 3TU. The MSc CME 
consists of two blocks: (1) a general block and (2) a spe-
cialization block. The general block covers the topics that 
provide a sound basis for further specialization at one of 
the three locations of the 3TU. Within the general block – 
but moreover in the specialization block offered in Delft – 
contains a large amount of IT education and utilization. 
This paper discussed the overall programme of MSc. 
CME programme and the development process of the 
MSc. CME specialization in Delft, with a special empha-
sis on the IT related subjects. 
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ABSTRACT: The paper discusses the present and coming challenges of civil engineering education, including leader-
ship, creativity, computing, security, globalization, and climate changes-related challenges. In more general terms, it 
addresses the fundamental issue of the present focus on mostly quantitative, or numerical, aspects of civil engineering 
in the context of a shift from art to science in engineering education. The paper proposes a Renaissance in civil engi-
neering education through the reinstatement of the lost balance between creativity and leadership on one side and 
teaching only the analytical knowledge and skills on the other side. Finding such a balance could be accomplished im-
plementing the Da Vincian principles in civil engineering education and through the development of a modern holistic 
body of knowledge in civil engineering. The paper also briefly discusses both the ASCE and the European Union efforts 
to improve the civil engineering education. Finally, globalization of this education is proposed, which would maximize 
the utilization of the limited resources and would create a new era of global cooperation. 
KEYWORDS: civil engineering education, challenges, balance of art and science, quantitative and qualitative knowl-
edge and skills, leadership, creativity, computing, security, globalization, globalization of civil engineering education. 
 
 
1 INTRODUCTION 

Civil Engineering education is in a critical period, which 
may determine the future of our profession for many 
years to come. There is a growing global consensus that 
serious changes are necessary to redefine the civil engi-
neering education in order to meet the present and coming 
challenges. 
Only a century ago the nature of civil engineering educa-
tion was entirely different than today. It was more like art 
than science, focused on creativity and leadership and on 
building a holistic, or qualitative, understanding of our 
profession. The available knowledge was mostly heuristic 
in the form of decision rules acquired through centuries of 
practice following the master-apprentice paradigm. To-
day, the focus is mostly on the analysis, on building quan-
titative understanding and numerical optimality, as it is in 
science. Our civil engineering knowledge is only partially 
heuristic, over the last century it has been supplemented 
by all kinds of mathematics- and physics-based theories, 
including complex mathematical models. We are all 
proud that civil engineering became a science, but at the 
same time we are becoming painfully aware that the price 
for this progress is the loss of our creativity and the ex-
cessive focus on the quantitative aspects of our profes-
sion. This shift from art to science has ultimately caused 
that civil engineers are inadequately prepared to deal with 
complex challenges of the 21st Century, which require 
novel solutions produced by out-of-the-box bold thinking 
(Arciszewski 2006). 

To improve the present situation and to reestablish leader-
ship of civil engineers in the modern societies we need to 
reassess the present nature of the civil engineering educa-
tion. Most likely, the key to the future is in the balance of 
art and science in education, understood as proper teach-
ing both the qualitative and quantitative aspects of civil 
engineering. There was a time period, the Renaissance, 
when it was postulated to maintain the balance between 
art and science, following the DaVincian principle of “art 
and science.” That resulted in an incredible explosion of 
engineering creativity and in the consequential very high 
social position of engineers.  
Unfortunately, today civil engineers are rarely perceived 
as proactive and creative leaders. They are usually seen as 
reactive technologists and followers. Subsequently, public 
attention moved to other areas of technology, mostly to 
Information Technology. As a result of that, a number of 
undesired phenomena occur today, including growing 
stagnation in our profession, deteriorating infrastructure, 
reduced infrastructure spending, etc. This situation has 
also caused that the best and brightest students choose not 
to study civil engineering and a lot of enthusiasm, creativ-
ity, and pride are lost in the process. Finally, we can ob-
serve a growing gap between civil engineering and other 
professions in terms of social position, salaries, growth 
opportunities, etc. 
The paper proposes reinventing the civil engineering edu-
cation through returning to the roots of our greatness, i.e. 
to the Renaissance idea of a modern man. That should 
help us to prepare students much better for the future and 
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in the process would allow our profession to rebuild our 
past glory and to reestablish civil engineers as leaders. 
The paper is intended to initiate a discussion about the 
past, present, and future nature of the civil engineering 
education, and, even more importantly, how to evolve this 
education in a desirable direction. We identify the present 
and future challenges and propose solutions, which could 
be implemented through international cooperation in 
many countries at the same time creating a momentum 
and reversing the present recessive trends. 
 
 
2 21ST CENTURY CHALLENGES 

The 21st Century civil engineer will have to cope with a 
number challenges, which are emerging even today, in-
cluding: 

- Leadership 
- Creativity 
- Computing 
- Security 
- Globalization 
- Climate changes 

In the past, civil engineers were the true leaders. They had 
a vision, a strategy, and, most importantly, they were able 
to initiate and implement changes to our world. They cre-
ated the built infrastructure, which became a material 
foundation of our civilization. Unfortunately, today the 
leadership moved from civil engineers to politicians, who 
usually are not even engineers. They consider engineers 
as merely technologists, who are narrowly educated to use 
various analytical tools and who simply follow directives 
without any independent judgment, not to mention crea-
tive contributions. This situation must be changed and the 
process must be initiated through a different civil engi-
neering education, which will clearly prepare our students 
to be leaders. 
Creativity is understood here in a very pragmatic context 
of Design and Inventive Engineering (D&IE) as it is 
taught at George Mason University by the first author. 
D&IE is a body of knowledge necessary and sufficient to 
develop and use design processes producing both routine 
and non-routine (inventive) designs. In this case, routine 
designs are based on routine concepts, i.e. concepts 
known and feasible. By contrast, inventive designs are 
those based on unknown yet feasible and potentially pat-
entable concepts. The focus of D&IE is on the qualitative 
aspects of design and problem solving in civil engineer-
ing. The teaching is concentrated on conceptual design 
and creative/inventive problem solving when non-
routine/inventive design concepts are sought. In addition 
to learning about engineering creativity in general (Da 
Vincian principles, creative society, the Medici Effect, 
etc.), the students learn about such heuristic methods as 
Brainstorming, Synectics, Morphological Analysis, TRIZ, 
etc. They learn fundamentals, learn how to use various 
computer tools based on these methods, and apply these 
methods to solve inventive problems. For example, in the 
Spring 2007, students worked on such problems like the 
design of a blast resistant beam-column connection in 
steel skeleton structures, the design of a run-off water 
cleaning devise, or the design of a safe highway signpost. 

The response of students is always amazing when they 
discover that civil engineering is so much more than only 
the analysis of stresses or simple dimensioning. Unfortu-
nately, the reported elective course is more an exception 
than a rule and it is offered only at a single university in 
the USA (Arciszewski 2006, Grasso and Martinelli 2007, 
Stouffer et al. 2004). 
The present practice of teaching computing in civil engi-
neering is highly inadequate and mostly counterproduc-
tive. Computing is often taught as computer drafting and 
in the context of computer simulation of various mathe-
matical models. It is nearly entirely quantitative, it pro-
vides practical skills, but it is insufficient and even poten-
tially dangerous. It leads to a mechanistic use of computer 
programs without any understanding of the computing 
principles implemented in the software. Ultimately, such 
practice may cause the incorrect use of software, for ex-
ample, outside its assumed functional envelope, with ob-
vious safety consequences. Additionally, the current prac-
tice significantly restricts engineering creativity. It forces 
engineers to use computer programs exactly as they were 
intended by the software developers, who are often with-
out any understanding of engineering, particularly of its 
qualitative dimension. If we want to improve the situa-
tion, we need to teach students a conceptual understand-
ing of computing, which will allow them to comprehend 
the internal workings of a computer program and to relate 
computing to various civil engineering activities. There 
have already been attempts to move civil engineering 
education in this direction, for example by Raphael and 
Smith (2003), and more details on the subject are pro-
vided in Section 6, “Globalization of Education.” 
Infrastructure security has been a concern in the UK for 
many years. After the events of September 11, 2001, it 
has become a major concern in the USA and is becoming 
important in many European countries. If we want to ad-
dress this challenge, a coordinated effort has to be made 
to develop a good understanding of security threats and 
their prevention in the context of infrastructure systems. 
Next, this acquired knowledge must be incorporated in 
the academic programs as separate courses on infrastruc-
ture security or taught entirely integrated with existing 
courses on infrastructure systems design, construction, 
and maintenance.  
Globalization in civil engineering, mostly in construction 
engineering, is simply a fact. It is a complex process of 
interrelated cultural, social, political and technological 
changes occurring at the same time and affecting its par-
ticipants in often unpredictable and not necessarily desir-
able ways. We need to prepare our students not only how 
to cope with globalization, for example how to avoid out-
sourcing their jobs, but also how to understand globaliza-
tion in order to use it to their benefit. That means teaching 
globalization in the context of co-evolution and of com-
plex adaptive systems, but also teaching the globalization 
management. 
There is a growing consensus that our planet is undergo-
ing climate changes. No matter what is the cause of these 
changes, human activities, the Sun-induced warming of 
the entire solar system, or a combination of both, they 
will have tremendous impact on civil engineering. That 
means a strong need to prepare students to cope with all 
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kinds of infrastructure and environmental problems, 
whose nature and extend cannot be even predicted today. 
There is only a single alternative how to prepare our stu-
dents for this challenge: to educate them how to deal with 
unexpected and complex problems using various “out-of-
the-box,” or inventive problem solving methods and tools.  
 
 
3 CIVIL ENGINEERING RENAISSANCE 

The restoration of the past glory of civil engineering re-
quires bold action and significant qualitative changes in 
addition to mostly incremental and quantitative improve-
ments postulated by the American Society of Civil Engi-
neers (ASCE) Body of Knowledge (BOK) Committee, as 
discussed in Section 4, “ASCE Initiatives.”  
The authors believe that the key to our future is the rein-
statement of a balance between teaching interrelated crea-
tivity and leadership versus teaching only the analytical 
knowledge and skills. That also means finding a balance 
between qualitative and quantitative aspects in civil engi-
neering education, or ultimately finding a balance be-
tween the art and science in education. 
We postulate the reestablishment of our past glory 
through returning to its roots: to the Renaissance concept 
of an educated person. This concept served engineers so 
well in the past and could be used again. Leonardo Da 
Vinci, one of the most important Renaissance figures and 
an artist and an engineer, has best articulated it. He was a 
living proof that a true greatness can be only achieved by 
balancing contradictory components. He has formulated 
seven principles, which are even more inspiring and use-
ful today that they were in the 15th Century (Gelb 1998). 
We could consider these principles as a conceptual foun-
dation of a modern Renaissance civil engineering educa-
tion. They are listed here with brief explanation of their 
modern interpretations: 

- Curiosita: open and curious attitude to the world 
and focus on constant learning 

- Dimostrazione: constant knowledge testing and veri-
fication in the context of real world 

- Sensazione: multi-sensual and holistic approach to 
knowledge acquisition 

- Sfumato: understanding and accepting the 
world and knowledge in their com-
plexity and fuzziness 

- Arte/Scienza: balance of art and science 
- Corporalita: balance of body and mind 
- Connessione: holistic/systems view of the world 

The da Vincian principles can be used to design a modern 
holistic BOK in civil engineering with the main five com-
ponents (Arciszewski 2006): 

- Factual knowledge 
- Analytical knowledge and skills 
- Creativity knowledge and skills 
- Computing knowledge and skills 
- Globalization knowledge and skills 

When such a BOK is developed, the desired balance will 
be restored between: 

- Leadership and discipline 
- Creativity and order 
- Synthesis and analysis 

- Qualitative and quantitative knowledge 
- Abduction and deduction 
- Left and right brain hemisphere education 

 
 
4 AMERICAN SOCIETY OF CIVIL ENGINEERS 

INITIATIVES 

Fortunately, the extend and nature of the present and 
coming challenges have already been recognized by lead-
ers of various engineering organizations, including the 
American Society of Civil Engineers (ASCE), the Na-
tional Academy of Engineering in the USA, the National 
Society of Professional Engineers in the USA, etc. In par-
ticular, within the ASCE a Body of Knowledge (BOK) 
Committee has been established. BOK is understood in 
this case as the knowledge, skills, and attitudes necessary 
to enter the practice of civil engineering at the profes-
sional level. The major mission of the BOK Committee is 
to determine the BOK in civil engineering for the 21st 
Century Anderson et al. 2006, BOK 2004, 2007, Elm 
1885, Hoadley 2007, Studt 2006,). 
The Committee has recommended a fundamental change 
in the present model of a professional track leading from 
a university education (BS degree) through hands-on en-
gineering experience and PE licensure exams to profes-
sional practice. It has explicitly recognized the fact that 
today a university education leading only to a BS degree 
is grossly inadequate to provide students with sufficient 
BOK to meet challenges of the 21st Century. Therefore, 
the Committee has proposed a “Tomorrow’s CE Profes-
sional Track.” The fundamental difference is in requiring 
a MS degree, or at least 20 credit hours in graduate 
courses, to take the PE licensure exams. This is a signifi-
cant breakthrough with a potential for changing the civil 
engineering education and creating a spectrum of ad-
vanced courses appropriate for both regular graduate stu-
dents and for practicing engineers who want to become 
professional engineers. 
In 2004, the Committee published a book on “Civil Engi-
neering Body of Knowledge for the 21st Century, Prepar-
ing the Civil Engineer for the Future.” This book has al-
ready influenced the ongoing discussion about the future 
of civil engineering education. Even more importantly, 
the Committee has identified a list 15 outcomes of civil 
education and these outcomes will be gradually reflected 
in programs offered by the civil engineering departments 
in the USA. Also, the work of the Committee directly 
influences ABET, Inc., which is the recognized U.S. ac-
creditor of college and university programs in applied 
science, computing, engineering, and technology. In this 
way, the changes proposed by the Committee will be 
gradually implemented. More extensive and far-reaching 
changes are coming from the BOK II Committee, operat-
ing now, which is planning to propose 26 outcomes. Un-
fortunately, the authors believe that the proposed im-
provements, although absolutely necessary and moving 
civil engineering in a desired direction, are still insuffi-
cient, particularly in the context of the absolutely neces-
sary balance between art and science in civil engineering 
education. 
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5 EUROPEAN UNION INITIATIVES 

In Europe not just engineering education but the univer-
sity education in general seems to be in a deep (and hope-
fully heeling) crisis. As Hörisch writes in his book “The 
unloved university” (Hörisch 2006), universities tend to 
become knowledge factories and are badly affected by all 
consequences of today’s laws of the open market. The 
pure curiosity and the joy to experiment, actually all the 
seven principles of Da Vinci, have vanished. Unfortu-
nately, the Bologna process doesn’t seem to bring the 
expected improvements. Fortunately, it has created a cli-
mate of change and does bring support for innovative 
approaches and projects in education. 
One such project, initiated in 2001, has been focused on 
the joint curriculum and teaching materials development 
in the area of information technology in construction. It is 
called “ITC Euromaster” (Rebolj and Menzel 2004). The 
project has been funded by the European Commission in 
the Socrates/Erasmus framework. Nine European univer-
sities are presently active in the development and dis-
semination of teaching materials: (in alphabetical order): 
Universidade do Algarve (Portugal), Technische Univer-
siteit Delft (Nederlands), Technische Universität Dresden 
(Germany), Glasgow Caledonian University (UK), Uni-
versidade nova de Lisboa (Portugal), Univerza v Ljubljani 
(Slovenia), Lulea University of Technology (Sweden), 
Univerza v Mariboru (Slovenia; coordinator of the pro-
ject), and University of Salford (UK). 
The main goal of the project has been to develop a cur-
riculum on Construction IT in order to give students vari-
ous possibilities to expand their understanding of re-
search, development, and applications of computing and 
information science in civil and construction engineering. 
A result, the European Masters Curriculum in Construc-
tion IT, complements the existing portfolio of teaching 
programs available in the European Union. It is expected 
to create a new generation of computing and IT experts in 
civil engineering and in architecture. The need for such 
21st Century professional has been recognized by various 
authors (e.g. Froese 2004). 
The development of the content and of the teaching mate-
rial for courses has been distributed among the individual 
partners and each is responsible for a specific course, or 
courses. Teaching materials have been prepared in digital 
form following the e-learning standards. Two universities 
have already accredited courses developed in the project, 
including the University of Maribor and the University of 
Ljubljana.  
The only way to support collaboration of so many differ-
ent universities was through the use of an effective e-
learning system. According to our experience, an ad-
vanced technical infrastructure is a vital part of any such 
system. So far we have gathered experience regarding e-
learning supported seminars (Rebolj and Menzel 2004) 
and in various other projects, where audio or videoconfer-
encing (based on such tools as HorizonLive, VCON, 
CUSeeme, ClickToMeet) and various web-based content 
delivery systems have been used, including Blackboard, 
Fgweb, and Moodle. 
The accreditation process for courses developed in several 
countries became a problem. There are different accredi-

tation rules in the individual countries and at various uni-
versities. To overcome such formal obstacles and to open 
the ITC courses to the global community, we have de-
cided to form an open pool of IT in Construction (ITC) 
related courses. The initial ITC course pool has already 
began accepting courses developed in the ITC Euromaster 
project. However, any institution with knowledge in the 
ITC field is welcomed to offer a course to the pool in ex-
change for the access to courses already in the pool. 
(More information is available at www.itcedu.net). 
In the future, cooperation with the ASCE Global Center 
of Excellence in Computing is planned to share courses 
specifically related to computing. If successful, this coop-
eration may began expanded to cover all areas of civil 
engineering. 
 
 
6 GLOBALIZATION OF EDUCATION 

The proposed new civil engineering education paradigm 
is feasible, but its implementation is extremely difficult 
and expensive. It requires significant efforts to translate 
our present and coming challenges into the language of 
educational outcomes and the levels of desired compe-
tency. Next, research has to be conducted to acquire 
knowledge required to produce the identified outcomes. 
Finally, the acquired knowledge will have to be prepared 
for teaching purposes and most likely presented in the 
form of teaching modules. Considering the nature of our 
challenges and the difficulty and amount of studies 
needed to create a knowledge foundation (a body of 
knowledge) necessary to implement our new paradigm, it 
is practically impossible for a single civil engineering 
department to do all the required work and entirely inde-
pendently to meet all challenges. 
Fortunately, the globalization of civil engineering educa-
tion is becoming a fact. As reported in Section 5, “Euro-
pean Union Initiatives,” a number of international re-
search programs focused on engineering education have 
already been initiated. In 2005, the American Society of 
Civil Engineers (ASCE) has established the ASCE Global 
Center of Excellence in Computing (Arciszewski et al. 
2007). The Center’s mission is to stimulate and organize 
international research projects on computing in civil engi-
neering and to disseminate fundamental computing 
knowledge for worldwide use. This knowledge is pre-
sented in the form of teaching modules, which can be 
downloaded by potential users (academic instructors) 
from the Center’s website (www.asceglobalcenter.org). 
At this time, four teaching modules are available, but dur-
ing the next several weeks additional 4 modules will be 
added. The modules have been prepared by the computing 
scholars in several countries, including Switzerland, Sin-
gapore, and the USA. This is a model of global coopera-
tion in education, which could be used if our proposed 
paradigm is to be implemented.  
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7 CONCLUSIONS 

Civil Engineering education requires fundamental 
changes to meet the present and coming challenges. Most 
importantly, the issue of the today’s focus on the quantita-
tive/analytical aspects of Civil Engineering must be ad-
dressed. It is absolutely necessary if we want to meet our 
leadership and creativity challenges, as discuss in Section 
2, “21st Century Challenges.” Also, all remaining chal-
lenges require much more than only the analytical skills 
to deal with these challenges effectively and to produce 
the necessary novel solutions. For all these reasons, we 
postulate that a modern Renaissance educational formula 
is created. It should be based on a balance of art and sci-
ence, or, more specifically, on a balance of teaching both 
qualitative and quantitative knowledge and skills with 
prominent focus on teaching inventive design in the con-
text of Civil Engineering problem. That could be done 
through the integration of design and problem solving 
with a number of courses offered through the entire pro-
gram.  
Global challenges require global action and cooperation. 
Therefore, we believe that the nature and extend of our 
challenges simply imply global cooperation, particularly 
that the resources of a single country, not to mention a 
single university, are grossly inadequate for such an im-
portant, difficult, and huge task. How such cooperation 
could be organized is still an open question. However, the 
products most likely should be in the form of teaching 
modules, ultimately developed as multimedia intelligent 
tutoring systems. 
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