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EXECUTIVE SUMMARY 

Cities around the world are facing the challenge of improving the resilience of their 

infrastructure systems. Resilience is the ability to prepare for and adapt to changing conditions 

and withstand and recover rapidly from disruptions. If the United States is taken as an example, 

the American Society of Civil Engineers grades the nation’s infrastructure system as D+. Even 

more pressing, human societies are facing more and more natural hazards. Infrastructure failures 

during natural hazards can lead to economic loss, inconvenience to urban dwellers, and even 

injuries and deaths.  

To develop a resilient infrastructure system, all stakeholders need to collaborate. Stakeholders 

need accurate and prompt information. To understand information diffusion, this project focuses 

on information sharing on Twitter. We created a data collection system to stream ‘tweets’ with 

geographical coordinates embedded. Using the system we retrieved all the geotagged tweets in 

the U.S. related to infrastructure in the year of 2014. The tweets were cleaned and processed 

using natural language processing. We created a word cloud related to infrastructure based on the 

key words from the tweets. The word cloud provides an indication of the prominence of 

infrastructure systems and related issues among Twitter users.  

We also used hashtags as links and studied the communication network regarding U.S. 

infrastructure. This analysis found that the degrees of the individuals in the network still roughly 

follow the scaling law. This demonstrates that infrastructure has prompted discussions among 

individuals and organizations, which can be used to inform policy makers. We also studied the 

basic components of the communication network. While the network has a complex structure, it 
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can be broken down into different components. Other than one giant component, the rest have 

relatively simple structures.  

This study shed light on the new phenomenon of information diffusion in online social networks 

and discovered some important findings. The new insights enable us to understand the basic 

characteristics of information diffusion in online social networks regarding infrastructure and 

paves the way for future research regarding how such platforms might be used to enhance 

infrastructure management, performance and resilience.   
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1. INTRODUCTION 

1.1 Urban Population, Infrastructure Systems, and Natural Hazards 

Human society has never been so urbanized. The urban population, increased  from 1.01 billion 

in 1960 to 3.69 billion in 2012, has surpassed the rural population in 2009 for the first time in 

human history (United Nations 2009; World Bank 2013). The growing population has made 

urban areas more active and complex which requires more infrastructures to stomach the urban 

dwellers and their activities. Urban residents and infrastructure systems have formed an 

interdependent sociotechnical system. 

The interdependence calls for more resilient infrastructure. According to the National 

Infrastructure Advisory Council (NIAC), infrastructure resilience can be defined as “the ability 

to reduce the magnitude and/or duration of disruptive events” (Moteff 2012). Also, more recently, 

the Presidential Policy Directive (PPD) defined resilience as “…the ability to prepare for and 

adapt to changing conditions and withstand and recover rapidly from disruptions” (Obama 2013). 

Consequently, resilience looks to resist or mitigate the magnitude of the impact after a disruptive 

event, thus providing enhanced safety to the people and saving the national economy in the long 

run.  

However, infrastructure resilience is a global challenge. Take the U.S. as an example. Based on 

the report from ASCE in 20131, the nation’s infrastructure system only received a score of D+. 

An estimate of 3.6 trillion dollars is needed by 2020 to fix the deteriorating system. Our lives 

depend on infrastructure system so much that we hardly pay any attention to them. However, any 

infrastructure failures can have broad impact such as power outage, traffic jams. Some of the 

                                                           
1 The report can be found on the ASCE website: http://www.infrastructurereportcard.org/. 
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failures can result catastrophic consequences such as dam and bridge collapse, water population 

etc.     

The challenge is made more pressing due to the increasing impact from natural hazards. From 

2000 to 2012, natural hazards caused 1.7 trillion dollar of economic loss, killed 1.2 million 

people and affected half of the entire population on earth (UNISDR 2013). Looking into the 

future, both the magnitudes and frequencies of natural hazards are expected to increase. Such 

increase is owing to the global environmental change. Human activities and fossil fuel 

consumption is causing global warming. Analysis shows that the global annual mean surface air 

temperature has increased during the last 65 years (Stocker et al. 2013). Almost all simulation 

models project that such trend will continue for the next 20 years. The trend of global warming 

has caused steady retreat of glacier (Oerlemans 1994) and impacted the sea levels (Meehl et al. 

2005). Global warming also caused anomalous tropical sea surface temperatures and global 

aridity. Dry periods lasting for decades have occurred multiple times during the last millennium 

across the world (Dai 2013). While aridity will increasingly influence most of regions in the 

world, places like the United States which have avoided prolonged droughts during the last 50 

years due to natural climate variations may see persistent droughts in this century. Global 

warming is influencing tropical cyclones as well. Records show that the frequency of Atlantic 

tropical cyclones has increased for the last 100 years, and the increasing trend has accelerated 

since the 1980s (Landsea et al. 2010). By 2100, the intensity of tropical cyclones is predicted to 

increase by 2-11% (Knutson et al. 2010). It is predicted to be a long-term, continuous battle 

between humans and natural hazards.  

Recent natural hazard events have shown how they can impact urban infrastructure. First, natural 

hazards can severely impact transportation networks in cities. As Pan et al. (2007) pointed out, 
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overcrowding and crushing during emergency situations can cause incidents and thus injuries 

and the unnecessary loss of lives. The snow storm that happened in Atlanta, Georgia is an 

excellent example. Alarmed by the approach of a severe snow storm in December 2013, the City 

of Atlanta, Georgia, issued a snow storm warning and advised people to leave school and work 

early and return home. The unfortunate consequence of this warning was that residents all 

crammed onto the city’s roads and highways at the same time, causing a city-wide traffic jam. 

Many were still stuck on the roads when the storm hit, forcing them to abandon their vehicles 

and seek shelter (Beasley 2014). Second, natural hazards can force people for relocation. During 

Hurricane Sandy, the New York City government issued a mandatory evacuation order. Similar 

situations happened during the attack of Typhoon Haiyan. While people were ordered to seek 

shelter in the City of Tacloban, many people moved to concrete buildings instead of seeking 

higher ground. Many of these buildings were flooded and/or collapsed and claimed many 

people’s lives (Teves and Bodeen 2013). 

Besides the threat to people, there is also the threat to our economy. Following each hazardous 

event, the economy of a state or nation is impacted. Indeed, natural disasters can lead to 

degraded infrastructure which is strongly related to the economy of countries. Furthermore, 

impacts on infrastructure can negatively affect aspects like business productivity, international 

competitiveness, employment, and the gross domestic product (GDP), among others. Thus, 

ensuring that the infrastructure systems are sustainable and resilient is increasingly becoming one 

of the top priorities of policy makers. It is becoming a challenge to predict and mitigate the 

consequences of these natural hazards (i.e. storms, hurricanes, etc.). Such challenges call for 

innovative research and technologies to improve disaster evacuation, timely responses and relief 

plans – thereby enhancing infrastructure resilience. 
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1.2 Information Diffusion during the Occurrences of Natural Hazards 

Information delivery is critical during the occurrence of natural hazards. Take Hurricane Sandy 

as an example. Before Hurricane Sandy made land fall, the government of New York City issued 

a mandatory evacuation order. However, a survey showed that only 71 percent of the residents 

living in the evacuation zones were aware of the mandatory order. Not everyone took the order 

seriously enough; roughly 50 percent of those aware of the order decided to not move. The actual 

evacuation rate was only about 35%. Unfortunately, most of the fatalities occurred in the 

mandatory evacuation zones (CDC 2013). More alarmingly, even those who evacuated were not 

entirely safe. In a comparison of  the flooding areas reported by FEMA with the mandatory 

evacuation areas, the flooding area was found to be 15 percent larger. Consequently, people 

could have possibly moved out of the evacuation areas and think they were safe; but in reality 

they possibly faced a severe threat (Wang and Taylor 2014). This case from New York City 

demonstrates how important it is to promptly deliver accurate information to affected individuals.  

Word-of-Mouth (WOM) is one of the most effective ways to deliver key information related to 

infrastructure. The WOM communication channel is especially effective in large-scale social 

networks. People are members of social groups rather than isolated individuals, and they are 

more influenced by local communities and trusted social connections (Stern et al. 1986). WOM 

is a strong tool that can potentially disperse information to people through local networks. 

Therefore, information sharing should rely on WOM communication through existing social 

networks and community organizations (Stern 1992). Researchers have studied the properties of 

WOM communication networks, including network position and centrality (Arndt 1967; 

Vilpponen et al. 2006), tie strength (Brown and Reingen 1987; Goldenberg et al. 2001; Reingen 

and Kernan 1986; Vilpponen et al. 2006; Wang and Taylor 2013), communities and cliques 
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(Vilpponen et al. 2006; Webster and Morrison 2004), density (Vilpponen et al. 2006), social 

dimensions (Allsop et al. 2007), etc. The advantage of social network analysis is its ability to 

integrate micro-level analysis to macro-level system patterns (Brown and Reingen 1987) and 

quantitatively examine the interrelation between social network structures and communicators’ 

positions and influences in WOM communications. Although WOM is deemed an important way 

to share information, limited research has quantitatively studied information diffusion (File et al. 

1994; Hennig-Thurau et al. 2004; Sweeney et al. 2008), especially the data related to 

infrastructure systems. 

One of the difficulties that has prohibited the study of information diffusion is the lack of 

sufficient and complete communication data. Traditionally, it is a complicated task to track 

information sharing among individuals. This issue is less a constraint in online social networks. 

New social media, like Facebook, Twitter, and Google+, have amassed an unprecedented user 

population to connect and communicate. In these online social networks, any individual can 

build and maintain a large number of social connections with hardly any social capital cost 

(Kwak et al. 2010). Billions of individuals are active on these platforms, sharing their status, 

opinions, and activities. They provide a tremendous amount of data with rich content and 

complete history for research. Since such data can have different types of noise and 

characteristics, it is also important to understand its complexity. 

Despite its potential importance as a research area, very limited research on information 

diffusion in online social networks exists, especially information related to infrastructure systems. 

This study not only serves to fill this gap, but it also contributes as a first step towards analyzing 

the interaction between urban stakeholders at micro (individuals and residents), meso 
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(organizations and communities), and macro (institutions) levels (Bosher et al. 2016). 2  We 

introduce an innovative data collection system to assemble geo-social networking data from a 

popular social media, i.e. ‘tweets’ from Twitter (Section 2). We also introduce how we processed 

and analyzed the data to understand what topics have stimulated interest on social media in 

Section 2. In Section 3, we construct a communication network based on the hashtags from each 

tweet and conducted multiple network analyses to reveal the structure and property of the 

network. We discuss our findings and suggest future directions of this research in Section 4. 

  

                                                           
2 Consequently, this work aligns well with the recently developed research roadmap of CIB’s W120 – Disasters and 
the Built Environment. 
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2. DATA COLLECTION AND PROCESSING 

To understand information diffusion about infrastructure systems on social networks, we 

collected data from one of the largest social media, Twitter. The reasons why Twitter was 

selected were twofold. First, Twitter, as an open, public platform, attracts a broad user 

population. The platform amasses over 400 million active users, making it an ideal platform to 

collect a large quantity of data and study communication and information diffusion. Second, 

Twitter implements both broadcasting and word-of-mouth (WOM) for information sharing. 

Research has found that WOM is one of the most effective means to disseminate information. 

Twitter also allows people to post text messages limited to 140 characters, called “tweets.” Users 

can also choose to let Twitter add location information, called a geotag, to each tweet they post. 

Each geotag contains the exact geographical coordinate of the tweet. The geolocation helps to 

define the scale of our study. 

2.1 Representativeness of Twitter Users 

We first examined demographic information of Twitter users to confirm that Twitter users are 

representative of the general population. Unfortunately, only limited demographic information of 

Twitter users was available, of which most is concentrated on U.S. users. Therefore, we 

constrained our study only to tweets from the U.S.  We examined the demographic information 

of U.S. Twitter users (Bennett 2013) and compared it with demographic information about the 

general U.S. population (Howden and Meyer 2010; USCB 2012; USCB 2012; USCB 2013; 

USCB 2014). The comparison and data sources can be found in Table 1, which illustrates that 

Twitter users are representative of the general population by gender, race, age, and income. A 
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noticeable difference is that while people with higher education tend to user Twitter more, less of 

the general population has completed higher education. 

Table 1. Demographics Comparison 

Categories Demographics Twitter Users1 (%) U.S. Population (%) 

Gender Men 50.8 49.22 

Women 49.2 50.82 

Age 18-29 18.8* 22.0*4 

30-49 33.3* 36.1*4 

50-64 28.3* 25.0*4 

65+ 19.6* 16.9*4 

Race White, Non-Hispanic  70.9 68.13 

Black, Non-Hispanic 9.6 13.13 

Hispanic 11.7 16.93 

Education High school grad or less 26.6 42.15 

Some college 30.0 29.05 

College+ 42.8 28.95 

Income Less than $30,000/yr 22.6 29.96 

$30,000-$49,999 17.9 20.26 

$50,000-$74,999  12.9 18.16 

$75,000+ 33.6 31.66 

Table 1 is adapted from Wang and Taylor (2015). 1: (Bennett 2013); 2: (Howden and Meyer 2010); 3: (USCB 2014); 
4: (USCB 2012); 5: (USCB 2013); 6: (USCB 2012) 
*Since data from Twitter users only included those whose ages were above 18, we excluded people under 18 in the 
general population. Then, we adjusted the values for the rest of the age groups such that the sum equals to 100 
percent. 
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2.2 Process Map for Twitter Data Collection 

After confirming the representativeness of Twitter users, we have developed a data collection 

system to gather Twitter data. The system relies entirely on the Twitter public application 

program interface (API) (Wang and Taylor 2015). The system generally contains three steps, as 

shown in Figure 1. The steps are described in the following sections. 

2.2.1 Step 1: Collect Geotagged Tweets 

The first step was to collect tweets that contained geotags. We created a tweet streaming module, 

which established a continuous connection between a computer in the research lab and the 

Twitter server. The module streamed every tweet containing a geotag in real-time. Tweepy, a 

Python package for implementing the Twitter API, was used to develop the module. Each 

streamed tweet contains not only the exact geographical coordinate, but also its ID, place name, 

name and ID of the user who posted it, and a time stamp. The collected tweets were stored in a 

database called Tweets. A reconnecting mechanism is embedded in the module to ensure that if 

the continuous connection was lost for 30 seconds, a restart message was displayed and a new 

connection established. 

Following this process, we collected geo-tagged tweets from January 1, 2014 to December 31, 

2014. In total, we collected about 1 billion tweets around the world. 
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Figure 1. Process Map for Twitter Data Collection 

 

2.2.2. Step 2: Filter Tweets in Specific Geographical Boundaries 

This step filters data and retrieves only the ones in certain areas. We conducted preliminary data 

processing using two filters. First, we defined the geographical boundary of the research area. In 

this study, we focused our research in the U.S. A shapefile of the U.S. was imported to ArcGIS, 

and then, we used ArcPy to filter all the data and kept only the ones residing within the boundary 

of the shapefile. We developed a spatial filtering module to perform this task. The module 

retrieved each tweet in the Tweets database and determined its geographical coordinate. We 

filtered the data and retrieved the ones that were located in the United States. If the geographical 

coordinate of a tweet resides in the U.S., the tweet was examined by the second filter. The 

second filter was enforced by examining the content of the tweet. If the tweet contained the word 

“infrastructure”, then the tweet was exported into a new database called USTweets. After the 

filtering, there were 6,495 tweets in the USTweets database. 
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2.2.3 Step 3: Clean Tweets and Remove Stop Words 

In this step, we cleaned up the tweets for further analysis. First, we retrieved all the content of 

the tweets and converted any upper case words into lower cases. Second, we converted all the 

internet addresses, i.e. “www.*” or “https?://*”, to “URL”. Third, we converted any mentions in 

the tweets, i.e. “@username” to AT_USER. Fourth, we removed all the extra spaces and all the 

newlines in a tweet. Last, we removed all the hashtag notation, i.e. “#”. Last, we looked for 2 or 

more repetitions of character and replaced it with the character itself. An example of the cleaning 

can be found in Table 2. 

After processing the tweets, we arrive at the essential word list. We broke down each tweet into 

different keywords, and then removed all the stopwords. Stopwords were filtered out because 

they contribute no meaning to a tweet. The list of stopwords is shown in Table 3. Most search 

engines ignored these words since they are commonly used that improve no precision or recall. 

An example can be found in Table 2. The processing gave 50,210 keywords. The keywords that 

appeared over 50 times other than “infrastructure” are listed in Table 4. These 102 words 

represent about 20 percent of all the keywords used by Twitter users. 

Table 2. An Example of a Processed Tweet 

Before Winding #conduit and #tunnel entrance to the #PATH #nyc #underground 

#subway #infrastructure #urban @… http://t.co/Yucfa8RrRc 

After winding conduit and tunnel entrance to the path nyc underground subway 

infrastructure urban AT_USER URL 

Keywords winding, conduit, tunnel, entrance, path, nyc, underground, subway, infrastructure, 

urban 
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Table 3. The List of Stopwords 

'a','about','above','across','after','again','against','all','almost','alone','along','already','also','although'

,'always','among','an','and','another','any','anybody','anyone','anything','anywhere','are','area','areas'

,'around','as','ask','asked','asking','asks','at','away','b','back','backed','backing','backs','be','became','

because','become','becomes','been','before','began','behind','being','beings','best','better','between','

big','both','but','by','c','came','can','cannot','case','cases','certain','certainly','clear','clearly','come','co

uld','d','did','differ','different','differently','do','does','done','down','downed','downing','downs','duri

ng','e','each','early','either','end','ended','ending','ends','enough','even','evenly','ever','every','everyb

ody','everyone','everything','everywhere','f','face','faces','fact','facts','far','felt','few','find','finds','firs

t','for','four','from','full','fully','further','furthered','furthering','furthers','g','gave','general','generally'

,'get','gets','give','given','gives','go','going','good','goods','got','great','greater','greatest','group','grou

ped','grouping','groups','h','had','has','have','having','he','her','here','herself','high','higher','highest','

him','himself','his','how','however','i','if','important','in','interest','interested','interesting','interests','

into','is','it','its','itself','j','just','k','keep','keeps','kind','knew','know','known','knows','l','large','largel

y','last','later','latest','least','less','let','lets','like','likely','long','longer','longest','m','made','make','ma

king','man','many','may','me','member','members','men','might','more','most','mostly','mr','mrs','mu

ch','must','my','myself','n','necessary','need','needed','needing','needs','never','new','newer','newest',

'next','no','nobody','non','noone','not','nothing','now','nowhere','number','numbers','o','of','off','often

','old','older','oldest','on','once','one','only','open','opened','opening','opens','or','order','ordered','ord

ering','orders','other','others','our','out','over','p','part','parted','parting','parts','per','perhaps','place','p

laces','point','pointed','pointing','points','possible','present','presented','presenting','presents','proble

m','problems','put','puts','q','quite','r','rather','really','right','room','rooms','s','said','same','saw','say','
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says','second','seconds','see','seem','seemed','seeming','seems','sees','several','shall','she','should','sh

ow','showed','showing','shows','side','sides','since','small','smaller','smallest','so','some','somebody'

,'someone','something','somewhere','state','states','still','such','sure','t','take','taken','than','that','the','

their','them','then','there','therefore','these','they','thing','things','think','thinks','this','those','though','

thought','thoughts','three','through','thus','to','today','together','too','took','toward','turn','turned','tur

ning','turns','two','u','under','until','up','upon','us','use','used','uses','v','very','w','want','wanted','want

ing','wants','was','way','ways','we','well','wells','went','were','what','when','where','whether','which',

'while','who','whole','whose','why','will','with','within','without','work','worked','working','works','

would','x','y','year','years','yet','you','young','younger','youngest','your','yours','z','AT_USER','URL

' 
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Table 4. The Frequency of Keywords 

 

Using all the keywords and their frequencies, we generated a word cloud as shown in Figure 2. 

The word cloud was created using the python package “word_cloud”. From the frequency and 

word cloud, we can identify which topics have sparked interests among Twitter users. While 

infrastructure systems are clearly important aspects of civil engineering and construction, these 

systems impact social and economic sy. The word cloud clearly shows how people have related 

“infrastructure” to “people”, “jobs”, “money”, “investment”, etc. Such knowledge can be critical 

when policymakers seek support from different stakeholders. 

Keyword Frequency Keyword Frequency Keyword Frequency Keyword Frequency
jobs 249 bill 90 fund 68 bridges 56
people 175 obama 89 development 68 talk 56
build 165 spending 89 spend 68 own 56
building 163 cloud 89 system 67 government 55
water 163 business 88 technology 66 key 55
city 159 internet 86 cost 66 billion 55
money 159 data 85 lack 66 improve 54
investment 156 care 85 tech 65 community 53
public 155 green 84 future 65 lot 53
support 138 pay 83 traffic 65 stop 53
world 136 economy 81 taxes 65 ready 52
bike 136 war 80 talking 65 road 52
invest 136 funding 80 etc 64 services 52
transportation 135 power 79 issues 64 gop 52
education 135 cities 79 economic 63 repair 51
time 131 growth 79 love 62 start 51
america 127 built 75 change 60 network 51
health 112 country 74 look 60 american 51
help 110 investing 74 social 60 president 51
crumbling 110 job 74 schools 59 day 51
tax 109 poor 71 bridge 59 major 50
energy 100 create 71 transit 57 rebuild 50
projects 99 real 70 focus 57 issue 50
fix 94 bad 69 congress 56 yes 50
roads 94 local 69 via 56 gas 50
critical 94 plan 56
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Figure 2. Word Cloud of Keywords Related to Infrastructure 
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3. COMMUNICATION NETWORK ANALYSIS 

Beyond understanding the topics addressed, recognizing how stakeholders have shared these 

topics with one another is equally significant. Twitter is used to broadcast and share information 

and opinions. Therefore, we studied how individuals have shared tweets regarding infrastructure.  

3.1. Constructing the Hashtag Network 

We reexamined the tweets and all the hashtags inside the tweets. We retrieved all the hashtags in 

the content of each tweet. A hashtag is a word with a “#” at the front of it. A hashtag is used to 

mark keywords or topics in a tweet which is created organically by Twitter users to categorize 

messages. After processing the data, we found 4,499 hashtags, with 2,746 unique ones.  

Then, we created a hashtag network. If two different tweets from two different users share the 

same hashtag, then we added a link between them. Altogether, 56,468 links were created. Using 

all the links, we developed the network (Figure 3). Each node represents a user. Each edge 

represents the total number of hashtags shared by a dyad of two users, which is also known as 

weight. The size of the nodes represents the weighted degrees, i.e. the total weights of edges that 

connect to a node. The opaqueness of an edge is determined by the weight of it.  The layout of 

the network is generated using the Fruchterman-Reingold algorithm.  
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Figure 3. Hashtag Network 

3.2 Network Degree 

We analyze the degree of the network to understand how communications are connected. There 

are a total of 988 nodes, i.e. individual Twitter users, in the network. We calculated the weighted 

degree of each node. The results show that while 181 individuals out of the 988 (about 18.3%) 

only have a degree of 1, an individual has a weighted degree of 1,570. The distribution of 

degrees can be found in Figure 4. The chart demonstrates that the general distribution follows a 

scaling law that has a heavy tail. The results demonstrate that while a large portion of individuals 

are only casually sharing information related to infrastructure, some people are extremely active. 
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They hold the central positions of information diffusion in the network and should potentially be 

treated as advocates for infrastructure, and infrastructure issues such as resilience. 

 

Figure 4. Distribution of Weighted Degrees 

3.3. Components 

The hashtag network has multiple components. Using networkx, a python package, we conducted 

multiple analyses to study the components of the network. Based on our analysis, there are 88 

components. They include one giant component which contains 777 nodes out of the 988, and 87 

small components. Table 5 summarizes the components in the network: 2 components contain 6 

nodes, 1 component contains 5 nodes, 5 components contain 4 nodes, and so on. 

 

 

0.000001

0.00001

0.0001

0.001

0.01

0.1

1
1 10 100 1000 10000

Fr
eq

ue
nc

y

Weighted Degree



24 
 

 

Table 5 Summary of Components 

Number of Nodes Included  Number of Components 
2 63 
3 16 
4 5 
5 1 
6 2 

777 1 
 

The break-down of components demonstrates that the sharing of infrastructure information is a 

collective behavior. The giant component consists of most of the individuals, almost 80 percent 

of all of the users studied. Information diffusion of infrastructure tends to reach a broad audience. 

Then, we analyzed the configurations of the components. We studied each of the components 

and find only 11 different configurations. Except the complex configuration from the giant 

component, the other ten configurations showed a quite simple structure, as depicted in Figure 5. 

The results reveal that information diffusion takes very simple forms. It provides a trajectory to 

break down the complexity of information diffusion in online social networks and to uncover the 

foundation of the motivations, decisions, and paths of information sharing among different 

stakeholders. 
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Figure 5. Configurations of Components.  
Although it is a complex communication network, the hashtag network can be decomposed into 

11 components. A shows the giant component which includes almost 80 percent of all the 
individuals. B – K is the rest of the components which all have relatively simple structures.    
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4. DISCUSSION, CONCLUSIONS AND FUTURE STUDY 

4.1 Discussion and Conclusions 

Infrastructure resilience is a critical topic for all cities globally. The U.S. only scored D+ on its 

infrastructure system based on a report from ASCE in 2013. Approximately 3.6 trillion dollar is 

needed by 2020 to fix the deteriorating system. Even more pressing, natural hazards, which are 

exacerbating due to the influence of climate change, can exert increasing impact on urban 

infrastructure. In the event of natural hazards, infrastructure failures can lead to inconveniences, 

such as traffic jams and public transportation delays, to more catastrophic consequences, such as 

human injuries and fatalities. We need to motivate all stakeholders to take actions to improve 

infrastructure system performance, particularly during hazardous natural events when accurate 

information about safe locations, system outages, etc. is crucial.  

Effective actions require accurate, sufficient, and prompt information. Therefore, this project 

focused on how Twitter, a popular online social networking platform, has been used for 

information sharing. We created a data collection system to stream tweets with geographical 

coordinates embedded in the tweet. In this way, we were able to retrieve all the data from the 

United States. Our analysis focused on the geo-tagged tweets for the year of 2014. This 

innovative data collection system not only contributes sufficient data for this report, but it also 

can be used to study other areas of urban infrastructure. 

We analyzed the words shared by Twitter users. Using natural language processing, we cleaned 

each tweet, removed stop words and analyzed the frequencies of the word. The analysis shows 

that different stakeholders care about different aspects of infrastructure. The word cloud 

developed indicates relationships between infrastructure and a variety of issues. Improving U.S. 
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infrastructure is a complicated problem, so understanding the concerns from different parties is 

important; the Twitter data collected helps to demonstrate such concerns and how it might be 

used in public engagement efforts.  

We used Twitter hashtags as links and studied a communication network regarding U.S. 

infrastructure. The effort generated a massive hashtag network. While the degrees of the 

individuals in the network still roughly follows a scaling law, the network has a surprisingly high 

connectivity compared to other communication networks found on Twitter. This confirms that 

infrastructure provokes interest and discussions among individuals and organizations. This 

finding demonstrates that policy makers should seriously consider the utilization of online social 

media to provoke discussions and generate feedback. 

We also identified the basic components of the hashtag network. While the network has a 

complex structure, it can be broken down into different components. Other than one giant 

component, most of the others have simple structures. This finding provides an important insight 

to understand the elements of the infrastructure communication network within a social media 

platform. It might contribute to developing simulations like agent-based models. 

4.2 Future Study 

Though an innovative effort, the study can be extended to several directions. First, the study can 

be extended to non-geotagged tweets. We only examined geotagged tweets. Our database 

generated 6,495 tweets, a sufficient amount to conduct this research. However, most tweets are 

not geotagged, so it is possible that many tweets related to infrastructure are not included. 

Examining them may provide more insights about information diffusion on Twitter. 
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Second, it will be beneficial to study the characteristics of the stakeholders who are involved in 

the information diffusion. In line with Bosher (2016), stakeholders can possibly be divided into 

three different levels (micro, meso, and macro) and can include different categories, such as 

government, non-profit organizations, private companies, individuals, etc. Analyzing their 

opinions and their roles in information sharing can help us understand whether there are gaps in 

communication and how we can eliminate them. This can also shed light on evaluating the 

different levels of engagement between individuals, organizations, and institutions. 

Finally, geotagged Twitter data could be analyzed during known events such as tornadoes, 

winter storms or power outages to determine what and how Twitter users communicate during 

such events.  These types of analysis would allow greater comprehension of the potential of 

social media for pre, per and post event communication, which is critical to hazardous event 

preparedness, response and recovery.  Indeed, social media will likely play an important role in 

such events and in future infrastructure performance and resilience.       
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